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ABSTRACT: The effect of temperature cycling on the surface features of sulfathiazole crystals was investigated using focused
beam reflectance measurement (FBRM) and ex situ optical microscopy, scanning electron microscopy (SEM), and atomic
forced microscopy (AFM). Smoothing of the crystal surface was observed during heating, while during cooling the smooth
crystals showed features growing on their surfaces. These changes on the crystal surface were detected by the FBRM as an
increase in the number of coarse counts during heating phases and a drop during cooling phases. Laser beam spreading caused
by the surface changes and signal/chord splitting due to the formation of sharp edges are suggested as explanations for the
FBRMresults. The study shows the capability of FBRMto provide useful informationwith regard to the changes on the surface
of the crystalline products, which could be linked to possible growth mechanisms. The information can be used to avoid
problems in the downstream processing or in the final product property due to variations in flowability and friability, which are
related to the crystal surface property.

1. Introduction

Temperature cycling, which is an alternating cycle of heat-
ing and cooling phases, has been applied in crystallization
processes in order to control crystal size distribution,1-4 to
optimize the size of the seed bed for subsequent cooling,5

and to accelerate crystal growth.6 The approach also indirec-
tly controls the crystal surface properties, since the heating
phases are expected to promote dissolution of the unwanted
crystal surface features, such as dendritic features.5 Smoother
crystals may have better flowability and friability than rough-
er crystals; hence, controlling the surface properties of the
crystalline product may have a significant effect on the effi-
ciency of the downstream processes and the quality of the
final product. Such a control may be assisted by process
analytical technology (PAT) tools that can provide in-process
information to indicate surface events and changes in surface
features.

Lasentec focused beam reflectance measurement (FBRM)
is one of the PAT tools that has been used extensively in
crystallization processes for themonitoring of the solid phase.
It uses a laser beam sent through fiber optics to an immersion
probe tip where it is finely focused by a rotating lens, which
causes the beam to scan in a circular path through a sapphire
window at a fixed high speed. The beam then passes into the
solution under study. When it hits a crystal suspended in the
solution, light is scattered in many directions, but only light

scattered back toward the probe is collected. The crystal
continues to backscatter the light until the beam reaches the
opposite edge of the crystal. The time period of the back-
scattering (Δt) is recorded andmultiplied by the scan speed of
the beam (νb) to give a chord length, which is the distance
between one edge of the crystal and the other (s). Figure 1
shows a schematic diagram of backscattered light pulses
detection and chord length measurement. FBRM allows the
monitoring of the change in chord length distribution (CLD)
for different chord size classes (fine, intermediate, and coarse)
of the crystals as a function of time. It has been successfully
used todetect themetastable zone limit, since a sudden increase
in the fine chord counts indicates the onset of nucleation.7-10

Studies have shown that although FBRMperformed compar-
ably to the bulk video imaging,11,12 it detected nucleation
the earliest compared to visual observation and attenuated
total reflectance Fourier transform infrared spectroscopy.13

The solubility curve can also be constructed using FBRM,
since a reduction in the coarse chord counts corresponds to
the dissolution of crystals.8,10 Since CLD data measured by
FBRMprovides an approximate correlation to the crystal size
distribution (CSD) in slurry, many research groups used
FBRM tomonitor and control the CSD online.5,14-19 FBRM
has also been utilized to monitor polymorphic transfor-
mation20-23 and to control polymorphic purity.2,24 However,
based on the authors’ knowledge, its practical capability in
detecting changes in the surface features of crystals with the
link to potential growthmechanisms has never been evaluated,
although the effect of surface roughness has been taken into
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consideration in a method that combined FBRM data and
inverse modeling for determining CSD from CLD.25

The analytical technique most commonly used to study the
surface properties of crystals is microscopy. The technique
includes optical microscopy, scanning electron microscopy
(SEM), and atomic force microscopy (AFM). Although
optical microscopy is considered low-tech compared to the
others, it is still a very useful tool, particularly for a rapid
preliminary examination in deciding which other studies or
techniques are required. Both SEM and AFM can resolve
surface features down to nanometer scale, but different types
of information about the surface features are given, since their
image formation mechanisms are different. For the SEM, the
impingement of an electron beam on the surface of a sample
results in the emission of a secondary electron, which is
detected and its intensity at each data point during the
scanning of the electron beam across the surface is used to
form a two-dimensional morphological image.26 For the
AFM, the detection of surface forces during scanning a sharp
tip (probe) on the end of a flexible cantilever across a sample
surface, while maintaining a small, constant force is used to
form a three-dimensional or topographical surface image.27,28

Since the SEM images cannot provide the actual positioning of
surface features relative to themean surface level (i.e., height or
depth), they may lead to misinterpretation of the data.26 For
this reason, SEM analysis is normally complemented with
AFM analysis, since the latter can provide measurements in
three dimensions, including height or depth information.

In this paper, an investigation of the effect of temperature
cycling, implemented during seeded batch cooling crystalliza-
tion of sulfathiazole in water, on the surface features of the
crystals is presented. The investigation involves the evaluation
of the capability ofFBRMas aPAT tool inmonitoring surface
events and detecting changes in surface features of crystals.
The FBRM results were verified by examining the surface
appearance of the crystals at the ends of each heating and
cooling phase using ex situ optical microscopy, SEM, and
AFM.

2. Experimental Section

2.1. Materials. Sulfathiazole with a purity of 99%was purchased
from Alfa Aesar. The unsieved raw material was also used as seeds.
The solvent ultrapure water was generated from a Milli-Q reversed
osmosis unit.

2.2. Apparatus.The crystallization experimentswereperformed ina
jacketed 500 mL glass vessel. The temperature in the vessel was
controlled with a PTFE thermocouple connected to a thermo fluid
circulator bath (Huber Variostat CC-415 vpc). The temperature read-
ings were recorded every 20 s on a computer by a control interface
(Crystallization Process Informatics System;CryPRINS) written in
LabVIEW (National Instruments). An overhead stirrer with a PTFE
fourpitch-bladed turbinewasused toagitate the systemat 320 rpm.An
FBRMprobe (modelD600,Lasentec) was inserted into the solution to
measure chord length distributions. The distributions were collected
every 20 s and averaged out during collection. They were monitored
using the FBRM control interface software (version 6.7). A schematic
representation of the experimental setup is shown in Figure 2.

2.3. SeededBatchCoolingCrystallization with Temperature Cycling.

The initial solution was prepared to have a concentration correspond-
ing to a saturation temperature at 80 �C (i.e., 1.0 g of sulfathiazole per
100 g of water). After it was heated to complete dissolution, the
resulting clear solution was cooled to 78 �C and equilibrated at this
temperature prior to the loading of seeds. The amount of seeds used
was about 10%of the amount of solute in the solution. After the seeds
were loaded, the systems were subjected to temperature cycling with
temperature fluctuations between 6 and 8 �C at heating/cooling rates
of 0.5 �C/min, progressively stepping down toward 20 �C. A repeat of
the experiment was performed for sample withdrawal at the end of
each heating and cooling phase for microscopy analyses. The samples
were vacuum filtered and dried.

2.4. Microscopy Analyses. The sampled crystals were examined
for their appearance and surface features using optical microscopy,
SEM, and AFM.

Figure 1. Schematic diagram of backscattered light pulse detection and chord length measurement of typical crystals.

Figure 2. Schematic representation of the experimental setup.
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Optical microscopy;the crystals were visually examined using a
Leica DMLM optical microscope, and their images were captured
and processed using Leica QWin software (version 3.0, Leica
Microsystems Digital Imaging).

SEM;samples were sparsely sprinkled onto carbon tape at-
tached to metal stubs before being thinly gold coated. The samples
were then imaged using SEM (Cambridge Streoscan 360) fitted with
an Inca X-Sight (Oxford Instruments) detector. An accelerating
voltage of 10 kV was used during imaging.

AFM;a small quantity of the sample was spread and immobi-
lized onto a double-sided adhesive tape that had beenmounted onto
metal stubs. Images were taken using a Veeco Explorer operated in
contact mode with a silicon nitrite tip of <10 nm radius. A
cantilever (Veeco 1950-00 silicon) with a nominal force constant
of 0.21 N/m was utilized during imaging.

3. Results and Discussion

3.1. Seeded Batch Cooling Crystallization with Tempera-

ture Cycling for Sulfathiazole in Water. Figure 3a depicts the
evolutions of temperature, FBRM fine counts, and FBRM
coarse counts during the crystallization run. In this work, fine
is defined as crystals with chord lengths of <20 μm, whereas
coarse is defined as crystals with chord lengths of >100 μm.
The total durationof the experimentwas 30h, duringwhich, as
can be seen from the figure, the number of fines fluctuatedwith
the change in temperature, due to repeated nucleation and
dissolution events. The number of coarse crystals fluctuated in
a similar way and, as can be seen more clearly from a zoomed
out view of the initial part of the profiles (from 100 to 400min)
in Figure 3b, the number of fine and coarse crystals responded
to temperature change out-of-phase with each other (dashed

lines were drawn to facilitate the observation): on heating, the
number of fine crystals dropped while the number of coarse
crystlas increased, whereas on cooling, the fine crystals in-
creased while the coarse crystals were reduced. According to
Jordan and Carless,29 crystal growth of sulfathiazole under
temperature cycling occurs by a dissolution-crystallization-
dissolution-recrystallization process. It is expected that the
dissolutions take place during heating phases, whereas the
crystallization and recrystallization processes are promoted by
cooling phases. Although the response of the number of fine
crystals to the temperature change is in linewith the expectation,
the response of the number of coarse crystals is the opposite. A
zoomed out view of the last part of the profiles (from 1500 to
1800min) inFigure 3c shows that although the amplitude of the
fluctuations of both fine and coarse crystal counts/s has sig-
nificantly reduced, they are still out-of-phase with each other in
response to the temperature change. Carless and Jordan30

postulated that, under temperature cycling, the dissolution rate
constants of sulfathiazole crystals are controlled by the surface
integration occurring at the solid-liquid boundary at tempera-
tures below 37 �C.Above 37 �C, the surface integration became
very rapid so that the dissolution was only controlled by the
diffusion of the dissolved solid away from the solid surface.30

Figure 3d shows that the overall trend of the number of coarse
crystals in response to the temperature change satisfies the
division in accordance with the postulated dissolution mechan-
isms: (i) diffusion controlled; (ii) diffusionþ surface integration
controlled; and (iii) surface integration controlled.

3.2. Optical Microscopy, SEM, and AFM Images of Crys-

tals. Figure 4 shows the position of sampling points on the

Figure 3. Profiles of temperature and FBRM fine and coarse counts/s of (a) the overall crystallization run; (b) a zoom-out view of the initial
part (from 100 to 400 min); (c) a zoom-out view of the final part (from 1500 to 1800 min); and (d) the overall crystallization run with possible
dissolution mechanisms.
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profiles of temperature and FBRM fine and coarse counts/s
at the initial phase (Figure 4a) and at the final phase
(Figure 4b) of the repeated crystallization process. The pro-
cess was conducted with identical conditions to those of
the experiment shown in Figure 3. Some samples were with-
drawn during the process. Samples taken at the ends of the
heating phases are denoted as “Heat1”, “Heat2”, “Heat3”,
and “Heat4”, whereas samples taken at the subsequent ends
of the cooling phases are denoted as “Cool1”, “Cool2”,
“Cool3”, and “Cool4”.

Figure 5 shows optical microscopy and SEM images of
Heat1 and Cool1 crystals. It can be observed from Figure 5a
and b that Heat1 crystals have smoother surfaces and blunt
edges, whereas Cool1 crystals have rougher surfaces and
sharper edges. The SEM images shown in Figure 5c and d
agree well with the optical microscopy images except that
some of the Cool1 crystals appear to have steps with edges,
while others have large flat areas on their surfaces. These
results indicate that, during the heating phase, some of the
growths on the surface of the crystals are dissolved.As can be
inferred from the optical microscopy and SEM images of
Heat1 crystals, this dissolution process has effectively po-
lished the surface and edges of the crystals. The growths
however reappeared during the cooling phase. The removal
and reappearance of surface features may affect the mea-
surement of FBRM in such a way that when the FBRM sees
a crystal with a smooth surface, it will measure the crystal as
a coarse chord, which is representative of the overall dimen-
sion of the crystal. If the FBRM sees a crystal with a rough
surface and sharp edges, it will measure a few fine chords,

representative of the surface features and edges. The effects
of the surface properties and the sharper edges on the FBRM
measurement have respectively been noted by Ruf, Heath,
and their co-workers.31,32 The phenomenon where coarse
particles with rough surface features are not recognized as
one chord but as multiple fine chords is known as signal
splitting31 or chord splitting.33 This process can be hypothe-
tically and schematically described in Figure 6. The figure
illustrates that, in the presence of features on the surface of
the crystals, the FBRM light scattering intensity on the
surface was distracted or distorted. On the smooth surface
of the crystals, the probability for the FBRM light scattering
intensity not to be distorted is greater; hence, the FBRM is
most likely to measure the crystal as one coarse chord.

Another phenomenon related to surface properties that
may affect the measurement of FBRM is when the laser
beam strikes the surface of the crystals in a direction per-
pendicular to that shown in Figure 6. The phenomenon,
which is schematically illustrated in Figure 7, is known as
beam spreading.32 When the FBRM laser beam strikes the
crystal’s smooth surface, there is a high probability of the
scattered lights re-entering the FBRM’s optical system
with sufficiently high intensity to be differentiated from
the threshold that determines the baseline for the signal,
and therefore be measured. This is illustrated in Figure 7a.
However, if the crystal’s surface is rough, the spreading of

Figure 4. Sampling points on the profiles of temperature and
FBRM fine and coarse counts/s at (a) the initial phase of the batch
and (b) the final phase of the batch.

Figure 5. Optical microscopy images of (a) Heat1 and (b) Cool1;
and SEM images of (c) Heat1 and (d) Cool1 crystals.

Figure 6. Schematic diagram of backscattered light pulses detec-
tion and chord length measurement of typical crystals with smooth
surfaces and with surface features.
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the beam away from the FBRM’s optical system, as shown in
Figure 7b, is very likely. The small fraction of the light
scattered back into the optical system produces weak light
scattering intensities that the FBRM may consider only as
noises. As a result, they are statistically more likely to
disappear from the measured data, hence the reduction in
coarse counts/s during cooling.

The AFM images of Heat1 and Cool1 crystals with a
sample area size of 5 μm� 5 μmare shown in Figure 8. It can
be seen that the surface of Heat1 crystals consists of nodules
of variable sizes with deep valleys. The surface structure of
Cool1 crystals, on the other hand, is dominated by tightly
packed nodules. These AFM images are consistent with the
removal and reappearance of surface features that has been
deduced based on the optical microscopy and SEM images.
It can be inferred from the images in Figure 8 that, on
heating, the dissolution has proceeded by a pitting and
layer-stripping process,34 which in the end left some sturdy
nodules and created valleys on the surface. This prepares the
crystal surface with vacancies and kinks. During cooling, the
supersaturation increases and the growth is facilitated on the
surface features. Based on the image in Figure 8b, the growth
of the crystal surface on cooling appears to follow the
continuous growth model. The model, also known as the
Kossel’s model,34 envisages that loosely adsorbed growth
units incorporated into the crystal surface at kinks and the
build-up continued until the surface is eventually covered.
The loosely adsorbed growth units would be stripped
away from the surface during dissolution; hence, the crystal

surface with the same features as the image in Figure 8a is
expected to reappear at the end of the subsequent heating
phase. This observation is also in agreementwith the surface-
roughening theory,35 which suggests that, under equilibrium
or near-equilibrium growth conditions, surface roughening
can take place by the vanishing and rounding of a planar
facet. In this case, when the temperature is increased, the
supersaturation decreases, bringing the system close to equi-
librium, which facilitates the roughening mechanism, which
drives the surface toward a shape with cusplike surface
valleys. The surface roughening phenomenon in organic
crystals has been discussed by Bennema,36 and its application

Figure 8. Five micrometer AFM images of (a) Heat1 and (b) Cool1 crystals.

Figure 7. Schematic representations of the backscattering of the FBRM laser beam from (a) smooth and (b) rough crystal surfaces.

Figure 9. Comparison of the unweighted CLDs at Heat1 and Cool1.
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inmicroelectronics has been intensively studied.37 In a recent
study of fat phase crystallization in milk chocolate, Sonwai
andRousseau38 have observed the samephenomenon,which
was also promoted by temperature cycling.

TheAFM images in Figure 8 also reveal that the heights of
the crystals’ surface features are at the nanometer scale. This
information eliminates the signal/chord splitting due to the
surface features as one of the possible causes for the FBRM
results, since the smallest size of the chord the FBRM can
measure is around 0.5 μm.However, the possible effect of the
sharp edges on the FBRM measurement still remains be-
cause the SEM image inFigure 5d indicates that the edges are
large enough to be measured by the FBRM.

Figure 9 compares the chord length distributions (CLDs),
which are normalized to 100, at Heat1 and Cool1. It can be
observed that the CLDofHeat1 is relatively narrower with a
larger contribution of the coarser chords. Besides having a
broader CLD and a larger contribution of the smaller
chords, the CLD of Cool1 also has a higher shoulder at the
small chord lengths. The trend of these CLDs is consistent
with those reported by Pons and co-workers39 in their
evaluation study on the effect of faceting on the CLD. They
have found that as the number of facets on a polyhedron
increases, the CLD shifts more to the right, and the shoulder
on the CLD reduces. This is due to the fact that the increase
in the number of facets turns the overall shape of the
polyhedron toward a sphere.

Figure 10 shows optical microscopy and SEM images of
Heat2 and Cool2 crystals. As can be observed from the
images, Heat2 and Cool2 crystals exhibit similar properties
to Heat1 and Cool1 crystals, respectively. This, however,
should be expected, since they are only a temperature cycle
away from each other (approximately 30 min). The results
show the repeatability and consistency of the occurrence of
the removal and reappearance of surface features.

Optical microscopy and SEM images of Heat3 and Cool3
crystals are presented in Figure 11. The crystals were
sampled approximately 22 h after the seed loading and
approximately 20 h after the sampling of Heat2 and Cool2
crystals. For crystals that are suspended in a saturated
solution while undergoing temperature cycling for 20 to
22 h, it is expected that they will grow in size. Some increase

in the average dimension of the crystals can be observed from
the optical microscopy images in Figure 11a and b in
comparison to those in Figure 10a and b. In contrast to
those ofHeat1, Cool1, Heat2, andCool2 crystals, the optical
microscopy and SEM images of Heat3 and Cool3 crystals in
Figure 11 are muchmore similar in their surface appearance.
The heating phase did not seem to result in the smoothing or
polishing of the surfaces and edges of the crystals, and the
cooling phase did not appear to cause any growing of surface
features. This could be due to the fact that as the process is
moving toward lower temperature, the supersaturation
keeps reducing until it cannot be consumed in growing
surface features anymore. In addition, since the crystals were
suspended in the solution for quite a long time, the crystals
became aged and hard. As a result, the temperature cycling
gave no effect to their surface structure. This may explain the
reason why, toward the end of the crystallization batch, the
amplitude of the fluctuations of both fine and coarse counts/s
in response to the temperature change has reduced signifi-
cantly, as shown in Figure 3c.

Figure 10. Optical microscopy images of (a) Heat2 and (b) Cool2,
and SEM images of (c) Heat2 and (d) Cool2 crystals.

Figure 11. Optical microscopy images of (a) Heat3and (b) Cool3,
and SEM images of (c) Heat3 and (d) Cool3 crystals.

Figure 12. Optical microscopy images of (a) Heat4 and (b) Cool4,
and SEM images of (c) Heat4 and (d) Cool4 crystals.
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Figure 12 shows optical microscopy and SEM images of
Heat4 and Cool4 crystals. Similarly to those of Heat3 and
Cool3 crystals, no significant difference in surface appear-
ance can be observed between Heat4 and Cool4 crystals.
Based on their SEM images, most crystals have flat surfaces
and sharp edges. The AFM images of Heat4 and Cool4
crystals are shown in Figure 13. Although the surface of
Heat4 crystals seems to be slightly affected by the dissolution
process; based on the presence of surface vacancies and kinks
that can be observed with a careful examination, the effect
however is not as prominent as the one shown by Heat1
crystal in Figure 8a. As mentioned previously, this is prob-
ably due to the fact that the maximum temperature during
heating phases toward the end of the crystallization run was
not high enough to make a great impact on the surface of the
already hard crystals. No extensive growths are found on the
surface of Cool4 crystal, as can be seen in Figure 13b. A
possible explanation for this is that the surface nucleation is
unlikely to occur at low supersaturation. The change in the
crystal surface properties during the temperature cycling
may be observed in situ using endoscopy techniques, such
as opticalmicroscopy, noninvasive video-imaging systems, and
Lasentec’s in-process videomicroscopy.40-43 It was found that
goodmagnification can be achieved if the focus point is moved
from the liquid bulk to close to the endoscope lens.43

Figure 14 compares the CLDs (normalized to 100) at
Heat4 and Cool4. It can be seen that although the CLD at
point Heat4 is slightly shifted to the right, the difference
between them is not as large as the difference between the
CLDs at Heat1 and Cool1, shown previously in Figure 9.
The trend of these CLDs agrees well with the inference made
based on the microscopy analyses that Heat4 and Cool4
crystals are very similar in their surface appearance.

Two possible explanations for the out-of-phase profiles of
the FBRM’s fine and coarse counts/s in response to the
temperature change put forward earlier, i.e. the signal/chord
splitting and the beam spreading, are related to the surface
features. There is a possible explanation for the FBRM’s
result that is independent of the surface features. This
explanation is related to the depth of penetration of the
FBRM laser beam as a function of crystal size and number
density of crystals. For example, in a suspension of low
concentration of coarse crystals, the laser beam can pene-
trate far into the medium being measured, which then causes
the signal threshold to reduce. This provides a high effective
swept volume and allows crystals far away from the focal
point, i.e. weaker reflectors, to bemeasured. The effect of the
distance between crystals and the focal point to the FBRM
signal is described schematically in Figure 15. If now a high
concentration of fine crystals is added to the suspension, the
following may occur: (a) Due to the volume exclusion effect,
the fine crystals tend to be suspended between the probe
window and the coarse crystals;this effectively masks the
coarse crystals from being in contact with the laser beam. As
a result, theFBRMwillmeasure the fine particles rather than
the coarse particles. (b) The increase in the solid density will
increase the background backscatter level. This in turn
causes the signal threshold to increase, which means that it
is more difficult to see weak reflective particles. Since parti-
cles that are larger or farther away will be weaker reflectors,
it is statistically more likely these will disappear from the
measured data. (c) The increased number of fine crystals will
scatter, reflect, or absorb the laser light more, which means
that the effective penetration depth of the laser is shortened.
This consequently will reduce the effective swept volume of
the laser, reducing the count rate, especially of the coarse
crystals. It is expected that, during heating, some of the fine
crystals will dissolve and this will expose the coarse crystals
to the laser beam. As a result, the fine counts/s reduces and

Figure 13. Five micrometer AFM images of (a) Heat4 and (b) Cool4 crystals.

Figure 14. Comparison of the unweighted CLDs at Heat4 and
Cool4.
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the coarse counts/s increases. During cooling, the fine crys-
tals will renucleate and subsequently will return to obstruct
the coarse crystals from the laser beam; this will result in an
increase in the fine counts/s and a reduction in the coarse
counts/s. The phenomenon described above is briefly men-
tioned byRuf and co-workers,31 inwhich it was referred to as
a “masking effect”. It is also called a “snowstorm effect”44

because of its similarity to the visual limitation during a
snowstorm when larger objects further away, which are
perfectly visible in clear weather, became difficult to observe
or completely invisible due to a dense layer of small snow
particles. In the case of very high population of fine particles,
they will be very close to each other; hence, the difference
between the intensity profiles of the backscattered light from
the particles in the focal point of the laser beam, or slightly
further, will not be significant. This is because in such a case
there is a high probability that the laser beam, after passing
across one particle, will immediately meet another small
particle, which will reflect with similar intensity, making
the differentiation of individual chord lengths difficult. In
extreme cases, the continuous reflection with small varia-
tions in intensity can be considered by the instrument as
noise in an increased signal threshold level and the particles
may “disappear” completely from the FBRMmeasurement.
This is similar to the case when very heavy snowfall may
appear as a continuous white curtain with indistinguishable
snow particles, obscuring larger objects farther away. A
schematic representation of the snowstorm effect is pre-
sented in Figure 16.

The snowstorm effect, however, is not the likely cause for the
behavior of the FBRM data produced in this work because of
the following reasons: (a) the effect only occurs when a system
has a very high population of very fine crystals compared to the
coarse crystals. The count rate of those fine crystals should be
on the order of several thousand counts/s.44 In this work, the
overall count rate of the fine crystals was very low; which was
around 200-300 count/s (see Figure 3a). The number is,

therefore, insufficient for the snowstorm effect to take place;
(b) the fine crystals need tobevery small compared to the size of
the coarse crystals; their size should be 2 orders of magnitude
smaller than that of the coarse crystals.44 Based on the micro-
scopic images of the crystals (see Figures 5, 10, 11, and 12), the
identified fine crystals in this work are only a little smaller than
the coarse particles. In order for the snowstorm effect to occur,
a much greater difference in size is required; and (c) as can be
observed from the profiles of the FBRM fine and coarse
counts/s shown in Figure 3a, the number of fine crystals is
consistent throughout the experiment; they fluctuated during
heating and cooling within the same range. However, the
amplitude of the fluctuations in the number of coarse crystals
significantly reduced during the experiment. If these fluctua-
tions were caused by the snowstorm effect, they should have
been relatively consistentduring the entiredurationof the experi-
ment, similarly for the consistent fluctuations in the number
of fines. The analysis of the potential causes of the observed
fluctuations in the FBRM fine and coarse counts indicates that
the most likely explanation is based on a combination effect
of signal spreading, which correlates with changes in surface
roughness, and signal/chord splitting, which is in correlation
with the formation of sharp edges.

4. Conclusions

The effect of temperature cycling on the surface features of
sulfathiazole crystalswas investigatedusing in situFBRMand
ex situ optical microscopy, SEM, and AFM. It was observed
that, during the initial stage of the crystallization process,
during which the average process temperature was higher, the
heating phases resulted in crystals with smooth surfaces, while
the cooling phases resulted in crystals with features grown on
their surfaces. During the final stage of the crystallization
process, during which the average process temperature was
lower, the effect of both heating phases and cooling phases on
the surface appearance of the crystals was not that significant.
This is probably because the supersaturation was already
depleted and the crystals turned harder. It was also found
that the insight into these surface events was detected by
FBRMas a result of a combination of beam-spreading caused
by changes even at the nanometer scale and signal/chord
splitting due to the formation of sharp edges. The study
indicates that FBRMmay provide useful information related
to the potential changes in the surface properties of the
crystalline products, which can be used to avoid problems in

Figure 15. Effect of the distance between crystals and the focal
point on the FBRM signal (modified from Pons and co-workers39).

Figure 16. Schematic representation of the “snowstorm effect”.
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the downstream processing or in the final product property
due to variations in flowability and friability.
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