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Abstract

Enhancement of 3-dimensional
positioning accuracy in PET detector
for high resolution PET system

Min Sun Lee
Interdisciplinary Program in Radiation Applied Life Science
The Graduate School

Seoul National University

The positron emission tomography (PET) is a widely used imaging modality
that provides biological information at the molecular level. The biological
information in molecular and cellular level enables a new discovery in both pre-
clinical studies and clinical cases. However, due to the fundamental limits of the
spatial resolution in the PET system, the effectiveness of PET is limited when
diagnosing small-sized lesions. Hence, improving the spatial resolution in PET
is important for the maximization of the diagnosing power of the PET system.

In this thesis, studies on enhancing 3-dimensional (3D) positioning accuracy
in PET detector for the high resolution PET system were conducted and presented.
The depth-of-interaction (DOI) encoding/decoding and inter-crystal scattering

(ICS) event identification technologies were developed and evaluated in the PET



detector and system level.

Firstly, the DOI encoding PET detector was developed and detector
performances were evaluated. Maximum-likelihood estimation based DOI
decoding methodology was developed and optimization studies in several aspects
were conducted to achieve the high z-axis positioning accuracy. Secondly, based
on the developed DOI encoding/decoding technologies, a prototype DOI PET
system was developed and system-level performances were evaluated. Phantom
and animal imaging studies were conducted to evaluate imaging performances of
the prototype DOl PET system. The proposed DOI encoding/decoding
technology was successfully demonstrated at the system level showing its
feasibility for the high resolution PET application. Thirdly, a new ICS event
identification method was proposed: a new technology of classifying and
identifying ICS events in PET detectors with light sharing design, which was not
feasible with existing technologies. The proposed method was validated by
conducting simulation and experimental studies. By recovering identified ICS
events, which is improving x- and y-direction positioning accuracy in the PET
detector, improvement in the PET intrinsic spatial resolution was observed. In
conclusion, the technologies developed in this thesis enhanced the spatial

resolution of the PET system.

Keyword : Positron Emission Tomography, PET detector, High resolution,
Depth-of-interaction, Inter-crystal scattering
Student Number : 2012-21778
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Chapter 1. Introduction

1.1. Background

Positron emission tomography (PET) is a widely used diagnostic imaging
modality in both preclinical studies and clinical practices. PET visualizes
biological information at the molecular level. The biological information at
molecular and cellular level enables not only the diagnosis in a wide range of
disease states, but also the evaluation of new drugs, imaging probes, and disease
models (1-5). PET detects a pair of 511-keV annihilation gamma-rays that are
emitted from the positron-emitting radiopharmaceuticals distributed in a patient
body. A pair of gamma-ray is coincidently detected by PET detector elements,
and a line-of-response (LOR) is generated by connecting two detector elements
assuming that activity is distributed uniformly along the LOR. Finally,
tomographic images are reconstructed based on the LORs.

The state-of-art clinical PET system provides 3 — 4 mm spatial resolution
(1), which is not so good compared to anatomical imaging devices such as
Computed tomography (CT). With the low image resolution, the quantitative
accuracy of PET and lesion detectability decreases due to partial volume effects
and spill-over-ratios (5, 6). With the high image resolution, it is possible to
acquire precise spatial information of radiopharmaceutical distributions which
improves lesion detectability (2).

Therefore, PET image with good spatial resolution and image quality is



important for the precise diseases diagnosis. The ideal spatial resolution of PET
system when a point source is located at the center of PET system can be
expressed as below Equation 1-1. The ideal spatial resolution, which is also well
known as intrinsic spatial resolution, is represented in FWHM (full width at half
maximum) and determined by the width of scintillation crystal element (d) of the

PET detector (4).
d
FWHM = [mm] (1-1)

Not only the scintillation crystal size, various factors affect PET spatial
resolution which are positron range, acollinearity, crystal decoding error, inter-
crystal scattering effect, depth-of-interaction effect, and reconstruction algorithm.
By considering above factors, the practical PET system resolution can be

expressed as the below Equation 1-2 (4),

T T ERETEYE (1-2)

that is represented as the sum of quadratic sums of intrinsic resolution (d/2),

positron range (s), acollinearity (0.0044R), crystal decoding error (b), and depth-

of-interaction effect (%). The multiplicative factor of 1.25 due to

reconstruction algorithm, and R is the radius of the PET system.
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Figure 1-1 (a) Positron range and acolinearity in PET system. (b) Parallax error due to
depth-of-interaction effect and inter-crystal scattering event in PET system.

Positron range and acolinearity

The positron range and acolinearity are the factors that arise from physical
properties of PET principles (6). When a positron is ejected from a nucleus, it
travels a certain distance based on its kinetic energy. The kinetic energy of
positron depends on the parent radionuclides, and by traveling some distance
from the position that radioactive decay took position blurring is introduced as
shown in Figure 1-1(a). When a thermalized positron collides with an electron,
a positronium (a complex of positron and electron) is formed and annihilated
photons are subsequently emitted back-to-back satisfying energy-momentum
conservation law. However, the positronium has non-zero residual kinetic energy

and results in slight acolinear annihilation photon emission as shown in Figure

1 1 ) . L



1-1(a). These two factors may lead to false LOR positions that degrade image
resolutions and qualities. |1 would like to point out that these two factors are the
underlying physical properties of PET that cannot be solved with practical

solutions.

Crystal decoding error

The crystal decoding error is the error due to the optical coupling of more
than one scintillation crystals with photo detector channels. In order to reduce
the number of electronic channels, most of PET system uses n-to-1 optical
coupling between scintillation crystal and photo detectors. Even though multi-
channel photo detectors with smaller effective sensor area is developed, still most
of PET system uses crystal decoding (7). This crystal decoding is usually
imperfect compared to 1-to-1 coupling of scintillation crystal and photo detectors
and degrades spatial resolutions. This term is demonstrated as d/3, which is

determined empirically.

Depth-of-interaction effect

The depth-of-interaction effect is caused by the oblique photon incidence in
the detector at the peripheral PET field-of-view (FOV) and in long axial FOV
PET scanners. Since the 2- to 3cm-thick scintillation crystal is required to
efficiently stop the 511-keVV gamma-ray, blurring in LOR is observed since we

do not know depth of gamma-ray interaction position in PET detectors. When the



source is located far from the center of FOV, these depth-of-interaction effects
become more severe leading to the LOR blurring as shown in Figure 1-1(b). This
is radial blurring is called parallax error and the spatial resolution is degraded as

the distance from the center (r) increases in the radial direction (8, 9).

Inter-crystal scattering effect

When a 511-keV gamma-ray undergoes Compton scattering and deposits a
portion of its energy in more than one crystal elements in a PET detector, it is
referred as inter-crystal scattering event. Events that undergo inter-crystal
scattering cause mispositioning of gamma interaction position resulting in false
LORs as shown in Figure 1-1(b), and false LORs lead to degradation in image
resolution and contrast. Inter-crystal scattering is more frequently observed in

high resolution PET application with small crystal size.

1.2. Purpose of this study

As described in section 1.1, the fundamental lower bound of the PET spatial
resolution is mainly determined by the crystal element size (d), and it is degraded
by the mispositioning of gamma-ray interaction position caused by several
factors. Hence, by improving the positioning accuracy of gamma-ray interaction
positions in PET detectors, we can improve the PET system spatial resolution.

The aim of this thesis is to enhance the 3-dimensional (3D) positioning



accuracy in PET detector for the high resolution PET system. As the means of
3D positioning accuracy improvement, depth-of-interaction encoding/decoding
and inter-crystal scattering event identification technologies were developed.
The strategies are to improve z-direction positioning accuracy by using depth-of-
interaction information, and improve x- and y- direction positioning accuracy by
using inter-crystal scattering event information.

In Chapter 2, depth-of-interaction information encoding PET detector was
developed and optimized, and detector-level performances were evaluated (10).
The proposed depth-of-interaction encoding PET detector is a novel design
providing low-cost depth-of-interaction measurement. In this thesis, a new depth-
of-interaction decoding methodology was introduced, and several optimization
studies were performed for the high z- direction positioning accuracy. In Chapter
3, a prototype PET system with depth-of-interaction measurement capability was
developed (11) based on the detector technologies presented in Chapter 2. Here,
a prototype PET system was developed and PET system performances were
evaluated. Several imaging studies were performed to see the impact of the
proposed depth-of-interaction encoding/decoding technologies at the system
level in terms of image resolution and quality. In Chapter 4, inter-crystal
scattering event identification method was proposed and its performance was
evaluated based on the simulation study and finally validated based on the

experimental study.



Chapter 2. Depth-of-interaction PET detector

2.1. Background

As discussed in Chapter 1, one of major factors that deteriorates image
resolution and uniformity in PET system is the depth-of-interaction (DOI) effect,
where DOI is the interacted depth position of in a long scintillation crystal. Due
to the DOI effect, the parallax error is observed, which is a loss of resolution in
the peripheral region of the FOV owing to mispositioning of the LOR (Figure
1-1(b)). This parallax error is more severe in PET scanners with a small FOV
and relatively long crystal elements and in PET scanners with a long axial FOV.
The main way to reduce the parallax error is to use the detectors with DOI
measurement capabilities. By using DOI information in detectors, the parallax
error can be reduced and thus the PET system can achieve fine resolution over
the imaging FOV (8, 9, 12).

Various DOI measurement methods have been proposed, including discrete
DOI measurements using multiple layers of crystals and/or photosensors (13-15)
and continuous DOI measurements using two or more readouts (16, 17), light
sharing within a crystal array (18-20), and statistical methods using monolithic
crystals (21). However, many of these approaches have high manufacturing costs
because of the large number of crystal elements, photosensors, and/or readout
channels to deal in the electronics (22). Hence, it is very important to develop

DOI measurement methods that have reduced manufacturing cost and complexity



while maintaining the DOI-encoding accuracy (18, 21, 23-25).

-0 ESR reflector
4 Triangular teeth shape

Figure 2-1 Concept of the continuous DOI-encoding PET detector. (a) Triangular teeth
shape reflectors cross each other, (b) and crystals were inserted in the reflector grid.

Previously, our group proposed a novel PET detector concept to measure
continuous DOI information from a single-layer crystal array using a single-
ended readout (18). The principle of the proposed continuous DOIl-encoding
detector (referred to as the “cDOI detector”) is that the light spreading within the
crystal array partially covered with reflectors having triangular teeth crossed over
itself (Figure 2-1(a)). Because of the reflector configuration, different light
dispersion patterns are attainable along the x- and y-directions depending on the
gamma-ray interaction depth (z) (Figure 2-1(b)). Different two-dimensional
light dispersion patterns for different DOI positions are observed from the

detector response function of photosensors. Consequently, DOI information is

. ‘I\‘ -
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encoded through different light dispersion patterns that are recorded as detector
responses. The proposed method has the novelty in that realization of low-cost
high performance DOI measurements.

In this study, continuous DOI-encoding PET detector was developed and
new DOI-decoding methodology was suggested to acquire high depth (z-
direction) positioning accuracy. Several optimization studies were performed
based on the simulation and experiments to acquire good detector performances.

Finally, the detector-level performances were evaluated and reported.



2.2. Materials and methods

2.2.1. Continuous DOI-encoding detector

ESR reflector
 triangular shape reflector

Unpolished LGSO array |
(14x14, 2x2x20 mm?3)

Light guide

(1 mm thickness)

Window shaped reflector

Philips dSiPM sensor §
(DPC 3200-22-44)

Figure 2-2 Components of cDOI-dSiPM detector.

The DOI-encoding detector was developed using a Philips digital silicon
photomultiplier (dSiPM) sensor (DPC-3200-22-44, Philips Digital Photon
Counting) coupled with a single-layer pixelated scintillation crystal as illustrated
in Figure 2-2. The crystal array consisted of 14x14 chemically unpolished LGSO
crystals (Lu19Gdo.1SiOs:Ce; Hitachi Chemical, Tokyo, Japan) with a pixel size

of 2.0x2.0x20 mm?. Each crystal was wrapped with a triangular teeth shaped

: BE)



enhanced specular reflector (ESR) polymer (3M, St. Paul, MN, USA). A light
guide with a thickness of 1 mm was inserted between the sensor and crystal array
to efficiently spread light across the pixels. Additionally, a window-shaped
reflector was inserted between the sensor and light guide to reduce the light loss
in the 0.8-mm-wide dead spaces between pixels. All components were optically

coupled using optical grease (BC-630; Saint-Gobain, Paris, France).

2.2.2. DOI decoding methodology

Previously, DOI information was extracted from a 2-D detector light
distribution using a simple arithmetic function of detector response parameters
(24). In this study, I suggested to use a more consistent and systematic DOI
decoding method to for the depth positioning with higher accuracy. Thus I
adopted maximum-likelihood (ML) estimation-based positioning with a
statistically modeled detector response (19, 26) for the depth decoding. This ML-
based method is expected to be more consistent and systematic since it exploits
the overall response of a detector system including the intrinsic characteristics of
individual crystal elements and front-end and readout electronics.

Since the detector response follows a statistical process, each 8x8 detector
response was modeled as a Gaussian model. Each 8x8 detector response has
characteristic values of mean (x) and standard deviation (o), at different DOI
positions Z (Z = 2, 6, 10, 14, and 18 mm); hence, u and o can be represented

as functions of Z. The depth-dependency of detector response characteristics of



cDOI detector was also experimentally validated and this is discussed in the
results section.

The likelihood function L(Z|S) of the detector signal § = [sy,S5, ..., Sga]
of a single gamma event at depth position Z was composed of the product of
independent Gaussian functions at the i channel as Equation 2-1. We denote
u;(Z) and o0;(Z) as the mean and standard deviation at i"" channel, which are

functions of the depth. Finally, the DOI position z can then be estimated from an

ML estimate (%’ML) which maximizes the likelihood function as described in

Equation 2-2.
64
e 1 (si — wi(@)?
L(Z|S) = 1;[0’1'(7)\/% exp(— 202G) ) (2-1)
Zy, = arg rr\lfazle(ﬂS) (2-2)

Two look-up tables consisting of the means and standard deviations of the
detector responses were generated for training data using 70% of depth
calibration data for each 3D interaction position. The remaining 30% were used
to test the likelihood function. Finally, ML estimate (?ML), which is the estimated
interaction position, was obtained by maximizing the likelihood function L(Z|S).
Here, | used the DOI positioning accuracy, which is the percentage of correctly

acquired DOI estimates at each known depth, as an indicator of DOI performance.



2.2.3. DOI detector optimization study
2.2.3.1 Digital readout vs. analog readout

In the proposed DOI decoding method, it is important to acquire precise
information from detector. The individual detector signal readout is one approach
to acquire accurate detector responses, but it is challenging because complicated
data acquisition (DAQ) system is required for the conventional SiPMs with
analog readout. The SiPM with digital readout, recently developed sensor from
Philips Digital Photon Counting, is a SiPM operated in all-digital operation mode
and provides easy individual signal readout without complicated DAQ system
7).

Two different readout schemes of SiPM were simulated to find the proper
readout scheme for the DOI measurement: (a) Scheme 1: SiPM with digital
individual readout and (b) Scheme 2: SiPM with analog row and column sum
readout, which is a typical readout method used in analog PET detectors. The
scintillation pulses were generated using a Monte Carlo simulation with
individual scintillation photon tracking using GATE (Geant4 Application for
Tomographic Emission) v.6.2 toolkit (28). The SiPM characteristics, SiPM
noises including dark count (DC), after pulse (AP), and optical crosstalk (OC),
analog circuit electronic noise, and complexity of readout circuit for DOI-
encoding were simulated comprehensively by using MATLAB software. Two
schemes were simulated to have the same SiPM characteristics including noises

except for analog electronic noises.
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(a) Scheme 1

SiPM noise
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Figure 2-3 Simulation study conducted to see the effect SiPM signal readout scheme on
the DOI performance. (a) Scheme 1: SiPM with digital readout and (b) Scheme 2: SiPM
with analog readout.

The simulation study was performed with following procedure (Figure 2-3).
In Scheme 1, 10% of the highest dark count cells in the 64 pixels were inhibited
as the real experiment and the photon detection efficiency (PDE) value is
decreased respectively. The trigger and validation threshold were applied in the
same manner as the real sensor with the photon count threshold used in the real
experiments. Then the photon counts were integrated for 165 ns for each pixels
and finally 64 pixel values were acquired to analyze the DOI performance
(Figure 2-3(a)). In Scheme 2, noise added scintillation pulses were convolved
with the single cell response (29). Then each 64 scintillation pulse that exceeded

the threshold (same with Scheme 1) went through the row and column sum

] r
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readout and reduced to 16 pulses. The electronic noises arisen from readout
circuit with the RMS value of 850 pV was added to 16 output signals. The RMS
noise was measured from our in-house developed 16-Ch row and column sum
readout circuit. Each 16 scintillation pulse were integrated within 165 ns to

analyze the DOI performance (Figure 2-3(b)).

2.2.3.2 dSiPM sensor operating parameter

The dSiPM provides configurable data acquisition network, so it is
important to find the optimal dSiPM operating parameters for the successful
implementation of the cDOIl measurement and for the good detector
performances. Here, various sensor configurations and system settings were
tested to find the optimal operation condition for the good detector performance.
Several parameters were considered: the acquisition coincidence time window,
the temperature of the experimental setting, and the trigger and validation scheme.
Parameters were determined to obtain sufficiently high full-tile triggering ratio,
high effective event ratio, good energy resolution, and clear crystal identification.

After the parameter optimization, detector performances were evaluated. A
full-tile NL configuration in dSiPM was used which enables all 8x8 pixel values
acquisition and thus examine the light distribution of the cDOI detector. The
validation length was set to 40 ns, and the integration length was set to 165 ns.
The 10% of cells with the highest dark count in the sensor were inhibited. All

experiments were performed with a front-on irradiation scheme using a *Na



point source (~17.5 puCi) as depicted in Figure 2-4(a). All results were analyzed

for the same number of coincidence events (1.5 M).

1 mm light guidiz

(a) 2'2Na point source
15¢cm
Reference detector DOI detector with 14x14
with 2x2x20 mm? LGSO crystal LGSO array (2x2x20mm?)
(b)
> 18 mm
> 14 mm
22Na point source g
[ : > 2 mm

+— 475 ¢cm —*+—— 525¢cm —*

Reference detector DOI detector on
with 28x20x0.75 mm? LYSO slab crystal 1-axis moving stage

Figure 2-4 Experimental setup used in this study. (a) Front-on irradiation scheme and
(b) side-on irradiation scheme.

Acquisition coincidence time window

The acquisition coincidence time window dictates the operation of the full -
tile NL configuration in dSiPM, which is essential in our DOI measurement. Here,
three acquisition coincidence time windows of 30, 35, and 40 ns were considered.
The final acquisition coincidence time window was determined by measuring the
full-tile triggering ratio that is defined as the number of events that underwent

full-tile NL to the total number of events.
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Temperature

A temperature optimization study was carried out to find the suitable
temperature range that did not perturb the performance of the cDOI detector. The
temperature was controlled by a temperature control box (CT-BDI1150, Coretech,
Korea). Investigated temperatures were 0, 5, 10, 15, and 20 °C. The event rate,
effective event ratio, full-tile triggering ratio, energy performance, and photo
peak position were investigated to find the proper temperature range. The
effective event ratio is the ratio of the number of events entered within a £25%
photo peak window to the total number of events; the ratio represents the number

of valid 511 keV gamma-ray events.

Photon count threshold

The dSiPM offers configurable photon count threshold. The photon count
threshold was optimized by examining the detector performances of all possible
trigger and validation schemes, 16 cases in total. Each combination of trigger and
validation schemes offers a different photon count threshold. With low trigger
and validation schemes, it is possible to obtain time information from early-stage
photons leading to good time resolution. However, the probability of false event
acquisition and the dead time increase (30). With high trigger and validation
schemes, it is possible to suppress false triggering at the expense of poorer time
resolution (27). To determine the optimal trigger and validation configuration for

the cDOI detector, the effective event ratio and full-tile triggering ratio were



evaluated. Measurements were conducted with full-tile neighbor logic and a

coincidence time window set to 40 ns at 0 °C.

2.2.3.3 Surface treatment

Since our DOI-encoding design is based on light sharing among crystals,
the crystal surface treatment conditions play an important role in controlling light
dispersion. Therefore, appropriate surface conditions are required that provide
good DOI performance without detector performance degradation. Here, two
types of unpolished LYSO crystal blocks with different surface roughness were
tested, which was controlled by lapping the crystal surface with two abrasive grit
sizes:

1) 200 grit for a rougher surface,

2) 1200 grit for a finer surface.

Experimental study was conducted as shown in Figure 2-4(b), and flood
histogram quality, energy resolution, and DOI positioning accuracy were

evaluated to determine the appropriate surface treatment conditions.



2.3. Results

2.3.1 DOI detector optimization results
2.3.1.1 Digital readout vs. analog readout

Two different schemes of SiPM were simulated where Scheme 1 refers to
SiPM with digital individual, and Scheme 2 refers to SiPM with analog row and
column sum readout. DOI performance was evaluated with four different cases:
1) ideal case without any noise sources, 2) with dark count (DC) noises, 3) with
dark count, optical crosstalk (OC), and after pulse (AP) noises, and 4) with DC,
OC, AP, and electronic noises. The DOI performance for typical seven crystals
were averaged in Table 2-1 with DOI positioning accuracy value.

Table 2-1 DOI performance of two simulation schemes.

Simulation cases Scheme 1 Scheme 2
Without any noise (ideal) 93.32% 85.75%
With DC noise 92.68% 87.86%
With DC + OC + AP noise 69.07% 62.54%

With DC + OC + AP noise +

i 0
electronic noise Not applied 59.29%

For every case, Scheme 1 showed the better results. Even in the ideal case
without any noise Scheme 1 showed the better results, which reveals that digital
individual readout offers better DOI performance compared to the analog row
and column sum readout. For Scheme 2, the number of readout channel is
reduced by a factor of 4 at the expense of the estimation accuracy. Furthermore,
noise propagation due to channel multiplexing increases statistical uncertainty in

the estimation model.



2.3.1.2 dSiPM sensor operating parameter

Three operation condition were optimized as described in section 2.2.3. For
appropriate use of the full-tile NL configuration, the acquisition coincidence time
window was adjusted. The optimal choice was a 40 ns time window as described

in Table 2-2 which provides higher full-tile triggering ratio.

Table 2-2 Results of acquisition coincidence time window selection.

CTW setting [ns] 30 35 40
Full-tile triggering ratio 53.99 79.66 84.99

As a second study, a temperature optimization study was performed to find
the tolerable temperature range that did not notably degrade performance. The
temperature condition dictates the dark count and electric noise of the
photosensor. An increased temperature generated false trigger events, leading to
performance degradation as shown in Table 2-3. Therefore, a temperature range

of 0—-15 °C was acceptable and for the detector performance evaluation, the

temperature was set to 0 °C to acquire the best performance.

Table 2-3 Results of temperature dependent detector performance evaluation
for the temperature range of 0 - 20° C.

Temperature [°C] 0 5 10 15 20
Event rate [kHz] 5.30 5.56 5.62 5.77 5.99
Effective event ratio [%] 74.32 74.33 74.11 73.20 72.74
Full-tile triggering ratio [%] 80.60 76.49 70.15 61.02 47.14
Global energy resolution [%6] 20.81 20.84 21.09 21.52 22.40
Photo peak position [a.u.] 2850 2850 2850 2880 2850




Finally, the photon count threshold optimization was studied by evaluating
several detector parameters employing all possible trigger and validation
schemes, as presented in Table 2-4. The table shows that effective event ratio of
the low photon count threshold were very low, because most of the events were
filtered out by the level of photon counts as unwanted events. Hence, at least
validation scheme 4 was required to attain a certain effective event ratio. At least
trigger scheme 2 and validation scheme 4 are required to satisfy both a high full-

tile triggering ratio and high effective event ratio.

Table 2-4 Results of photon count threshold selection study for different trigger and
validation schemes.

Effre;:ttilc\)/e[(;\)/]ent Trig 1 Trig 2 Trig 3 Trig 4
Val 1 0.00 0.29 0.44 12.66

Val 2 1.64 3.45 5.27 16.60

Val 4 57.07 68.61 68.51 62.49

Val 8 60.96 72.78 73.15 74.32
Full-gfict)r[l(g);/gg]ermg Trig 1 Trig 2 Trig 3 Trig 4
Val 1 0.32 7.82 10.50 58.74

Val 2 0.53 12.38 17.16 58.68

Val 4 8.54 61.86 66.25 75.34

Val 8 5.60 56.10 61.88 80.60
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2.3.1.3 Surface treatment

The energy resolution of cDOI detector at the center crystal of crystal array,

which was averaged over all depths, was 10.78% for the 200-grit and 9.72% for

the 1200-grit crystal array. The DOI-dependent shift of the primary peak position

in energy spectra was less severe in the 1200-grit crystal array (Figure 2-5(a),

(b)). The average DOI positioning accuracy at the center crystal obtained by

MLE was 68.55% and 64.71% for the 200- and 1200-grit crystal array,

respectively. The DOI performance was fairly uniform for 18 crystal positions at

the center row of crystal array and the average DOI positioning accuracy was

60.97% and 60.67% for the 200- and 1200-grit crystal arrays, respectively, as

shown in Figure 2-5(c). The quality of two flood histograms was almost

equivalent. Accordingly, | decided to use 1200-grit-lapped unpolished crystals

for the prototype system.

(a) (b) c)
100
40007 P 4000 P = Avg. PA (200 grit): 60.97 %
Smm gmm > 80 -| Avg. PA (1200 grit): 60.67 %
| mm mm 0
3000 12mm [l 3000 12mm I s
- t [\ - 3 60 - W%M
5 | | 5 I 5]
o 2000 © 2000 Il <
O ! &] | g, 40 -
1000| 1000 S 20 4
t 5 ——200grit ——1200grit
e [«

0 0 1000 2000 3000 4000 5000
Energy [Photon counts]
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Figure 2-5 Effect of crystal surface treatment on cDOI detector. Energy spectra for the

(a) the 200-grit crystal and (b) the 1200-grit crystal. (c) DOI positioning accuracies

for the 200-girt and 1200-grit crystals for 18 crystals at the center row.
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2.3.2 DOI detector performances
2.3.2.1 Detector performance
One of the advantages of cDOI detector is its simple crystal identification

since the detector is composed of pixelated crystals. A flood histogram was
generated by a weighted mean calculation of 8x8 pixel values. Figure 2-6(a)
illustrates that crystals were clearly resolved except for crystals located at the

edges. The merging of crystals at two edges is due to the configuration of our

(b)

24
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22

1100
20

E:. 1000

18 900
16 ] 800
14 700
12 600

15.23 % £ 0.34 % 1044.02 ps + 21.31 ps

cDOI reflector design.

Y Position g

X Position

Figure 2-6 cDOI detector performances. (a) Flood histogram. (b) 2D energy resolution
histogram. (c) 2D global time resolution histogram.

The global energy performance was observed as a 2-D energy resolution
histogram of each 14x14 crystal with a corrected photo peak position as shown
in Figure 2-6(b). The global energy resolution was 15.23% + 0.34% averaged
over all crystals. The global time performance was examined as shown in Figure
2-6(c), which presents a 2-D coincidence time resolution histogram for each

crystal. The global time resolution averaged over all crystals was 1069.34 + 15.98
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ps. The time performance was not so good because the highest photon count

threshold was used in this study. Time skew correction was applied for this result.

2.3.2.2 DOI performance

Detector response

Detector responses were initially observed to evaluate the characteristics of
the cDOI detector and to confirm its DOI-encoding capability. The normalized
8x8 pixel values of the detector were plotted as 2-D graphs for five depth
positions. Figure 2-7 shows depth-dependent detector responses at several
different crystal positions. Center crystal, off-center crystals on the central pixels,
off-center crystals on the off-center pixels were chosen in the lower-right of
crystal array to examine the light distribution patterns through depth positions
(Figure 2-7(a)). For every crystal positions, different light distribution pattern
was observed at five depth positions. (Figure 2-7(b))

First of all, the cDOI detector showed the depth-dependency. At the 2 mm
depth position, higher peaks were observed with rapid gradient, while the 18 mm
depth position showed lower peaks with slow gradient. These results illustrate
that the cDOI detector has good DOI-encoding capability. Secondly, detector
response has the crystal position dependency. The center crystal placed on the
pixel center (crystal #1) showed relatively lower peak values in normalized
detector responses because of the even light spreading over the entire crystal

array. The off-center crystals placed on the pixel center (crystal # 2, 4, 6) showed



higher peak values in detector responses when moving further from the center of
the crystal array. In case of off-center crystals placed on the off-center pixels
(crystal # 3, 5) showed slightly flat detector responses compared to crystals on
the pixel center. Crystals at different positions showed different light distribution
patterns, but there were no prominent changes in positioning accuracies over all

crystals depending on their crystal positions.
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Figure 2-7 Depth-dependent detector responses for six different crystal positions.
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DOI positioning accuracy

Proceeding from the previous section, the ML estimation method was
applied to decode DOI information from side-on irradiation experiment data with
the estimated DOI positions at each irradiation depth, the DOI positioning
accuracy was calculated to assess the DOI decoding capability.

The histograms in Figure 2-8 illustrate the ML-estimated DOI positioning
accuracy for each known irradiation depth at the center crystal. The estimated
DOI position along the x-axis corresponds to five DOI positions, 2, 6, 10, 14,
and 18 mm. In the case of 2-mm irradiation data (Figure 2-8(a)), the positioning
is estimated with 78.59% accuracy (red bar). DOI positions were also estimated
well at other irradiation positions with a positioning accuracy of 74.22% + 6.77%
averaged over all depths.

DOl positioning accuracy at the center crystal is summarized in Table 2-5.
The ML-estimated result shows that the cDOI-SiPM detector decodes DOI
information with high accuracy at the exact position. When considering an error
range of £1 DOI positions, almost all events were estimated correctly with 96.29%
average positioning accuracy over five irradiation positions. By converting the
average DOI positioning accuracy of 74.22% into a DOI resolution with
millimeter units, the average DOI resolution at the center crystal was obtained as
4.67 mm.

Figure 2-8(f) shows DOI positioning accuracies of the whole crystal array.

The average DOI positioning accuracy for all 196 crystals was 63.97% + 4.64%



that corresponds to DOI resolution of 4.82 mm £ 0.25 mm. We observed a slight
degradation of accuracy at the back part of the crystal array because of the beam

broadening.

Table 2-5 ML-estimated DOI positioning accuracy at the center crystal

Lo Positioning accuracy [%0] .
Irradiation (@ estimated DOI position) Regfrdlng
depth 2mm | 6mm | 10mm | 14mm | 18 mm 1
2mm 78.59 16.09 1.94 0.97 241 94.68
6 mm 11.10 73.20 12.07 1.47 2.16 96.37
10 mm 1.54 11.31 70.19 11.49 5.46 93.00
14 mm 0.90 0.25 10.09 65.98 22.77 98.85
18 mm 0.75 0.07 0.61 15.45 83.12 98.56

(b) (c) (d)
100 100 100
80 80 80 4
60 60 60
0, 0,
o, 120% | | 7049% | | 6598
20 20 20 H
0 - —=l 0 . 0
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X-axis: Estimated DOI position [mm] Y-axis: Positioning accuracy [%]

()

Figure 2-8 Positioning accuracy histogram at the center crystal at five irradiation
positions (a) 2 mm, (b) 6 mm, (¢) 10 mm, (d) 14 mm, and (e) 18 mm.
(f) Positioning accuracy map for the whole crystal array with corresponding direction.
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2.4 Discussion

Using a dSiPM as a photosensor for our DOl measurement had several
advantages over using analog devices. The most important benefit was the
simplification of the individual pixel readout, which increased the accuracy of
the light distribution measurement and offered flexibility in investigating the
optimal DOI estimation scheme. By combination of dSiPM technology and the
proposed ML-based DOI positioning, we obtained high DOI positioning
accuracy.

After several optimization processes including optimization of the
acquisition coincidence time window, temperature, and photon count threshold,
| found optimal conditions for operating our cDOI-dSiPM detector. I successfully
developed a cDOI-dSiPM detector that provided good crystal identification and
good global energy resolution. Timing resolution was poor because we applied
the highest photon count threshold in the experiment. At the center crystal, an
energy resolution of 10.21% + 0.15% and time resolution of 1198.61 + 39.70 ps
were obtained. The average DOI resolution at the center crystal was 4.67 mm,
which was reasonably good, and the DOI resolution was uniform along a row of
crystals with slight degradation at the edges. | thus concluded that the prototype
of the cDOI-dSiPM detector shows promise as a fine-resolution and high-

sensitivity PET detector that is compatible with magnetic resonance imaging.



Chapter 3. Depth-of-interaction PET system

3.1. Background
Based on the results in Chapter 2, a prototype DOl PET system was

developed for the proof-of-concept evaluation of the proposed DOI-encoding
method in system level and showed its feasibility through phantom and small

animal experiments.

3.2. Materials and methods

3.2.1. DOI-encoding PET detector
For each cDOI detector, dSiPM was optically coupled with 18x18 array of

unpolished LYSO crystal (Crystal Photonics Inc., FL, US) with the size of
1.47x1.47x15 mm?® (Figure 3-1(a)). As the results from the crystal surface
treatment study, we used unpolished crystal with 1200-grit lapping (section
2.3.1.3). Crystals were wrapped with triangular teeth shaped ESR. One-mm thick
light guide was inserted between LY SO crystal array and dSiPM for the efficient
light sharing, and window shaped reflector was used to reduce the light loss due
to dead spaces between dSiPM pixels (Figure 3-1(a)). The specification of

dSiPM is described in Table 3-1.
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Figure 3-1 (a) Design and components of the cDOI PET detector used for the prototype
system. (b) Prototype cDOI PET system consisting of two cDOI PET detector modules
placed on two motorized rotation stages.



3.2.2. Prototype PET scanner

A pair of cDOI PET detector was used in this study to demonstrate a 12-
block ring PET system with a diameter of 11.15 cm, and detector was fixed on
the base plate, while the other one and object were rotated on the two motorized
rotation stages (Namil Optical Instruments Co., Incheon, Korea) as shown in
Figure 3-1(b). The detector on stage 1 rotated with 30° step size at every possible
detector configurations and the object on stage 2 rotated with 30° step size over
imaging FOV to cover all possible LORs for the proper image reconstruction.

Data acquisition process was managed by Philips Digital Photon Counting
Technology Evaluation Kit (PDPC-TEK) connected to PC. Since the dSiPM
sensor offers configurable trigger and validation logic and data acquisition
protocol, | used the optimized sensor configuration to acquire the good detector
performance as following: trigger level 2, validation level 8, validation length 40
ns, integration length 165 ns, full-tile neighbor logic, and 10% of dSiPM cells
with highest dark count rate inhibition. As shown in Figure 3-1(b), the
experiment setup was placed inside the temperature control box set to 0°C for

the constant temperature and dark count noise suppression.



Table 3-1 Specification of prototype cDOI PET system

Parameter Value
Crystal
Scintillation mateirals LYSO
Crystal size (mm?®) 1.47x1.47x15
Crystal pitch (mm) 1.57
Crystal array size 18x18
Digital SiPM (DPC-3200-22-44)
Pixel size (mm?) 3.2x3.8775
No. of SPADs/pixel * 3200
No. of pixels/sensor 64 (8x8)
PDE (%) * 40
Virtual Ring System
Face-to-face distance between detectors (cm) 11.15
No. of crystal rings 18
No. of crystals/ring 216
Total no. of crystals® 3,888
Axial FOV (cm) 2.83

* SPAD: Single Photon Avalanche Diodes
T PDE: Photon Detection Efficiency
¥ No. of crystal/ring: number of crystals in one ring

§ Total no. of crystals: total number of crystals in the prototype system
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3.2.3. Detector performance evaluation

In order to assess performances of two cDOI detectors, coincidence
measurement was conducted using 0.7 MBq %’Na point source. Peak-to-valley
ratio of flood histogram, energy resolution, and DOI resolution were evaluated
and reported in this study.

Flood histograms were generated by plotting two-dimensional histogram of
gamma-ray interaction position obtained by the weighted mean of 64 pixel values.
Peak-to-valley ratio was evaluated to assess the quality of flood histogram.
Energy spectra were generated by summing 64 pixel values and energy
photopeak correction was applied. Energy resolutions were reported by
measuring full-width at half-maximum (FWHM) of each spectrum.

To quantify the DOI decoding performance of proposed DOI detector, the
positioning accuracy was calculated using depth calibration data, which is the
percentage ratio of correctly obtained MLE-based position estimates at each
known position. MLE-based positioning accuracy reported in this study is the
average over four depths. Two different strategies for DOI estimation were
compared:

1) Simultaneous ML estimation of crystal position (x, y) and depth (z)

2) 2D center of mass (flood histogram) based estimation of crystal position
(x, y) and 1D ML estimation of depth (z), which were used in the previous study
(Chapter 2).

Finally, the DOI resolution was reported by converting positioning accuracy



of the first method (3D estimation) into millimeter units. All detector

performances reported in this study is averaged over all 324 crystals.

3.2.4. Spatial resolution measurement

Spatial resolution of the prototype system was measured based on National
Electrical Manufacturers Association (NEMA) NU 4-2008 protocol (31). Data
was acquired using a 0.7 MBq #’Na point source embedded in a 1-cubic-cm
acrylic cube. Measurement was conducted at the axial center of FOV at the
following radial distances from the center: 0, 5, 10, 15, 25, and 30 mm. I did not
conduct the measurement at one-fourth of the axial FOV as recommended in
NEMA NU-4 protocol since | have only one detector block in axial direction.
Acquired data was subject to post-processing to convert it into proper list mode
data using a custom-built software tool (32) with the energy window set to 350
— 650 keV. Four-layer DOI correction was applied by using MLE-based
positioning as described earlier. List mode data was reconstructed using 3D
ordered-subset estimation maximization (OSEM) reconstruction with and
without DOI information. The spatial resolution of the cDOI prototype system
was reported with FWHM and full-width at tenth-maximum (FWTM) values of

radial and tangential profiles.
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3.2.5. Phantom and animal imaging studies

Phantom study was performed using a hot rod phantom with various
diameters, 1.0, 1.1, 1.2, 1.3, 1.4, and 1.5 mm respectively. The phantom was
filled with 55.5 MBq ®*Cu positron emitting source (T12=12.701 hr, Ae+=17.86%),
and it was placed at the center and 1.5 cm off from the center to see the imaging
performance and the impact of DOI correction capability. One-hr imaging data
set was acquired using our prototype system.

The animal study was approved by the Institutional Animal Care and Use
Committee at Seoul National University. Two 8-week-old BALB/c mouse (25¢
and 27g respectively) were anesthetized by continuous administration of
isoflurane mixed with oxygen. F-FDG with activity of 45 MBq was injected to
each mouse through the tail vein. After thirty minutes of uptake time, 12-min
PET data set was acquired. X-ray computed tomography image was acquired
before PET scan using GE eXplore VISTA PET/CT scanner.

For normalization correction, 2.96 MBq ®Ge annulus source (PET-7.3A5.8;
Sanders Medical Products Inc., TN, USA) which covers whole FOV was used
and data were acquired for several hours to attain sufficient counts for direct
normalization. No random, attenuation, and scatter correction was applied. The
phantom and animal data were also reconstructed with 3D list mode OSEM with
and without DOI information. An isotropic Gaussian filter with a 0.8-mm FWHM
was applied to those reconstructed images. In case of hot rod phantom, 12 axial

slices were summed to acquire sufficient counts.



3.3. Results

3.3.1. Detector performance

Performances of two DOI PET detectors is summarized in Table 3-2 in
terms of peak-to-valley ratio representing flood histogram quality, energy
resolution, and MLE-based positioning accuracies. In this table, DOI positioning
accuracies obtained using two different methods for estimating DOI
(simultaneous and sequential estimations of crystal position and depth) were
compared for all 324 crystals and only the crystals at left and right edges. Figure
3-2 shows flood histogram and 2D map of positioning accuracies which is
averaged over four depths.

As Figure 3-2(a) and Table 3-2 shows, cDOI detectors showed good crystal
identification except for the crystals at left and right edges. The blurring of edge
crystals is due to our reflector configuration: crystal positions shift toward the
center when events occur far from the detector. | solved this issue by applying
MLE-based positioning which estimates the crystal and depth position
simultaneously. By applying the simultaneous crystal and depth position
estimation, described as Method 1 in Table 3-2, I acquired higher positioning
accuracy especially at the edge crystals. Improvement in positioning accuracy
can be more clearly seen in Figure 3-2(b) and Figure 3-2(c). The cDOI detectors
showed reasonably good energy resolution. By using MLE-based positioning
method, interaction positions were successfully estimated to proper 324 crystal

and 4 depth positions as described in Table 3-2 (71.80% and 72.30% accuracy).



When converting positioning accuracy into DOI resolution in millimeter unit, it
turned out to be 4.28 mm and 4.24 mm in average for each detector, while the

best DOI resolution acquired was 3.53 mm and 3.40 mm, respectively.

(b) [%]
85
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Figure 3-2 Performance of representative cDOI PET detector. (a) Flood histogram, (b)
2D map of the MLE-based DOI positioning accuracies obtained using only depth

position estimation (Method 2), and (c) 2D map of the MLE-based DOI positioning
accuracies determined using simultaneous crystal and depth position estimation

(Method 1).

Table 3-2 DOI PET detector performances averaged over all 324 crystals.

Block 1 Block 2
Peak-to-valley ratio 2.82 3.09
Energy resolution [%] 1430+ 1.43 18.95 + 2.93
LAl 71.80+4.33 72.31+4.48
Method 1

bor Edges 73.63 + 6.40 75.26 + 5.73
Psitioning All 71.26 + 4.25 71.56 + 4.28

[s) 2ot 4. 0ot 4,

accuracy [%] Method 2t
Edges 68.98 + 6.01 69.60 + 5.75
. 4,28 + 0.32 4.24 +0.28
DOI resolution [mm] (min: 3.53, max: 5.54) | (min: 3.40, max: 5.06)

“ Method 1: Simultaneous estimation of crystal position and depth

T Method 2: Estimation of only the depth after identifying crystal position on flood histogram
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3.3.2. Spatial resolution of prototype system

| measured spatial resolution based on NEMA protocol to investigate the
impact of DOI correction on the system spatial resolution. The transverse spatial
resolutions in radial and tangential directions with and without DOI correction
were reported in FWHM values as summarized in Table 3-3. Figure 3-3 shows
radial and tangential resolutions with and without DOI correction in FWHM and
FWTM values. In our prototype PET system, sub-mm spatial resolution was
achievable at the center of FOV. By applying MLE-based DOI correction with
the accuracy of 71.80% and 72.31%, radial spatial resolution improved especially
at peripheral regions (maximum 36.92% improvement). Moreover, uniform
resolution was achievable within 5 cm FOV, which is enough for small animal
imaging. Not only the resolution at radial direction, tangential resolution also

improved after DOI correction was applied.
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Figure 3-3 Spatial resolution of the prototype cDOI PET system measured using a 22Na
point source along the radial position; is reported in (a) FWHM and (b) FWTM.
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Table 3-3 Spatial resolution in FWHM with and without DOI correction.

Radial w/ DOI correction w/o DOI correction Improvement [%0]
p?rig]c])n Radial Tangential | Radial | Tangential | Radial | Tangential
0 0.94 1.05 0.92 1.02 -3.13 -2.62
5 1.00 1.03 1.02 1.15 141 10.31
10 0.99 1.16 1.17 1.18 15.11 1.26
15 1.10 1.17 1.28 1.21 14.07 3.96
25 121 1.20 1.60 1.45 23.99 17.32
30 1.47 1.28 2.32 1.65 36.92 22.50

3.3.3. Phantom and animal imaging study

Figure 3-4 shows the reconstruction image of hot rod phantom acquired (a)
at the center of FOV without and with DOI correction and (b) at 1.5 cm off center
of FOV without and with DOI correction. In both cases, image resolution and
resolution uniformity along FOV improved after applying DOI correction, and
no significant artifact was seen in both images. In case of Figure 3-4(a) hot rod
with size of 1.2 mm was clearly resolvable after DOI correction and even 1.1 mm
hot rod was resolvable. The phantom image acquired at off-center position
(Figure 3-4(b)) also shows that our prototype DOI PET system provides better
spatial resolution over entire imaging FOV after DOI correction.

Figure 3-5 shows the reconstruction images of mouse acquired (a) without
DOI correction, and (b) with DOI correction. By using our prototype system,
myocardial uptake was clearly seen in mouse after DOI correction. Even our

prototype system was demonstrated by just two detector module which is not
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easy to acquire sufficient counts, DOI correction using our DOI encoding method

was revealed to be effective.
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Figure 3-4 Hot-rod phantom images acquired using the prototype cDOI PET system.

The hot-rod phantom was filled with ¢4Cu and data were acquired for 60 min. Images

obtained without and with the DOI correction (a) at the center of the FOV and (b) at
1.5 cm from the center of the FOV.
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Figure 3-5 PET/CT images of BALB/c mice acquired after injection of 18F-FDG
acquired for 12 min. Images obtained (a) without the DOI correction and (b) with the
DOI correction. (c¢) Zoomed myocardial regions for the left mouse.
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3.4 Discussion

In this study, an animal-dedicated proof-of-concept DOl PET system was
developed using a pair of detector and two rotation stages. The DOI detector pair
showed good intrinsic performances. | obtained the depth positioning accuracies
of 71.80 and 72.3% using MLE-based positioning method with four-step depth
calibration data. | could not well discriminate the merged crystals at edges using
conventional crystal clustering method that is based on the flood histogram
generated by center of mass calculation, providing wrong crystal and depth
information (Figure 3-2(a), (b)). Depth-dependent flood histogram generation is
one of the possible solutions for more accurate crystal identification (24). The
MLE-based positioning which estimates crystal and depth position
simultaneously is another approach to classify the merged crystals. By comparing
positioning accuracies in merged crystal at edges as reported in Table 3-2, MLE-
based 3D positioning turned out to be successful in this study.

Regarding the positioning accuracies, simultaneous 3D position estimation
was turned out to have higher positioning accuracy than sequential estimation.
Based on MLE positioning, | obtained approximately 4 mm of average DOI
resolution which enables four-step DOI correction in 15-mm long LY SO crystal.
The MLE-based positioning demands relatively long computation time and large
memory consumption. If this algorithm is applied to the next-generation full-ring
system, a hardware/firmware implementation of this algorithm will be necessary

for real-time position estimation.



Based on the four-step DOI correction, | observed considerable
improvements in spatial resolution and resolution uniformity especially at the
peripheral FOV. Sub-mm spatial resolution was observed within 2 cm FOV, and
uniform resolution was achieved within the 5 cm FOV after DOI correction. The
impact of DOI correction was also obvious in the phantom and animal imaging
studies. After DOI correction, resolution uniformity increased and hot lesions up
to 1.1 mm size was well resolved. | expect to have better image resolution and
contrast with additional scatter, attenuation and random corrections.

There were several limitations in the demonstration of a ring-like PET
system using a pair of detector. Since | used two motorized rotation stages, there
might exist artifacts arisen from the detector misalignment and center-of-rotation
error. The impact of detector misalignment is greater in two detector system than
a full-ring system because LOR mis-positioning caused by the misalignment
arises in every angle. These systematic errors might lead to spatial resolution and
image contrast degradation. In addition, it is difficult to acquire sufficiently large
number of counts in the PET studies using the radioisotopes with short half-life
(e.g. *®F with 2 hour) and the PET detector pair. Hence | expect to have better

image quality in our next-generation full-ring system.



Chapter 4. Inter-crystal event identification

4.1. Background

ICS events cause mis-positioning of gamma interaction position resulting in
false LORs, and false LORs lead to degradation in image resolution and contrast.
ICS is a common phenomenon in PET detectors since the energy range used in
PET has a large cross section in Compton scattering. Especially, for the high-
resolution application with the narrower crystal element, the occurrence of ICS
increases (33). The occurrence of ICS depends on the scintillation material and
detector geometry and about 27% of events undergo ICS in a PET detector (e.g.
detector with 10x10 array of 3x3x20 mm? crystal element). Hence, by identifying
the interaction position and deposited energy of the ICS event and recovering
them into the first interaction position, we can minimize resolution degradation
and maximize system sensitivity.

However, it is very challenging to discriminate ICS events within the PET
detector, because most of the current PET detectors use the light sharing between
scintillation crystals and photo sensor pixels and multiplexed signal readout (34).
Up to now, using the 1-to-1 coupling between a crystal and a photo sensor pixel
with individual signal readout scheme is one feasible way for the ICS event
identification (34, 35). However, this approach has a limitation in achieving good
spatial resolution because it is technically hard to produce multi-pixel photo

sensors with sufficiently small pixel sizes for the high resolution applications.



The image reconstruction with point spread function (PSF) modeling technique
can be another alternative solution to mitigate resolution degradation by
including ICS in modeling (36, 37). However, this approach requires a large data
sets containing PSF responses of a system and a long reconstruction time.

In this study, | propose a new method to classify and identify ICS events. |
modeled the detector observation as a linear problem, and by solving a linear
problem ICS events were identified. The proposed method was applicable in the
light sharing design with multiplexing readout scheme, which was not feasible
with existing technologies. Here, | investigated the proposed ICS identification
method by Monte Carlo simulation and experimental studies. Based on the new
ICS identification method, ICS events were recovered into the first interaction

position to see the impact of ICS correction.



4.2. Materials and methods

4.2.1. ICS event identification
4.2.1.1. Proposed algorithm

The proposed ICS event identification algorithm is based on a simple idea
by modeling the detector observation and event characteristics as a linear
problem. When | suppose a 511-keV gamma ray fully deposits its energy at a
single crystal, the observation vector, y, can be expressed as below Equation 4-
1 which is consisted of m detector (photo sensor) responses.

Y=y, Iml" (4-1)

Consider that an ICS event occurred at i and j™ crystals by depositing
energies of E; and E; (Ewtal = Ei + E;). Then the observation y of an ICS event can
be expressed as the sum of independent observations of y; and y; multiplied with

the corresponding energy ratios (Equation 4-2).

E.
]
=y; X +y; X 4-2
Y Yi Etotal y] Etotal ( )
The observation y of a single ICS event can be simply converted into a
matrix formation of
V1 a1 Qip X1
y=A4x; | i | = [ P IX[] (4-3)
Ym Am1 " Amn Xn

, Where y is a [mx1] vector of ICS event observations, A is a [mxn] matrix
of characteristic m detector responses for n crystals, and x is a [nx1] vector of
energy ratios for n crystals. The vector y is a known value which is the
observation of a single gamma event, and matrix A is also a known value that

can be generated from typical detector data sets by calculating mean detector



responses that underwent PE events for each crystal position. Consequently,
finding the vector x, | can identify ICS event positions and corresponding
deposited energies.

To find vector x, | suggest and compared three different ICS identification
methods. Interacted crystal positions and deposited energies of each events were
identified.

1) Method 1: maximum peak detection

max(y)

2) Method 2: pseudo inverse matrix calculation

x=(ATAY ATy

3) Method 3: convex constrained optimization

argmin||y — Ax||,
X

subjectto x>0,
Yx=1
Method 1 is a typical approach that is used in 1-to-1 coupling detector with
individual signal readout and this method was tested, and Method 2 and 3 are the
proposed ICS identification methods. To solve the above linear problem, I simply
calculate a pseudo inverse matrix as Method 2. However, a pseudo inverse matrix
can have negative entries. Hence, Method 3 was proposed to solve the linear
problem with given constraints as the above equation, and convex constrained
optimization was used to find the solution. Matlab-based CVX program (38) was

used.



4.2.1.2. Event classification and identification

The list mode events were classified into two event types of Photo Electric

(PE) absorption and ICS by using three different identification methods as
explained in section 4.2.1.1. Each event was classified as following criteria,

while the constant ¢ was determined based on the simulation.

1) PE events; —=ax®

second max(x)

2) ICS events: - max(x)

second max(x) —

Classified ICS events were identified into interacted positions and energies
by using indices and values of energy ratio vector (x). Consider a case that ICS
event occurred only once, indices of two maximum values in a vector x were
determined as interacted crystal positions and values of vector x was determined
as deposited energy ratios. Figure 4-1 shows the energy ratio vector (x) of typical

PE and ICS events that is acquired by convex optimization method.

—_
Q
—_—
—_
O
-

1.0 1.0
=08 - =08 |
.2 i L I
®806 - =06
> r = L
204 + @ogq -
a [
& 7 2

0.2 “o2 |

0.0 0.0

0 10 20 30 40 50 60 0 10 20 30 40 50 60
Crystal index Crystal index

Figure 4-1 Energy ratio vectors for the representative (a) PE events and (b) ICS
events.

5 7 _-.h—! = i.. - 1_-



As the performance evaluation, identification rate was calculated, which is
the number of correctly identified events into the first interaction position over
the total number of events. Also, energy linearity and correlation were evaluated

by conducting a linear fitting of the true energy values and estimated energies.

4.2.2. Monte Carlo simulation study

To evaluate the proposed methods, a simulation study was conducted using
GATE v.7.0 Monte Carlo simulation toolkit (28) with optical photon tracking.
The photo sensor was simulated to have the same geometry as a commercial
dSiPM, which is consisted of 8x8 pixels (3.2x3.8775 mm?). The simulated
dSiPM was coupled with arrays of polished LSO (LuzSiOs; d = 7.5g cm™,
refractive index 1.82; light yield 26000 photons MeV™) crystals. LSO crystals
were wrapped with reflectors with the reflectivity of 98% and all the gaps in
between crystals were set to be air. The photo sensor and crystal array were
optically coupled with 0.1 mm thick optical adhesive (C1H:01; d = 1.0 g cm’3;
refractive index 1.465). Three detector configurations with different crystal-to-
sensor coupling ratios were used as following Table 4-1 to simulate the 1-to-1
coupling and two light sharing designs.

Table 4-1 Specifications of simulated detector configurations

ngztsl{;g'ig?isoor Crystal size [mm?] Crystal array size
11 3x3x20 8x8
1.25:1 3x3x20 10x10
151 2.5x2.5x20 12x12




All crystal surfaces and medium boundaries were simulated using the
‘ground model’ based on the UNIFIED model (39). The detector was uniformly
irradiated using a 511-keV gamma point source and 8x8 detector responses were
acquired. Moreover, three representative signal readout schemes were applied on
the simulated 8x8 detector responses to investigate the effect of signal
multiplexing on the proposed algorithm. The detector individual readout (1:1
signal multiplexing), row-and-column sum (RC sum) readout (4:1 signal
multiplexing), and four corner readout (16:1 signal multiplexing) schemes were
applied. Identification rate and energy linearity performances were evaluated by

using three identification methods based on the simulation study.

4.2.3. ICS event recovery scheme

Choosing the first interaction position among two or more interacted
positions of an ICS event is important as well as event identification. Techniques
to choose the first interaction position have been previously investigated by
several groups, such as choosing the interaction position with the maximum
energy deposition (33, 40) or choosing the interaction position that satisfies
Compton kinematics (35). In this study, | used the proportional method (41),
which distributes multiple coincidence events among their possible LORSs using
the relative proportions of double coincidences in that corresponding LORs as

the following Equation 4-4.



Lok, z
Di-j (D +le+D i)k (4-4)

The proportional method was originally suggested for recovering inter-
block scattering events in PET system level, but here | extended the method to
ICS events in PET detector level. Here, LOR;; represents the final number of
counts including PE and ICS events along the LOR connecting the interacted
crystal pair i and j. Dij, Dix, Djx represents the number of coincidences that
underwent PE along interaction positions i —j, i — k, and j — k. Ti.j.« is the number
of coincidences that underwent ICS at positions i, j, and k. And the upper
equation is known as a maximume-likelihood estimate for the mean number of
counts along LOR;,;.

The ICS recovery schemes were initially investigated by using simulation.
ICS events were identified with the convex optimization method and they were
recovered by using the proportional method. The ICS recovered results were

compared to the true value and the maximum energy deposition method.

4.2.4. Experimental study

Experimental studies were conducted to validate the proposed methods. The
1-to-1 coupling and light sharing detectors were constructed using Philips
dSiPMs coupled with 3x3x20 mm?3 LGSO (Lu1 9Gdo1SiOs:Ce; Hitachi Chemical,

Tokyo, Japan) crystal arrays. For the 1-to-1 coupling design, 8x8 crystals were



individually coupled with 8x8 sensor pixels. For the light sharing design, a 10x10
crystal array was coupled with 8x8 sensor pixels. Each crystal was wrapped with
ESR except for the one face that was optically coupled with the dSiPM. The 8x8
detector responses were recorded individually by PDPC Technical Evaluation
Kit. Post-processing was applied to demonstrate the 4:1 RC sum signal
multiplexing. Sensor configurations of the dSiPM were set to trigger level 4,
validation level 8, integration length 165 ns, full neighbor logic, and 40 ns
coincidence window.

Intrinsic spatial resolutions of a detector pair were measured by moving a
22Na point source in the axial direction with a step size of 0.5 mm from the center
to the edge of the detector pair. The counts of opposite crystal pair along
positions were acquired and represented as a count profile for both 1-to-1 and
light sharing detectors. Count profiles of four crystals were acquired with the
energy window of 350 — 650 keV. The detector pair was located each other at the
distance of 13 cm. The experimental set up was placed inside the temperature
control box set to 15 °C.

Three ICS identification methods were applied to experimental data for
event classification and identification. The matrix A was generated based on the
flood histogram of a typical detector data set with uniform irradiation; here, ICS
events were rejected by applying Anger mask (26). Events were classified into
PE and ICS events, and the interacted positions and energy ratios were identified

using three identification methods. The identified ICS events were recovered into



the first interaction position using the proportional method. Gaussian fitting was
applied to the ICS event recovered count profiles of four opposing crystal pairs,
and FWHMSs and FWTMs were calculated. Intrinsic resolutions averaged over

four crystal positions were reported in FWHMs and FWTMs.
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4.3. Results

4.3.1. Simulation results
4.3.1.1 1-to-1 coupling design

Performances of ICS identification methods, the identification rate and
energy linearity, were investigated for the 1-to-1 coupling design based on the
simulation study. The good identification performances represent the accurate
ICS event recovery into the first interaction position. Three different readout
methods were tested and three different identification methods were applied as
shown in Table 4-2. With the individual signal readout (1:1 signal multiplexing),
three identification methods showed the highest identification rates. Among them,
the proposed pseudo inverse and convex optimization methods showed better
identification rates compared to max peak detection method which is a typical
approach to identify ICS events. When | consider events with more than one ICS
occurrence, higher identification rates were observed that almost reached 1. After
4:1 signal multiplexing from 8x8 detector signals | lose accuracy in light
distribution information, and the identification rate degraded for all cases.
However, the convex optimization method still showed reasonably good
identification rate of 0.72. In case of 16:1 signal multiplexing, ICS events could
not be identified at all.

As energy estimation performances, the estimated deposited energies of ICS
events were fitted with the true energies as shown in Figure 4-2. The 1:1 signal

multiplexing case showed good linearity and correlations with the true energy



for the three identification methods. After 4:1 signal multiplexing, the linearity
and correlation degraded in max peak detection and pseudo inverse method, but
convex optimization method still showed good and consistent linear relationship.

The 16:1 multiplexing case was not applicable at all.

Table 4-2 ICS identification performances of the simulated 1-to-1 coupling detector.

Signal Identification ICS identification | ICS identification
multiplexing ratio method rate (ICS#=1) rate ICS#2>1)
Max peak detection 0.86 0.93
1:1 Pseudo inverse 0.93 0.98
Convex 0.93 0.98
optimization
Max peak detection 0.60 0.61
4:1 Pseudo inverse 0.65 0.70
Convex 0.72 0.81
optimization
Max peak detection Not applicable Not applicable
16:1 Pseudo inverse 0.02 0.03
Convex 0.02 0.03
optimization
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Figure 4-2 Energy estimation performances for the 1-to-1 coupling design detector.
Three different identification methods were applied for the two different signal
multiplexing methods.
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4.3.1.2 Light sharing design

Table 4-3 shows ICS event identification performances of two light sharing
detectors with different crystal-to-coupling ratios. The two proposed
identification methods were applied since the max peak detection method was
not applicable in light sharing detectors. For the light sharing detector with 1.25:1
crystal-to-sensor coupling ratio without signal multiplexing, I achieved good ICS
identification rate of 0.87 with the convex optimization method. With 4:1 signal
multiplexing, identification rate degraded. For the light sharing detector with
higher crystal-to-sensor coupling ratio of 1.5:1, the ICS identification rate
degraded compared to lower coupling ratio. Still, with 1:1 signal multiplexing, |
achieved reasonably good ICS identification of 0.76 with the convex
optimization method. For the both light sharing detectors, the pseudo inverse
method did not show good identification performance.

As energy estimation performances of light sharing detectors were shown
in Figure 4-3. For all cases, the pseudo inverse method showed poor energy
linearity and correlations. On the other hand, the convex optimization method
showed consistent energy linearity and high correlations even though there were

slight degradations with higher crystal-to-sensor coupling ratio.



Table 4-3 ICS identification performances of the simulated light sharing detectors.

Crystal-to- Signal 1CS 1CS
. . Identification identification identification
sensor multiplexing
. . . method rate rate
coupling ratio ratio (ICS # = 1) (CS #3> 1)
Pseudo 0.67 0.80
inverse
11 Convex
optimization 0.87 0.94
1.251 pPseudo
. 0.53 0.62
inverse
4l Convex
S 0.65 0.73
optimization
Pseudo 0.56 0.67
] inverse
11 Convex
. optimization 0.76 0.83
1.5:1
Pseudo 0.48 057
inverse ' )
41 Convex
optimization 0.56 0.64
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Figure 4-3 Energy estimation performances for the light sharing design detectors. Two
different identification methods were applied for the two different signal multiplexing

methods.
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4.3.1.3 ICS event recovery
ICS recovery schemes were implemented on the simulation data and

compared with true values. Figure 4-4 shows the count profile with and without
ICS recovery for 1-to-1 and light sharing detectors. For both detector designs,
the count profiles were sharpened after ICS recovery by recovering mis-
positioned LORs into the true LORs. Proportional method showed the better
recovery performances compared to maximum energy deposition method
regardless of ICS identification methods. However, the existing ICS recovery
techniques could not fully recover events into the true interaction positions as
shown in Figure 4-4. The proportional method was used to recover ICS events

in this study.
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Figure 4-4 ICS event recovered results using several recovery methods for the (a) 1-
to-1 coupling and (b) light sharing detectors.
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4.3.2. Experimental results
4.3.2.1 1-to-1 coupling design

As an experimental validation, intrinsic spatial resolution was measured for
a detector pair. Events were classified and identified using three ICS
classification methods and recovered into the first interaction position. Events
with and without ICS recovery were shown in normalized count profiles as
Figure 4-5. Two signal multiplexing schemes which are 1:1 and 4:1 signal
multiplexing schemes were investigated. Intrinsic resolutions averaged over four
crystal positions were reported in Table 4-4.

As shown in the Figure 4-5, | observed sharpened count profile with
increased intensities after ICS recovery by using the proportional method. When
I recovered ICS events, which were identified with the proposed methods, I
observed about a 1.5-fold increase in count profile intensity compared to the case
without ICS recovery. The max peak detection method, which is the typical
approach for ICS event identification, showed an only 1.14-fold increase in the
count profile intensity. Especially for the bottom parts of the count profiles,
profiles were narrowed after ICS recovery using the proposed ICS event
identification. Average intrinsic resolutions in FWHM and FWTM for 1-to-1
detector with 1:1 signal multiplexing were 1.95 and 3.56 mm without ICS
recovery, and improved to 1.72 and 3.14 mm after recovering ICS events
identified by the convex optimization method. By recovering ICS events, | get

closer to the ideal intrinsic resolution of 1.5 mm.



When detector signals were multiplexed with 4:1 ratio, the increase in count
profile intensity was not so significant compared to 1:1 signal multiplexing.
However, still, the proposed methods showed improvement in intrinsic
resolutions. The average intrinsic resolutions in FWHM and FWTM were
improved to 1.78 and 3.24 mm with ICS identification using the convex

optimization method.

Table 4-4 Intrinsic resolutions of the 1-to-1 coupling detector.

. Sigr)al . idenlii\;?gz:tion FWHM [mm] FWTM [mm]
multiplexing ratio method

Not applied 1.95 3.56

Max peak detection 1.80 3.29

11 Pseudo inverse 1.72 3.13
optCir%r;ZSt)i(on 172 3.14

Not applied 1.95 3.56

Max peak detection 1.82 3.32

41 Pseudo inverse 1.77 3.22
optCir%r;ZSt)i(on 1.78 3.24
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Figure 4-5 Intrinsic resolution profiles of 1-to-1 coupling detector in case of (a)
individual readout and (b) row-and-column sum readout.
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4.3.2.2 Light sharing design

The light sharing detector was also used for experimental validation with
the same procedure as the 1-to-1 coupling detector. Since max peak detection
method was not applicable, the pseudo inverse and convex optimization methods
were used for ICS event identification. Events with and without ICS recovery
were shown in normalized count profiles as Figure 4-6. Intrinsic resolutions
averaged over four crystal positions were reported in Table 4-5.

In Figure 4-6(a), which is the case of 1:1 signal multiplexing, | observed a
1.44-fold increase in count profile intensity after recovering ICS events that are
identified using convex optimization method. Average intrinsic resolutions in
FWHM and FWTM for light sharing detector with 1:1 signal multiplexing were
2.25 and 4.10 mm without ICS recovery, and improved to 1.83 and 3.34 mm after
recovering ICS events identified by the convex optimization method. Intrinsic
resolutions were degraded compared to 1-to-1 coupling detector for all cases.
However, when | recover ICS events in light sharing detector, | can achieve better
intrinsic resolution than the 1-to-1 coupling detector without ICS recovery. The
pseudo inverse method showed slight improvement but not so significant
compared to the convex optimization method. Especially, for the blue crystal in
Figure 4-6(a) showed almost similar profile in case of without ICS recovery and
with ICS recovery (pseudo inverse), because this crystal was located near the
large gap of the dSiPM pixels. However, the convex optimization method showed

good results regardless of crystal positions.



When 4:1 signal multiplexing was applied, count profiles showed different
tendency and showed degraded performances in the pseudo inverse method. This
was mainly due to the loss in detector information after signal multiplexing
leading to mis-identification of ICS events especially for the crystals located in
the sensor pixel gaps. However, the convex optimization method showed robust
event identification in light sharing detector with signal multiplexing; even
though it showed slight degradation. The average intrinsic resolutions in FWHM
and FWTM were 2.25 and 4.10 mm without ICS recovery and improved to 1.88

and 3.43 mm after recovering ICS events identified with the convex optimization

method.
Table 4-5 Intrinsic resolutions of the light sharing detector
Signal _ Event
. . . identification FWHM [mm] FWTM [mm]
multiplexing ratio
method
Not applied 2.25 4.10
11 Pseudo inverse 2.06 3.75
Convex 1.83 3.34
optimization
Not applied 2.25 4.10
41 Pseudo inverse 212 3.86
Convex 1.88 3.43
optimization
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Figure 4-6 Intrinsic resolution profiles of light sharing detector in case of (a)
individual readout and (b) row-and-column sum readout.
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4.4. Discussion
In this study, | developed a new approach to identify ICS events in the PET

detector by solving a linear problem which was modeled based on the detector
observation and event characteristics. | suggested two methods to find a solution
of the linear problem, the first was to calculate the pseudo inverse matrix and the
second was to solve the convex constrained optimization problem. Both methods
have pros and cons, the pseudo inverse method is very simple and fast but it can
yield negative entries in energy ratio vector x, which will lead to false estimation
in identifying interacted positions and energies. The convex optimization method
can give us highly accurate energy ratio vector x by giving constraints, but it
requires quite long computation time. The proposed algorithm has advantages in
that it has no dependency on system or detector geometry.

Based on the simulation study, | investigated performances ICS
identification methods. The proposed methods showed better performance
compared to the maximum peak detection approach that is typically used in 1-to-
1 coupling designs. From this results, | can infer that maximum peak positions in
detector responses do not represent the real interacted positions, whereas finding
maximum energy deposited positions in detector led to higher event
identification rate. Signal multiplexing led to imprecise detector response
information, and the ICS identification performance degraded especially in case
of max peak and pseudo inverse method. However, the proposed convex

optimization method showed reasonably good ICS identification rate and the



consistent energy linearity even after 4:1 signal multiplexing. From this study, |
found at least 4:1 signal multiplexing is required to preserve detector response
information.

The proposed convex optimization method was also applicable on the light
sharing detectors which is a new technology. | achieved good ICS identification
rate of 0.87 with the light sharing detector consisted of 10x10 crystal array
coupled with 8x8 sensor pixels. Energy linearity of the convex optimization
method was consistent for the light sharing designs as the 1-to-1 coupling designs.
The slope of the fitted energy curve was not 1, but this is not a big issue since it
can be post-calibrated based on the simulation data. Crystal-to-sensor coupling
ratio larger than 1.5:1 was challenging to identify ICS events.

As an experimental study, | performed intrinsic spatial resolution
measurement for the 1-to-1 and light sharing detector. After recovering ICS
events into the first interaction position using the convex optimization method, |
experimentally validated intrinsic resolution is improved after ICS recovery. In
the 1-to-1 coupling design, | observed resolution improvement from 1.95 mm
into 1.72 mm in FWHM and 3.56 mm into 3.14 mm in FWTM. Moreover, in the
light sharing design, | observed resolution improvement from 2.25 mm into 1.83
mm in FWHM and 4.10 mm into 3.34 mm in FWTM. Light sharing detector with
4:1 signal multiplexing also showed resolution improvement, even though
individual signal readout showed much better results. Since the intrinsic spatial

resolution is directly related to the system spatial resolution, | expect achieve



better system spatial resolution by using recovering ICS events using the convex

optimization method.

2 Ak



Chapter 5. Conclusion

In this study, we developed two different PET detector technologies to
improve PET system spatial resolution. As a first study, DOI information
encoding/decoding technologies were developed and evaluated in the detector
level to enhance z-axis positioning accuracy. By combining dSiPM technology
and the proposed ML-based DOI positioning, we obtained continuous DOI
information with the high DOI positioning accuracy. After several optimization
processes, good DOI positioning accuracy of 63.97%+4.64% which is 4.67 mm
in DOI resolution was observed; which realized five-step z-axis positioning for
the 20-mm-long crystal.

As a subsequent study, a prototype PET system with a DOI-encoding
capability was developed that is cost effective, allows easy crystal identification,
and yields good energy and DOI resolutions. The developed animal-dedicated
prototype system showed sub-millimeter spatial resolution at the center of FOV.
By using DOI information based on the developed DOl measurement
technologies with an accuracy of 71.80% and 72.31% for 15-mm-long crystal,
the resolution degradation due to parallax errors were reduced. The system
resolution improvement was observed after applying DOI correction in the range
between minimum 1.4% up to maximum 36.92%. Moreover, the phantom and
animal imaging studies showed that the proposed DOI-encoding/decoding

technologies successfully improves PET image resolution and quality.



As a last study a new method to classify and identify ICS events in PET
detectors was firstly proposed that is applicable in all detector configurations.
By identifying ICS events, we can improve x- and y-direction positioning
accuracy in PET detector. Based on the Monte Carlo simulation study, we
revealed that the proposed method based on convex constrained optimization
yield robust energy estimation and high ICS identification rates of 0.93 and 0.87
for 1-to-1 coupling and light sharing detectors. Experimental study showed the
resolution improvement after recovering ICS event that was identified with the
proposed methods. Average intrinsic resolutions in FWHM and FWTM for the
1-to-1 detector were 1.95 and 3.56 mm without ICS recovery and improved to
1.72 and 3.14 mm after ICS recovery. Average intrinsic resolutions in FWHM
and FWTM for the light sharing detector were 2.25 and 4.10 mm without ICS
recovery and improved to 1.83 and 3.34 mm after ICS recovery. Based on the
experimental study, the proposed method showed 19.1% improvement in
intrinsic spatial resolution of a light sharing PET detector with 3 mm scintillation
crystal. From the results, we can expect to achieve better system spatial
resolution by identifying ICS events using convex optimization method and

recovering them into the first interaction position.
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