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Abstract

Emotion Based Item

Recommendation Techniques in

Social Cataloging Services
Hyewon Lim

Department of Computer Science Engineering

Collage of Engineering

Seoul National University

Social cataloging services allow users to catalog items, express subjective

opinions, and communicate with other users. Users in social cataloging ser-

vices can refer to other’s activities and opinions and obtain complementary

information about items through the relationships with others. However,

unlike a general social networking service where user behaviors are based

on the connections between users, users in social cataloging services can

participate and contribute to services and can obtain the information about

items without links. In contrast to a general social networking service in

which actions are performed based on connections between users, You can

participate and contribute. In this doctoral dissertation, we classify users

into two groups as connected users and isolated users and analyze users’
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behaviors. Considering the characteristics of users who mainly focus on

contents rather than relationships, we propose a tag emotion-based item

recommendation scheme. Tags are the additional information about the

item, and at the same time, it is a subjective estimation of users for items,

which contains the user’s feelings and opinions on the item. Therefore, if

we consider the emotions contained in tags, it is possible to obtain the rec-

ommendation result reflecting the user’s preferences or interest. In order

to reflect the emotions of each tag, the ternary relationships between users,

items, and tags are modeled by the three-order tensor, and new items are

recommended based on the latent semantic information derived by a high-

order singular value decomposition technique. However, the data sparsity

problem occurs because the number of items in which a user is tagged is

smaller than the amount of all items. In addition, since the recommenda-

tion is based on the latent semantic information among users, items, and

tags, the previous tagging histories of users and items are not considered.

Therefore, in this dissertation, we use item-based collaborative filtering

technique to generate additional data to build an extended data set. We

also propose an improved recommendation method considering the user

and item profiles. The proposed method is evaluated based on the actual

data of social cataloging service. As a result, we show that the proposed

method improves the recommendation performances compared to the col-

laborative filtering and other tensor-based recommendation methods.

Keywords: Social Cataloging Service, Connected Users, Isolated Users,

Recommendation, Tag, Emotion, Tensor, High-Order Singular Value De-
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Chapter 1

Introduction

1.1 Research Motivation

Over the past several years, online social networks have grown at an un-

precedented rate, and have served as a catalyst in the explosion of online

media content. Unlike the past when only a small number of people were

capable of creating media for the public to consume, we are already in an

era of a user-generated content deluge. As anyone becomes able to produce

and consume information, the boundary of a dichotomy between “mass

communication” that the information flows unilaterally to a large number

of audiences and “interpersonal communication” that the interactions be-

tween individuals becomes increasingly obscure [1]. Twitter, Facebook, and

YouTube are the leading online social services; they have millions of users

and generate much information. These services have played an important
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role in allowing creative users to share their content and find an audi-

ence. By supporting user activities, they work towards “aims to enhance

interconnectivity, self-expression, and information sharing” [2]. Since the

participation and contribution of the users shows their interest and ten-

dency, in the business areas, these services become a tool of analyzing and

grasping users and providing appropriate marketing and advertisement to

them. This allows users to choose the information that is right for them

even if they do not search for information.

Social cataloging services are one of online social networks; they give

more weight to catalog and estimate contents, rather than communicat-

ing with others. It allows users to consume items and share their opin-

ions, which influences in not only oneself, but other users to choose new

items. Unlike the similar online social media dealing with contents such as

YouTube and Flickr, social cataloging services usually provide users with

only meta-data and a fraction of the actual content, and users in these ser-

vices are influenced by their personal preferences. Then, how do the users

between social cataloging services and other social media are differ? Un-

derstanding of the characteristics of the users in social cataloging services

can be helpful for developing services that suitable for those users.

With the overload of contents, the user suffers from difficulty in select-

ing items. Therefore, it is a significant task to recommend appropriated

items to users based on the personal preferences. Recommender systems

reduce the problem of the choice by recommending the items considering

the behavior of the people and the characteristics of the items. Users’ sub-
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jective feedback for items can play an important role in item recommenda-

tion. Since user’s feedback of an item is generated after consuming items,

the feelings of the user obtained during consuming are directly reflected in

the user’s feedback. Especially, tags are valuable features for recommenda-

tion; it can be used as an additional information of items for reducing the

lack of item descriptions, and as short comments and ratings for exposing

personal opinions.

In this dissertation, we analysis user behaviors in social cataloging ser-

vices to find the characteristics of users and proposed an item recommenda-

tion method using the emotions included in the tags and the probabilistic

ranking.

1.2 Research Contributions

In this section, research contributions of this doctoral dissertation on an

analysis of users in social cataloging services and a tag emotion-based item

recommendation method are described. Overview of the proposed scheme

is shown in Figure 1.1.

The user behaviors in social cataloging services such as rating, tagging,

and writing a review of an item become a user profile representing that

user. Among the various elements constituting this profile, the user’s rat-

ing and tag data are the basis for recommending the appropriate item to

the user. In our approach, the ternary relationships among users, item, and

tags are modeled using the multi-dimensional matrix, which is called as

3



Figure 1.1 The overview of the proposed recommendation scheme.

tensor. In this case, the data sparsity problem is occurred because the num-

ber of items tagged by users is smaller than the entire number of items.

To reduce the lack of data, from the initial dataset, the additional data

is generated based on item-based collaborative filtering technique and is

combined with the original dataset. Using the combined data, emotion in

each tag is extracted utilizing the user rating and the emotion dictionary,

the value of the extracted emotion is used as the weight of the initial ten-

sor. Through the process of tensor factorization and tensor reconstruction,

the recommending candidates are generated. Before the recommendation,

the result of the reconstructed tensor is ranked based on the user and item

profile derived by the previous tagging histories. According to the ranking

score, new items are recommended to users.

The contributions of this dissertation can be summarized as follows:
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• We analyze user behaviors in social cataloging services. We define iso-

lated users and study the difference of the behavior tendency between

isolated users and connected users. Much of previous research for on-

line social networks is only focused on connected users, but isolated

users account for a large part of the network. In social cataloging ser-

vices, isolated users can participate in the services regardless of the

relationships with others.

• We propose an emotion-based tag weighting scheme to improve the

performances of item recommendation. The user ratings are assumed

as the primary emotion of tags and each tag’s own emotion is com-

bined with the rating-based emotion. Previous research on recom-

mendation using tensor modeling usually have used the likeliness

that a user annotates an item by a tag. Using emotions can improve

the recommendation quality as reflecting the personal preference of

items.

• We improve the tag emotion-based recommendation performances by

generating the additional data based on the initial dataset and rank-

ing the recommendation result considering the previous tagging ac-

tivities of users and items.

1.3 Dissertation Outline

The rest of this dissertation is organized as follows: Chapter 2 introduces

background and related work of online social network, recommendation,

5



and emotion analysis. Chapter 3 describes the analysis of user behaviors

in social cataloging services. Chapter 4 explains tag emotion based item

recommendation method using tensor modeling. Chapter 5 shows data ad-

dition using item-based collaborative filtering and ranking reconstructed

tensor using tag-based BM25 algorithm. Chapter 6 discusses conclusions

and future work.

6



Chapter 2

Backgrounds and Related Work

In this chapter, backgrounds and related work will be introduced in Section

2.1, 2.2, and 2.3. Brief introductions of online social networks and social

cataloging services are presented in Section 2.1. In Section 2.2, the termi-

nologies are described. In Section 2.3, the related work of social network

analysis, item recommendation and emotion analysis is introduced in de-

tail.

2.1 Online Social Networks and Social Cataloging
Services

In recent years, the popularity web-based social communities such as Twit-

ter, Facebook, and YouTube have grown, mainly because the proliferation

of electronic devices are increased. Online social networks have served as

a catalyst in the explosion of user created contents. They allow users in

7



making relationships with others, creating and sharing own contents, and

expressing personal opinions and ideas.

According to Wasserman’s definition, a social network is the set of ac-

tors and the ties among them [3]. It is usually represented as a directed or

undirected graph. The nodes means users, and the edges shows relation-

ship between users. The relationships can be classified into four types of

social graphs: friendship graph, interaction graph, latent graph, and fol-

lowing graph [4].

Online social networks can be classified roughly into two groups. One is

more paying attention to interact with users such as Twitter and Facebook.

They focus on the relationships between the users and these relationships

lead to item sharing. The other group is more concentrating on contents

such as YouTube and Flickr. Each service in this group usually has a tar-

get content like video clips and photos, and these shared contents lead to

making relationships.

Online social networks are studied widely in not only computer area

but also the social and behavioral science, economics, marketing, so on. Be-

fore the advent of social media, the researchers are used a small sample for

an experiment, but nowadays online social networks offers a large dataset.

Using this large data, researchers analyze the social network based on the

social theories and algorithms; it provides an opportunity to prove the hy-

potheses of the previous research. The applications are built on the results

of social network analysis. The analysis depends on the view of the net-

work from the macro level dealing with the entire graph to the micro level

8



dealing with the individual users.

Social cataloging services such as Movielens and LibraryThing are one

of online social networks having a target content. Services allow users to

catalog items which can have consumed or desired, represent personal

opinions as writing reviews, rating, and tagging, make relationship and

communicate with others. The aim of such services is extended from the

easy retrieval of the information as a primary function to expressing users’

opinions and sharing their ideas with others [5]. Social cataloging service

usually provides the metadata of items for the convenience of users. How-

ever, with the rapidly increasing new items, users still have to spend much

time looking for items according to their interests, which increases the fa-

tigue of information selection. Therefore, providing better recommendation

is an important issue.

2.2 Terminologies

We define the concepts and the entities used in this research. In order to

describe users in social cataloging services who rate and tag items, let

U = {u1, u2, u3, ..., u|U |} be the set of the users, I = {i1, i2, i3, ..., i|I|} be

the set of items, R = {r1, r2, r3, ..., r|R|} be the set of the ratings, and T =

{t1, t2, t3, ..., t|T |} be the set of the tags, where |U |,|I|,|R|,and |T | are the num-

ber of users, items, ratings, and tags respectively. We denote the relation-

ship that users assign ratings and tags to items as Y and define it as:

Y =< U, I, Yrating, Ytag > (1)

9



Figure 2.1 The screenshot of Movielens.

where the annotation Yrating and Ytag are represented as a set of triples,

such as:

Yrating ⊆ {< u, i, r >: u ∈ U, i ∈ I, r ∈ R} (2)

and

Ytag ⊆ {< u, i, t >: u ∈ U, i ∈ I, t ∈ T} (3)

If rating does not exist, we describe rating as r = ∅. If tag does not exist, t

= ∅; however, in this paper, we only consider the users who tagged items.

The ternary relationships among users, items, and tags are represented

using a tensor which is a higher order generalization of a vector (first order

tensor) and a matrix (second order tensor) [6]. Higher order tensors are also

10



Figure 2.2 The screenshot of the rating and the tags of a movie in Movie-
lens.
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called multidimensional matrices. In this research, tensors are denoted by

calligraphic upper-case letters (A, B, ...), matrices by uppercase letters (A,

B, ...).

The ratings and tags represent the user’s subjective impressions and

opinions about the items. There are several terms to represent the subjec-

tivity: feeling, emotion, mood, and sentiment. The meaning or those words

are slightly different. Feelings are conscious phenomena; emotions are ex-

pression of feelings; and sentiments are emotions that develop and endure

over time [7]. Moods is remnants of emotions [8]. In this dissertation, these

terms are used interchangeably to refer to the user’s reaction after item

consumption.

2.3 Related Work

In this section, relation work of social network analysis, item recommenda-

tion and emotion analysis is presented. In Section 2.3.1, previous studies of

social network analysis are described. In Section 2.3.2, previous research

on item recommendation is presented. Finally, studies of emotion analysis

and recommendation using emotions are described in Section 2.3.3.

2.3.1 Social Network Analysis

As online social networking services become more popular, researchers

have tried to analyze the services to understand their key characteristics.

At an early stage of research, much effort was attempted to analyze the

characteristics of online social networks [9, 10, 11]. Researchers crawled
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popular online social networks and analyzed common structural proper-

ties. In online social networks, user behavior is an especially important

feature in understanding phenomena present in social networks, such as

social influence and user similarity. Crandall et al. [12] studied the role of

user interactions between similarity and social influence. Users showed a

sharp increase in similarity immediately before their first interaction; after

the interaction, the similarity increased slowly. Papagelis et al. [2] inves-

tigated the effect of individual behavior types on social influence. Several

studies have tried to categorize social media; the results differed based on

various perspectives. Kaplan et al. [13] sorted social media services into six

categories by social presence and self-presentation. Online social networks

are classified by the level of self-disclosure. The study claimed that content-

based social communities like YouTube are lower self-presentation than so-

cial networking services. In [14], social media services are categorized into

four groups by formality and interaction. The study argued that social con-

tent sharing such as social bookmarking and social cataloging has higher

interaction and lower formality than general social networking. d Much

research has been done on social content sharing services, and they ana-

lyzed the services and the behaviors of users. In [15, 16, 17], researchers

have studied the characteristics of online video sharing. Particularly, [15]

have tried to investigate the characteristics of social content sharing ser-

vices to distinguish from general online social networking services. The

study showed the differences between the YouTube social network and tra-

ditional online social networks using three features: assortative linking,
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reciprocity, and user homophily. The study also showed the dichotomy of

social and content activities and examined said activities’ popularity in

YouTube. Meo et al. [18] investigated the tagging and friending behaviors

of users in social sharing services and the influence of design of social shar-

ing services in user behaviors using Flickr, Delicious, and StumbleUpon.

Cha et al. [19] studied the information propagation in Flickr. This research

shows that the links between users are the key of information propagation,

and information spreading is limited to individuals who are very close to

the uploader. Au Yeung et al. [20] estimated influences based on the activi-

ties of users and proposed a probabilistic model for user adoption behavior

to capture implicit influences in social content sharing services. The anal-

ysis of social cataloging services was also performed. Based on the aNobii

network, Aiello et al. [21] investigated structural and evolutionary features

and mined geographical information, and Tang et al. [22] studied the read-

ing diversity of users using five similarity measures. Jamali et al. [23, 24]

have investigated the characteristics of social rating networks and modeled

the effect of various influences. Jiang et al. [25] identified the characteris-

tics of users in Douban based on four information seeking modes. Fuglestad

et al. [26] studied the motivations of users’ participation in the social movie

cataloging service.

User’s participation is a key of online communities. Research on the mo-

tivation of participation in online communities has found that the reason

why users participate in and contribute to the communities is to gratify

their needs [27, 26]. These studies suggested that the sense of belonging
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and social behavior are key motivations.

However, much research has claimed that active users are actually only

part of the online community and that a significant portion of users are in-

active. They defined lurking as the passive contribution (i.e., rarely posting

and making relationships) to social communities. Lurking is a common be-

havior in online communities [28, 29]. Lurkers are described as a free-rider

who just obtains resources and contributes nothing [30] or as a user who

passively interacts with others [31].

Several studies have focused on the reason for lurking. Katz [32] stated

that 98% of visitors on large forums do not express their opinions or par-

ticipate in discussion. The reason why users lurk is that they are uncom-

fortable with the hostility and posting in public area, and they can access

various sites while they skip personal insults and abuse. Nonnecke et al.

[33] conducted interviews and showed various reasons for lurking such as

discomfort with public posting, need to remain an anonymous user, and

unsatisfiable information with their needs. A study on the relationship be-

tween intimacy and the type of users [34] found that if the users’ social-

emotional need is not gratified, then they choose to lurk.

Research on lurkers in online social networks has also been conducted.

In a study of lurkers on Facebook [35], the researchers defined lurking as

a passive activity and ostracism as a lack of feedback from other users.

The study found that measures such as belonging, self-esteem, and mean-

ingful existence are low if the user has no feedback or refrain from shar-

ing content. Gong et al. [36] identified that lurkers on Twitter have less
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social connection than active users, but prefer a relationship with active

users. The study also showed the possibility of lurker profiling using their

tweets. Mustafaraj et al. [37] found the difference of tweeting behavior be-

tween the silent majority and vocal minority based on the tweets during a

special election for the US Senate. They showed that the opinions of a vo-

cal minority have a significant influence. However, previous research has

mainly focused on lurkers in traditional social networking services; studies

on lurkers in social cataloging services are insufficient.

2.3.2 Item Recommendation

The recommender system functions as a filter of information overload. The

traces of users in the system are useful for recommendation because they

are presumed as personal preferences and interests [38, 39, 40]. Two main

recommendation approaches are collaborative filtering and content-based

filtering. Collaborative filtering models the process of asking a friend for a

recommendation [41]. This approach predicts and recommends new items

considering users who have similar preferences with the target user. It is

domain-independent technique; it does not rely on the information of items,

but user’s ratings. In contrast, content-based filtering is domain-dependent

method. It analyze the features of items and recommend new items simi-

lar to user profiles extracted from the previous item selection of users. Both

types of recommendation techniques have various problems such as cold-

start problem which is for new users, grey-sheep problem which is caused

by disagreement of preferences among users, data sparsity due to a lack
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of ratings, and scalability for computation. Hybrid recommendation tech-

nique combines collaborative filtering and content-base filtering to avoid

those limitations.

Since the purpose of the recommender systems is to improve the satis-

faction by providing the information depending on user’s need, it is neces-

sary to pay attention to the subjective feedback of the user in addition to

the item information.

Users in social cataloging services use tags for the purpose of facili-

tating retrieval of items and for sharing their opinions and communicat-

ing with other users [42]. Xu et al. [43] classifies tags into five categories:

content-based tags which describe the content or categories of an object,

context-based tags which represent time or location that object was cre-

ated, attribute tags which show the properties of an object, subjective tags

which explain user’s opinion or emotion, and organizational tags for per-

sonal usage. The former three are informative tags that describe the item

itself, and the latter two are tags that contain the user’s individual opinion;

both can be used together (e.g., good performance).

Much of the research on tagging has focused on why users are tagging,

how tagging differs depending on the system, and whether the commu-

nity affects user’s tagging behaviors [42, 18, 44, 45]. They have reported

that most of the social media services understand the importance of tag-

ging. The tagging is being payed attention in many studies of recommenda-

tion system because it is not the fixed keyword but the user’s own subject.

Huang et al. [46] suggested the FRD model combining the frequency, re-
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cency and duration of the tags to find the user’s personalized preferences.

They found the similar users and items to the target user by appying col-

laborative filtering and content-based filtering, and compute the recom-

mendation score using the target user’s FRD information. Guy et al. [47]

integrated tags used in social networks of business systems and proposed

an item recommendation method which combines user and tag informa-

tion. The authors generate the user profile for recommendation based on

the various user-tag relations such as used tags, incoming tags, and indi-

rect tags. Zhang et al. [48] suggested a diffusion-based hybrid recommen-

dation algorithm considering the two roles of the tags that organizes items

and connects between user and item. They shows that the latter role of

tags is more helpful to recommend items, and the hybrid approach shows

the best result. Kim et al. [49] modeled users based on their tags. They

classified items into two sets, positive and negative, and calculate the tag

weights of the items in both sets. After that, they found the relevant topics

based on the tags for the recommendation. Research of Gedikli et al. [50,

51] have conducted to predict the rating of the item by making rating on the

tag itself in order to improve the quality of the tag-based item recommen-

dation. Kim et al. [52] proposed an item recommendation method based on

implicit trust relationships derived from user’s tagging information.

In recommendation systems using tags, the relationships between users,

items, and tags are represented by a tripartite graph (Figure 2.3). It can

capture the three pairs of relationship, i.e., user-item, user-tag, and item-

tag, but loses co-existence information about users, items, and tags [53].
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Figure 2.3 The tripartite relationships among users, items, and tags.

Expressing the ternary relationship with a multidimensional matrix in-

stead of a tripartite graph can improve the quality of the recommenda-

tion because the ternary associations can be considered. Researchers have

used a three-order tensor to represent the ternary relationship and apply

the tensor factorization method to capture the latent semantic associations

among them. HOSVD [54], which is one of the tensor factorization meth-

ods, has been applied in various recommendation studies.

The studies of Symeonidis et al. [55, 56] have proposed a tensor-based

recommendation approach. They used a three-order tensor for user, item,

and tag relationships and applied the HOSVD technique. A Kernel-SVD

combination algorithm was adopted to improve the accuracy of the recom-

mendation. Peng et al. [53] introduced the concept of hidden tag and hidden

item to efficiently grasp the similarity between users and suggested a rec-

ommendation technique using Tucker decomposition. Xu et al. [57] adopted
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CubeSVD [6], which has been investigated to improve personalized web

search using HOSVD technique. They split an original tensor into several

sub-tensors in order to reduce the sparsity of the tensor. Ifada et al. [58]

studied the scalability in the tensor reconstruction process and the rank-

ing of the recommended items. They argue that the recommendation based

on the result of the tensor reconstruction process ignores the user’s pre-

vious activities. Therefore, the authors ranked the result of tensor model-

ing utilizing Näive Bayes approach. To reduce the computational size, [59]

clustered tags by topic using K-means clustering algorithm and tripartite

clustering approach.

In our study, we used the tensor model and applied HOSVD as the ten-

sor factorization method. Most of the recommendation method using the

tensor model have used a binary value as an elements of the tensor. How-

ever, we used the emotion value as an initial value of the tensor for consid-

ering user’s preference and impression of items.

2.3.3 Emotion Analysis and Recommendation using emotions

To improve recommender systems, much research have focused on emo-

tional information [60, 61]. The relationship between the emotions and

user’s consumption have been studied in various fields, and many recom-

mendation studies have focused on how the emotions before and after con-

sumption affect the choice of the next item [62, 63, 64, 65, 66]. Tkalčič et al.

[65] classified emotion into three stages when the user uses the recommen-

dation system and introduced emotion detection methods and emotion us-
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age at each stage. According to this study, user’s emotion before consuming

items affects user’s item selection. On the consumption stage, one emotion

or various emotions appear over time depending on the type of content. Fi-

nally, emotion after consumption affects the user’s next behavior, which is

an indicator of whether the user is satisfied with the item. Zheng et al. [67]

studied the role of emotion in recommendation algorithms. They studied

the recommendation considering emotion feature in context-aware split-

ting algorithm and differential context modeling algorithm. The evaluation

showed that emotion features improve the recommendation performance.

Winoto et al. [66] showed that the rating can be biased according to the

user’s pre-mood, and they proposed a recommendation method considering

the rating bias.

SenticRank [68] is the framework which maps the tag-based user pro-

file to the sentiment space and ranks the resources suitable for the user’s

query. The research was conducted for personal search, but it can be ap-

plied to the recommendation system. Qingbiao et al. [69] proposed a senti-

ment enhanced tag-based recommendation method which utilizes the pos-

itive and negative polarities of tag synsets for calculating similarities be-

tween resources. Dong et al. [70] applied the sentiment to product recom-

mendation. They proposed an approach to combine the product similarity

and the product sentiment; the product sentiment is obtained by extracting

features from the user’s review and calculate the sentiment of each feature.

Garcia et al. [71] and Sun et al. [72] have applied the sentiment analysis

on the user feedback. Both research reported that the sentiment analysis
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is effective to obtain the better recommendation. Kim et al. [73] proposed a

recommendation method for tackling cold start and data sparsity issues in

music recommendation systems. The authors developed UniTag, a tagging

ontology, to assign meaning and scores to user tags. The UniTag ontology

consists of UniMusic ontology for solving the semantic ambiguity of the

tags and UniEmotion ontology for weighting the tags. The users’ profiles

are generated by combining the emotion weight of the tags given through

the ontology and the number of plays of items. A collaborative filtering

technique is applied to the user profiles to recommend music to users. This

study is similar to our research in terms of using the emotions of tags, but

the target content and the strategy to measure preference values is differ-

ent. Our targeted content, such as movies or books, has a limited number

of items to be repeated, and the users leave the feedback in the social cat-

aloging service after consuming items outside the service. Therefore, it is

difficult to use the amount of item consumption as the value of the prefer-

ence in our research. We used the user’s ratings as the preference value of

the items. The preference based on the number of plays of music can rel-

atively change with time, but the preference using the ratings has always

the same value, and thus can be more consistently reflected.

To extract emotion, various emotion lexical resources were introduced

such as SenticNet [74], Emolex [75], ANEW (Affective Norms for English

Words) [76], and SentiWordNet [77]. Among them, SenticNet is an emo-

tional vocabulary dictionary for concept-level sentiment analysis. Emotion

is represented by affective dimensions consisting of pleasantness, atten-
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tion, sensitivity, and aptitude and by polarity based on the dimensions. In

this paper, we use SenticNet 4.0 which includes 50,000 concepts to extract

the emotions contained in the tags.
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Chapter 3

User Behavior in Social
Cataloging Services

3.1 Motivation

Online social networking services can be classified by their differing aims,

system components, and the behavioral patterns of users. Social content

sharing services, which are a kind of online social networks, give more

weight to content sharing than to build social relationships. They usually

deal with target content such as videos for YouTube, books for Library-

Thing, and images for Flickr. The main purpose of users in these services

is to share items and to find other items that match interests, rather than

to make a relationship or communicate with others. Such users can usu-

ally access items within the service and are more likely to choose items

impulsively, and they tend to interact with others explicitly such as writ-
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ing comments or sending messages.

Despite the difference in target contents, social content sharing services

look very similar to each other. However, certain of those services can be

distinguished by a way to provide content, and this difference can affect

user’s content selection and communication. Social cataloging service is

one of the social content sharing services; they allow users to catalog and

share items with others [78]. Such services usually provide users with only

meta-data and perhaps a fraction of the actual content such as sample

teaser or chapter. Users in the services tend to select items carefully based

on personal preference because they cannot consume the whole of the con-

tent instantly. Also, they tend to express their opinions through review or

ratings rather than casually conversing with others. Specifically, they tend

to be more focused on the self-expression and maintain relationships by

implicit interactions such as reading news feeds about other users without

any interactions.

Surveillance is the process of monitoring other individual’s actions or

activities to obtain information, and social networking services are used

as a tools to surveil other users to obtain information and opinions from

them. Unlike the past, which shows the vertical relationship of the power,

surveillance is changed into a horizontal relationship that anyone becomes

an observer and can be observed, and it is possible to monitor not only

other users (social surveillance) but also user’s own expression or presenta-

tion (self-surveillance) [79]. The same applies to social cataloging services.

Through the social surveillance, users adjust their reviews by reflecting
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the opinions of others. In the research of [80], the authors document a

“self-presentational strategy”, which is influenced by negative ratings, and

a “multiple audience effect” that consumers observe the various opinions

and give the balanced ratings. The social connection function provided by

the social cataloging service enables users to interact with others, and re-

fer to other’s activities and opinions and obtain complementary informa-

tion about items. However, since the link between the users is one of the

various options for the user to acquire the information about items; there-

fore, even if the user does not have any relationships with others, they are

not affected by cataloging items and sharing their experiences. That is why

the majority in social cataloging services tend not to build the relationships

with others. Social cataloging service is different from the conventional so-

cial networking services such as Twitter of Facebook that requires links

between users. In social cataloging services, the users’ who do not have

any links are not a lurker who causes the problem of free riding, but users

who contribute to the service for self-satisfaction.

In this chapter, user behaviors in social cataloging services are ana-

lyzed with regard to assortative linking, reciprocity, and homophily. For

the comparison by the type of services, a YouTube study [15] is utilized as

a representative social content services. Also, we investigate the character-

istics of the isolated users who are not connected with others but account

for a substantial part of service users, and study the differences in users’

behaviors depending on whether there is a connection between users of the

social cataloging service are studied.
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3.2 Datasets

Social cataloging services denote the services that help or have helped

users to catalog items of interest. The services provide basic features for

users to create their own item lists, rate the item, and write reviews. Nat-

urally, the users also make relationships, comment on other user’s pages,

and join communities much like when using online social network services,

though the ways of user interactions depend on the services. In this study,

we used three services as our datasets: LibraryThing, Userstory Book, and

Flixster; Table 3.1 shows the summary of our datasets.

Table 3.1 The summary of the datasets.
LibraryThing Userstory Book Flixster

Users 346,126 12,933 147,612
Relationships 386,056 13,591 7,058,819
Items 7,120,817 100,168 48,794
Comments 97,404 2,181 -

3.2.1 LibraryThing

LibraryThing is one of the most famous social book cataloging services

launched in 2005. Presently LibraryThing has almost 2 million users and

information on over 100 million books. User relationship is unilateral, and

users do not need to obtain consent to be connected. In addition to the func-

tions described above, it is possible to tag a book in a list of their own.

In a social cataloging service, user behavior related to books is relatively

more active than user relationships. Therefore, it is difficult to crawl data

27



using some users as a seed like in social network services. In this study, we

choose users who have one of the more popular books in LibraryThing as

a seed. The books are A Game of Thrones, Mockingjay, Great Expectation,

and Alchemist, to name a few. We collected the data in October 2014 using

breadth first search. The dataset contains 346,126 users, 386,056 unilat-

eral relationships, 7,120,817 book entries, and 97,404 comments.

Figure 3.1 The screenshot of LibraryThing.

3.2.2 Userstory Book

Userstory Book is a social book cataloging service in South Korea launched

in 2009. Presently Userstory Book has over 20,000 users and over 200,000
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Figure 3.2 The screenshot of Userstory Book.

book entries. The relationship is unilateral like that of LibraryThing. Users

cannot tag books on their own lists, but they can set the status of the books

into three groups: plans to read, currently reading, and already read. We

collected the entire data until May 8th, 2012. The dataset contains 12,933

users, 13,591 unilateral relationships, 100,168 books, and 2,181 comments.

The size of the dataset is remarkably small in comparison to the Library-

Thing dataset. However, the characteristics and implications of the entire

network of the social cataloging service are important to understand. We

will also show that Userstory Book is suitable for analyzing because the

service has a similar structural tendency as the LibraryThing dataset de-

spite the smaller size.
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3.2.3 Flixster

Flixster is a social movie cataloging service that allows users to rate movies

and to create social relationships. We use the dataset generated by Mohsen

Jamali [23] 1. The dataset contains 147,612 users who have rated 48,794

distinct movies (66,731 movie data points and 8,196,077 rating data), and

7,058,819 friend relationships. The relationships are crawled as a directed

network, although the friendships in Flixster are actually an undirected

network.

Figure 3.3 The screenshot of Flixster.

1http://www.cs.ubc.ca/ jamalim/datasets
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3.2.4 Preliminary Analysis

In this section, we examine the basic characteristics of our datasets. We

present the degree distribution of users, the distribution of items, the rela-

tion between item and user’s popularity, and user interactions.

Figure 3.4 represents the in-and out-degree distribution of the datasets.

In each dataset, there are extremely active users who have many friends,

but users usually make few relationships with other users. In fact, 45%

and 46% of the users on LibraryThing and Userstory Book have just one

outgoing link. The number of users who have no out-degree is 76% and 79%

respectively, and, of these, 91% of users on both datasets do not have any in-

degrees either. In the case of Flixster, users who have less than 10 outgoing

links are 26%, and it seems smaller than the results of the former datasets.

However, it is difficult to compare the tendency of out-degree as two social

book cataloging service datasets because [23] explained that they ignored

many users in their dataset who have not rated any movies. There are also

a few users who have many links. The user with a large number of friends

has 3,800, 490, and 1,045 outgoing links on LibraryThing, Userstory Book,

and Flixster, respectively.

In comparison with YouTube as a representative social content shar-

ing service, we used the YouTube dataset provided by [16]. We used the

dataset of user information from 2008, which contains information on the

number of friends of more than 2 million users. The users in YouTube have

18 friends on average, whereas the users in social book cataloging services
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have one friend on average.

Next, we consider the distribution of the number of items for each user

(Figure 3.5). According to our estimation, on average, each user has 210

books at LibraryThing (median = 48), 31 books at Userstory Book (me-

dian = 3), including books planned to be read, and 55 movies at Flixster

(median = 4). There are also extremely active users who have many items

on their list, and their items cover the various genres of books or movies.

Since our crawled data were not follow the normal distribution, Spearman

correlation is used for the tests, which is a nonparametric measure of corre-

lation. The results of Spearman’s correlation analysis between the number

of items a user has and the number of genres the items cover are respec-

tively 0.87 and 0.95 for Userstory Book and Flixster. It means that there

is a strong positive correlation between the activeness of users and their

range of interests; namely, the extremely active users are better than the

rest in expressing their interest in all genres. The result of LibraryThing

dataset was excluded because they do not provide any genre information.

How we obtained and classified the genre of items is described in Section

3.3.3.

We also examine the relation between the number of items and user

popularity. Figure 3.6 shows that the most active users with many items

are not more popular than ordinary users. The Spearman’s correlation also

supports the finding; the coefficients are 0.22, 0.36, and 0.07 for Library-

Thing, Userstory Book, and Flixster respectively. Active behaviors such as

reading many books (or watching many movies) and expressing one’s inter-
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est does not affect making relationships and vice versa. This indicates that

users present their impressions for their own needs and self-satisfaction

and not for giving information to others.

In social cataloging services, user interactions usually occur if a user

leaves messages on other users’ pages; hence, we created an interaction

graph based on comments on the personal pages and analyzed the user

interactions. For this analysis, we only use the LibraryThing and the User-

story Book datasets because the Flixster dataset does not have information

on user interactions. If there is an edge from user u to user v, it means u

leaves a message on v’s page. We ignore the replies of the messages and

the messages written to oneself. The interaction graph of LibraryThing

consists of 41,597 users and 97,404 interaction edges; 11,272 users have

one or more reciprocal edges. In the case of Userstory Book, the interaction

graph consists of 872 users and 1,287 interaction edges. 364 users have one

or more reciprocal edges, which indicates that 12% and 6.7% of the total

users have interactions with other users. Out of the nodes in the interac-

tion graphs, about 31% of the users from both interaction graphs interact

with their friends. These results mean that most users are indifferent to

social behavior, and like other social content sharing services, users usu-

ally use the service for creating item lists and leaving impressions and not

for communicating with other users.
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3.3 Characteristics of Users in Social Cataloging Ser-
vices

Wattenhofer et al. [15] found the differences between a YouTube network

and a traditional online social network in terms of assortativity, reciprocity,

and homophily. We used the same methodology to investigate the charac-

teristics of users in social cataloging services and compare the results with

[15] in order to determine whether distinctions exist between general social

content sharing services and social cataloging services.

3.3.1 Assortativity

Assortativity is the tendency of nodes to connect with other nodes with

similar degrees of a certain unit. We examine assortative links based on

user popularity. Figure 3.7(a)-(c) are the results of the LibraryThing, User-

story Book, and Flixster dataset, respectively. In the case of Flixster, we

only obtain the result of the assortativity between the users with recipro-

cal relationships because the original Flixster service provides reciprocal

relationships. The x-axis represents the in-degree of users, and the y-axis

represents the average in-degree of friends. The plots show that users form

social relationships with others who have a certain amount of in-degrees

regardless of the number of in-degrees of themselves. This tendency has

nothing to do with the type of links. We also calculated the assortativity co-

efficient for each dataset, and found all users (-0.028) and reciprocal users

(0.241) for LibraryThing, all users (-0.087) and reciprocal users (0.006) for

Userstory Book, and reciprocal users (0.02) for Flixster. In [9], the assorta-

36



tivity coefficients for YouTube is -0.033, and it seems similar to our datasets

as a result of non-assortative. However, the assortativity measurement for

the subscription network in YouTube [15] shows that most users in a sub-

scription graph subscribe to users who are much more popular than them-

selves, and significant differences depend on the type of links; reciprocal

users are more assortative than the entire userbase.

3.3.2 Reciprocity

In our datasets, with the exception of Flixster which provides undirectional

relationships, 69% of the links in the LibraryThing dataset and 55% of the

Userstory Book dataset are bidirectional. That is, the number of users who

join in interacting with each other is less as described in Section 4, but the

level of reciprocity is relatively high. This implies that the relationships are

usually superficial and tend to be passive engagements [81]. Most of the

users keep up with friends by reading news, reviews, and ratings, without

actual communications. The users do not try to develop deeper connections.

In comparison with the reciprocities of other social content sharing ser-

vices, our results are larger than YouTube (25.42%) [15] and similar to

Flickr (68%) [19]. Mislove et al. [82] argues that many of reciprocal links

are built by courtesy because Flickr informs users of new incoming links

by email. In the case of CiteULike, one of the social cataloging services,

they have only 93 reciprocal links out of 11,295 unilateral links [83], and

this proportion is less than the results of our datasets. It appears that the

target content of CiteULike is scholarly papers, and users have the more
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specific interests than users in other social cataloging services.

3.3.3 Homophily

We use genres of items for measuring homophily among users. The items

in a user’s list cover a wide range of genres. Thus, we assume that the

most dominant genres in the user list represent the user’s primary interest.

Prior to the analysis, we perform the genre classification as preprocessing.

The metadata of the books offered to users by Userstory Book are obtained

from online bookstore. The genre information out of the metadata is based

on the fine grained categories, and they are too specific; thus, we reclas-

sified the genres in our dataset into 29 genres using the coarse grained

categories in the online bookstore. Unlike the Userstory Book dataset, the

LibraryThing and Flixster datasets do not have any information on genres.

Accordingly, we utilized the genre information in other datasets for classi-

fying genres. For the Flixster dataset, we classified 28 genres based on the

genre information in a movie dataset from the Internet Movie Database

(IMDb) 2. We matched up the movie titles in the IMDb dataset with the

titles in the Flixster dataset and applied the genre of the matched titles in

our dataset. As a result, we obtained 50,868 movies with genre information

out of 66,731 movies. In contrast, for LibraryThing, we could not find other

datasets that have genre information of books. Thus, we have excluded the

LibraryThing dataset in the homophily experiment.

For the book dataset, we measure the level of homophily in three graphs:

2IMDb plain text data files are available at http://www.imdb.com/interfaces
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unilateral friendship, reciprocal relationship, and interaction. 47.94% of

users in the unilateral friendship graph and 30.09% of users in the recip-

rocal friendship graph are interested in the same genre as their friends.

Only 6.57% of users in the interaction graph have genres in common with

other users who interacted with them. In the case of the movie dataset,

only 2.75% of users in friend relationships have common interest with their

friends. Also, the interest of the users with a few friends and items often

matched up with the interest of their friends in the Userstory Book, but

it is rare in the movie dataset. These results show the significant differ-

ence between two datasets. The average number of friends for each user

in the Flixster dataset is greater than that in the book dataset, and the

friendships in movie dataset are built as an undirected link. It means that

many of links in Flixster can be made by courtesy, and these links make

the network less homophilous. The results of the YouTube network are on

average 26.58% and 27.46% for the subscription network and the comment

graph, respectively [15]. To examine homophily, they used the video cate-

gories that users upload their content.
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3.4 Isolated Users in Social Cataloging Service

In Section 3.2.4, we showed users who do not have any friends form a ma-

jority of the social cataloging services. These isolated users can be the users

who do not participate in the services and only read other’s update, or they

can be the users who contribute to the services and merely disconnected

with others. The former users are usually called lurkers, and we refer to the

latter users as unsociable users. In this section, we study what the charac-

teristics of the isolated users in social cataloging services are. If they are

the lurkers, they have less communication with others, a small number of

items in their list, and few expressions such as reviews and ratings. If the

isolated users are the unsociable users, they also have less communication

with others, but other behaviors are as active as the connected users. We

call the users who have one or more friends as connected users. The per-

centage of the isolated users in our dataset is described in Table 3.2. Many

of the users do not have any connections with others.

Table 3.2 The ratio of the isolated users in our dataset.
LibraryThing Userstory Book

Total Users 346,126 12,933
Isolate Users 241,806 9,348
Percentage 69.8% 72.2%

We begin by examining how many users who do not have friends com-

municate with other users. For this analysis, we exclude the movie dataset

because the dataset does not have communication information. As a result,

only 1% and 0.6% of users at LibraryThing and Userstory Book, respec-
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tively, interact with other users. Of these, the ratios of users who commu-

nicate with only one user are 83.8% and 81.3%, respectively. These results

show the low interaction rate of the isolated users.

Next, we analyze whether there is a difference of the reading tendency

between the connected users and the isolated users. Figure 3.8 is the result

of the connected users and Figure 3.9 describes the result of the isolated

users. In both graphs, the x-axis represents the number of items for the

user, and the y-axis represents the percentage of the users who have items.

The included graph in Figure 3.9 represent the percentage of the isolated

users who have one to one hundred items. In all of our datasets, most of the

isolated users have items: LibraryThing (98.9%), Userstory Book (65.8%),

and Flixster (100%). LibraryThing and Flixster datasets show very low

proportions of isolated users who do not have any item because datasets

could be biased due to crawling, which is based on the item list; especially,

the Flixster dataset seems to be limited to the users who have rated movies.

Among the isolated users, a majority has one to ten books and movies,

and it is same as the result of the connected users. In comparison to the con-

nected users, the isolated users have less items than the connected users

on average in the case of LibraryThing and Userstory Book. However, the

isolated users have more items than the connected users on average in the

case of Flixster despite that the number of isolated users is very small.

However, the number of items each user has does not show the active-

ness of the user. The users cannot be active at present because they could

have catalogued the items a long time ago. Thus, we count the number of
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users who update the item list k months ago. The results are illustrated

in Figure 3.10. The x-axis represents the change of the time interval and

the y-axis represents the number of users who have registered new items

in his or her list on a log scale. The solid line shows the results of the iso-

lated users and the dotted line shows the results of the users who have

friends. Although the two groups have a difference in the number of users

who save items in the list during the time interval, the pair of user groups

in all three datasets indicates a similar tendency generally. There is also no

significant change in the number of users over time. The Flixster dataset

shows a large difference between the two user groups, it seems that be-

cause of data bias described in Section 4. We also calculate the number of

users who update only one item in the last 12 months. These users indicate

that they do not use the service after the first try. As a result, isolated users

and connected users at LibraryThing (7% and 6.7%), Userstory Book (28%

and 12%), and Flixster (33% and 29%) updated the item list one time dur-

ing the time interval. These results imply that the similar amount of the

isolated users and the connected users are not interested in the services.

Next, we measure the time differences in updating the item list be-

tween isolated users and connected users. Users can save several items on

the same day since users can update their list at any time and are able to

consume many items per day. However, considering the nature of content

with a long duration, we assume that users update the list several time

a day when they register the items all at once that they had consumed in

the past; thus, we ignore them in our experiment. Figure 3.11 depicts our

44



2 4 6 8 10 12

0

1

2

3

4

k

T
h

e
 n

u
m

b
e

r 
o

f 
th

e
 u

s
e

rs
 (

lo
g

)

LibraryThing Userstory Book Flixster
Isolated user Connected user
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results. The x-axis describes the average time interval. The unit is in days,

and the value is limited to 300 days. The y-axis describes the proportion

of users who update the list with the time difference. In all three datasets,

both isolated users and connected users show a similar tendency. The pro-

portions of isolated and connected users who update the item list within

a week on average are 31.26% and 20.24% at LibraryThing, 31.71% and

30.28% at Userstory Book, and% and 19.08% at Flixster. The users with

similar portions actively add items on to the list, and the large number of

users have a long time interval to update the list. This result shows that

isolated users are as engaged in actions that gratify their needs as con-

nected users.

As we have mentioned above, the users consume the items and catalog
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them on their lists constantly regardless of the existence of social relation-

ships. However, there are various features that the users participate not

only updating the reading list, but also the information contributions and

social interactions. Thus, the statistical tests are conducted to analyze the

relationships between those features in the services and whether there is

any different tendencies between the connected users and isolated users.

We use six features for the tests: user relationships, book reading, ratings,

tags, joining date, user interactions as comments. In the case of Userstory

Book, the information of joining date is not provide. Thus, the users’ IDs

are used as the joining date because the system assigns IDs in order of join-

ing. The larger the ID value, the more recent users. Also, Userstory Book

do not provide the tagging operation, the test for tagging is excluded.

Table 3.3 and 3.4 are the results for the connected users and isolated

users respectively. Unsurprisingly, books read has correlations with rating

and tagging. However, the user relationships of the connected users has a

low correlation with other features. Users who have more friends do not

tend to communicate with others and to read more books. It seems that

some users rely on their own standards or a book recommendation on the

service. The joining date has no correlation with other features. Since the

users utilize the service for self-satisfaction, the time of joining is not an

important factor. Tagging and rating have a correlation, but some users

use either tags or ratings to express their impressions about items. There

is a weak correlation between social features and user feedback for the

connected users, but the isolated users has no correlation between them.
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This is because of the difference of the number of users who interact with

others. The result of the connected users implies that some users seem

to be taking advantage of social features in their reading. Overall, there

are generally the low correlations between features; it suggests that users

selectively use the features in order to achieve their limited aims.

In summary, there are not much difference between the isolated users

and the connected users in each service. The isolated users have many

items, and a few users have huge amounts of items as the connected users.

In terms of the frequency or the period of updating item list, the isolated

users are similar to the connected users. These characteristics suggest that

the isolated users in social cataloging services are more like the unsociable

users than the lurkers; those users are disconnected with other users, but

they also contribute to the services actively.

3.5 Summary

Social cataloging services allow the users to make their own item lists

and share their impressions of items with others. In this paper, we have

analyzed the user behaviors in social cataloging services using datasets

collected from three services: LibraryThing, Userstory Book, and Flixster.

The dataset of Userstory Book is quite smaller than other datasets, but it

means we were able to work on a comprehensive dataset of a social cata-

loging service. This is also good for determining the general characteristics

of social cataloging services.

In order to understand the distinguishing characteristics of the users
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in social cataloging services, we analyzed and compared the datasets to the

YouTube network, which is a representative general social content sharing

service, in terms of assortativity, reciprocity, and homophily. According to

the results, our datasets have low assortativity as YouTube dataset, but the

tendency of following is different. Most of the users in YouTube subscribes

the users who are more popular than themselves, while the users in our

datasets follows the users who have a certain amount of popularity. The

reciprocity rates of our dataset are higher than YouTube studies, but their

interaction rates are low. It means the friendships between users tend to

be superficial and passive. In the case of homophily, our results have the

differences between the book datasets and the movie dataset. The users in

Flixster have more friends than the users in Userstory Book, but they have

a lower homophily ratio. It means that many of the connections between

the users can be made by courtesy regardless of their own interests.

We also study the isolated users in social cataloging services. From our

results, we found that the isolated users who are inactive in social behav-

iors show similar patterns to connected users. Although isolated users have

few interactions with others and rarely make friends, they are as engaged

as connected users in actions that satisfy their needs such as rating, review,

and tagging. This shows that disregarding isolated users and mainly fo-

cusing the connected users lead to a misunderstanding in social cataloging

services as with other online communities. To providing the web services

to users in social cataloging services, understanding the user behaviors in

those services is needed.
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Chapter 4

Tag Emotion Based Item
Recommendation

In Chapter 3, we classified users of the social cataloging service into two

groups, i.e., connected users and isolated users, and analyzed the charac-

teristics of them. As a result, even though many connected users have re-

ciprocal links, communications between them and sharing each other’s in-

terests are less. On the other hand, isolated users have as much activeness

as connected users, even though they are not related to other users. That is,

users pay more attention to expressing their experience of items than so-

cial features. However, the lack of explicit connections between users does

not imply complete isolation from social cataloging services. There is also

an implicit connection centered on individual feedback as well as an ex-

plicit connection that the relationships and the communications among the

users. Such implicit connections may convey the user’s subjective experi-
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ences on items, which may affect the user’s future item selection.

Supporting the user to choose the appropriate items for his/her pref-

erence is the issue of the social cataloging services. Because the overload

of information and data hinders the user’s efficient choice. In this section,

we suggests a recommendation method for users of the social cataloging

service. Since both connected and isolated users prioritize the activities for

items, we suggest a recommendation technique using a three-order tensor

modeling a weighting scheme that derives the user’s emotions reflected in

the tag, which is the user’s subjective feedback.

4.1 Motivation

Numerous contents appear every day. Thousands of movies are made, and

more than one million books are published worldwide in a year. While

consuming various contents, people can link the content their own expe-

riences and feelings, and they can interact with others about their inter-

ests through various social media. The social cataloging services, such as

Goodreads1, LibraryThing2, and Movielens3, allow users to catalog items

and share their opinions on them with others through ratings, tags, and

reviews. These services usually deal with time consuming content such as

books and movies. They provide only meta-data or a fraction of the actual

item such as sample teasers or chapters rather than providing the item

itself. Thus, users are more likely to choose items that they want to con-

1http://www.goodreads.com
2http://www.librarything.com
3http://movielens.org
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sume carefully based on their personal taste by referring to the estimation

of other users.

The inundation of content causes users in social cataloging services to

have difficulty in selecting items among plenty of information. Recommen-

dation systems have been proposed to solve the problem, and various rec-

ommendation techniques have been studied [69, 84]. Collaborative filtering

is the most widely used recommendation method based on user’s past be-

havior. Since the purpose of the recommendation system is to provide the

appropriate information to users and improve their gratification, it is nec-

essary to pay attention to the subjective feedback of the user in addition

to the information about the item. Conventional recommendation systems

have utilized rating data as user’s explicit feedback on items. Unlike rating,

tagging data does not explicitly indicate the user’s preference for the item,

but it contains additional information about the user’s experience since the

user directly inputs the tag. Especially, a tag that reflects an individual’s

subjective opinion contains positive or negative valence or certain feeling;

it become a cue for understanding how a user considers an item. There-

fore, the utilization of tagging data for recommendation can support the

user experience and complement the existing rating information, thereby

providing the possibility of improving the recommendation performance.

In this paper, a tag that reflects user’s emotion will be called an emotion

tag.

The user’s emotions play an important role in selecting and consuming

items. According to the research of [65], the emotions obtained from the ac-

53



tion immediately before consuming the item affect the user’s selection of a

new item, and during consumption, the emotion changes with the passage

of time. After the consumption, the emotion affects the user’s next action;

it can be very useful to measure the user’s satisfaction with the item. In

the social cataloging system, a consideration of the emotion factors can

increase the accuracy of the recommendation system, since rating and tag-

ging items can be viewed as a behavior reflecting this post-consumption

feeling.

A user’s rating means an overall estimation, i.e., an item is positive

or negative, and the tags are a detailed and additional reason of the rat-

ing. Therefore, emotion tags can be interpreted differently depending on

which valence is used. If the same tag is assigned to the different items, it

can be understood as positive, negative, or sarcastic meaning depending on

whether the user uses the tag to the item with the high rating or with the

low rating. For example, “funny” means “peculiar” as well as “humorous”.

Therefore, it is necessary to consider the intention of the user in the tag for

a better understanding of the user’s preference.

In this chapter, we propose a tag-based item recommendation approach

considering the emotions contained in tags. To calculate the tag weight,

we first normalize the rating data and assign the value to each tag to con-

sider the user’s overall assessment of the item. Then, we obtain the emotion

value of the emotion tags based on SenticNet [74], which is the emotion lex-

ical resource, and arrange the tag weight using the emotion value. In this

process, the weight of the same tag can be changed according to the positive
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or negative valence of the item.

In general, the ternary relationships of users, items, and tags are de-

scribed by the tripartite graph; however, it cannot reflect the ternary as-

sociation, but only three pairs of relationship, i.e., user-item, user-tag, and

item-tag. Therefore, we model the relationship of users, items, and tags

as a three-order tensor, which is a multi-dimensional matrix, and use a

High-Order Singular Vector Decomposition (HOSVD) [54] as a tensor fac-

torization approach to recommend the appropriate items for each user. The

previous research has mainly used the existence of tags as the initial el-

ement of a tensor, but we utilized the tag weight based on the emotion

as the initial value to provide enriched information of the ternary relation-

ship. We evaluate the performance of the proposed method using Movielens

data, which is a social movie cataloging service, and showed that consider-

ing the emotions of tags improve the recommendation quality.

4.2 Weighting of Tags

4.2.1 Rating Based Tag Weight

User’s decisions always reflect emotion [60]. When a rating and tags are

assigned to an item, tags play a role in supporting rating except when used

for personal classification and retrieval as an organizational tag. We as-

sume that the rating is the result of condensing the user’s feelings about

the item so that the tag has a positive or negative valence based on the

rating. The rating-based tag weight based on the rating is calculated as
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follows:

weightbase(tu,i) =


ru,i(t) if ru,i 6= ∅

0 otherwise
(4)

where ru,i is the rating which a user u assigned to an item i, and ru,i(t) is

the normalized rating value for a tag t used by the user u in the item i.

If the original rating is used as the tag weight, a bias may occur because

the range of the rating given to the item varies depending on the user.

For instance, Some users may only give a score close to five for items, and

others may score a score between one to three (Figure 4.1). Thus, we vec-

torize each user’s ratings and normalize them into a unit vector. ru,i(t) is

described as follows:

ru,i(t) =
ru,i√∑|I|
i=1 r

2
u,i

(5)

Figure 4.1 An example of the different range of the user ratings.
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4.2.2 Emotion Based Tag Weight

Emotion tags contain the more detailed intensity of polarity than the rat-

ing; the local weight of each tag use the emotion value of each tag. To obtain

the value, the following steps are executed for each tag t:

(1) A special character removal. Remove the special characters contained

in the tag. (e.g., awesome!)

(2) A proper noun removal. Proper nouns can be used as tags, and they

may contain the emotion words (e.g., Jennifer Love Hewitt, Barnes &

Noble). In this case, the words do not affect the emotion of the tag;

thus, those tags are removed.

(3) Calculating local weight of tag. We use the emotion dictionary to cal-

culate weightemotion(tu,i).

i. If the tag exists in the emotion dictionary, the emotion value of

the tag is used as the tag weight.

weightemotion(tu,i) = EmotionScore(tu,i) (6)

where EmotionScore(t) gives the emotion value of tag tu,i in the

range from -1 to 1 if the tag is included in the emotion dictionary,

otherwise the value is 0.

ii. If the tag does not exist in the emotion dictionary and is com-

posed of more than two words, the weight is calculated in units

of words.
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a. Tokenizing. If the tag is composed of two or more words (e.g.,

great performance, this book is good), tokenize it in units of

words.

b. Lemmatizing and stemming. Each word appears in the form

of a root word.

c. Calculating local weight of tag. The weight of the tag is cal-

culated based on the emotion value of each word which com-

prise the tag:

weightemotion(tu,i) =
1

|termemotion|

|term|∑
j=1

EmotionScore(termj)

(7)

where a term is the word which is consist of a tag t, |term| is

the number of words in the tag, |termemotion| is the number

of the emotion words.

If no emotion value is finally obtained through step 3, the local weight of

tag becomes 0.

4.2.3 Overall Tag Weight

The total weight of each tag weight(tu,i) is calculated by combining the

rating-based weight and the emotion tag-based weight as follows:

weight(tu,i) = (1− α)× weightbase(tu,i) + α× (weightemotion(tu,i)× 0.5) (8)

where α is the parameter to control the influence of the emotion of the

tag. The range of weight(tu,i) adjusted from (-1, 1) to (-0.5, 0.5) so that the
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Figure 4.2 The illustration of HOSVD.

width of the range became similar to weightbase(tu,i) while maintaining the

polarity. The appropriate value of α is selected empirically. If the tag has no

emotion value, only the rating-based weight is used to calculate the total

weight (α = 0).

If the user tagged an item with several tags, the average weight of the

tags is used as the weight of each tag of the item.

weight(tu,i) =
1

|tu,i|

|tu,i|∑
k=1

weight(tku,i) (9)

where tku,i is the kth tag that user u assigned to item i.

4.3 Tensor Factorization

Tensor factorization is the recommendation technique which deals with the

multidimensional data. In this paper, we applied HOSVD [54] to exploit the

latent relationships among objects. HOSVD is one of the tensor factoriza-

tion methods that applied SVD to a tensor which is a n-dimensional matrix.

We model the ternary relationship among users, items, and tags with three-
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order tensor and apply HOSVD obtain the reconstructed tensor. The list of

the recommended items is generated according to the latent associations

in the reconstructed tensor. Figure 4.2 illustrates HOSVD, and Figure 4.3

depicts the process of HOSVD. We briefly introduce the technique.

4.3.1 High Order Singular Value Decomposition

An initial three-order tensorA ∈ R|U |×|I|×|T | is constructed, where |U |, |I|, and|T |

are the number of users, items, and tags, respectively. Then, tensorA is un-

folded for all n modes. Through the unfolding process, the tensor is trans-

formed to 2D matrices. Three new matrices A1, A2, and A3 are created as

follows:

A1 ∈ RIu×IiIt

A2 ∈ RIi×ItIu (10)

A3 ∈ RIuIi×It

where Iu, Ii and It are the tensor dimensions. Next, SVD is applied to each

of the three unfolded matrices.

A1 = U (1) · S1 · V T
1

A2 = U (2) · S2 · V T
2 (11)

A3 = U (3) · S3 · V T
3

Using the initial tensor A and the left singular vectors of the unfolded
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Figure 4.3 The process of HOSVD.
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matrices, a core tensor S is constructed, which contains the ternary asso-

ciation between user, item, and tag. To filter out the small singular values,

the parameter ci, which is the number of dimensions to truncate for i-mode,

is selected.

S = A×1 U
(1)T

c1 ×2 U
(2)T

c2 ×3 U
(3)T

c3 (12)

Finally, a reconstructed tensor Â is computed, which is an approximation

tensor of A, with a core tensor S. The reconstructed tensor has new entries

as well as original entries.

Â = S ×1 U
(1)
c1 ×2 U

(2)
c2 ×3 U

(3)
c3 (13)

The algorithm for the item recommendation by considering the emo-

tions in the users’ tags and the tensor factorization technique is described

in Algorithm 1.

4.4 A Running Example

To facilitate the understanding of our approach, let us consider the follow-

ing example. Suppose users assign ratings and tags to movies as shown in

Table 4.1. In this running example, we assume that t1 =“brave”, t2 = “dis-

gusting”, t3 = “humanity”, and t4 = “funny”, and each emotion value on the

emotion dictionary is t1 = 0.306, t2 = −0.41, t3 = 0.105, and t4 = 0.619.

The usage data is modeled as a three-order tensor A ∈ R3×5×4 and

each activity has a weight. The weight is calculated by user’s rating and

the emotion value of each tag. Firstly, the rating-based weights for user u’s

tags weightbase(tu,i) are calculated by the Equation (5). In the case of u1, the
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Algorithm 1: Emotion based item recommendation algorithm.
Input : a set of user profiles P ∈ Y
Output: a set of recommended item list for each user
for each tag do

for each term ∈ tag do
if term 6= proper noun then

score+ = EmotionScore(term)
end

end
weightemotion(tag) = score/|term|

end
L← ∅
for each user do

weightbase(tag) = ru,i(tag)
if item has multiple tags then

weightemotion(tagitem) = average value of those tags
end
weight = (1− α)× weightbase(tag) + α× weightemotion(tag)
L←< u, i, t, weight >

end
C ← ∅
Construct tensor A with L
Apply decomposition technique to tensor A
Reconstruct tensor and obtain Â
for each user do

C ← top k items based on the weight in Â
end
return C
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Table 4.1 A usage data of the running example.
User Movie Tag Rating

1 2 1 2
1 2 2 2
1 3 1 2
1 4 3 3
2 1 3 3
2 2 2 2
2 4 3 5
3 1 3 4
3 5 1 4
3 5 4 4

weights of tags are 0.436 for tag t1 and t2, and 0.654 for tag t3. Secondly, the

emotion tag based weight weightemotion(tu,i) is computed by the Equation

(6) or (7) if the emotion dictionary includes the tag or the terms comprising

the tag. Finally, the overall tag weights are calculated by combining both

weights based on Equation (8) and (9). For instance, if α is set to 0.2, the tag

weight for < u1,m2, t1 > is calculated as (0.8× 0.436) + 0.2× (0.306× 0.5) =

0.378. Since u1 tags m2 with two tags, the final tag weight is 0.342, which is

the average weight of t1 (0.378) and t2 (0.307). The final weight weight(tu,i)

is reported in Table 4.2.

After the tensor factorization process, we have the reconstructed tensor

Â and new entries are generated as described in Table 4.3. These entries

become the candidate for the recommendation.
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Table 4.2 An initial tensor A. The parameter α for calculating the overall
weight is set to 0.07.

User Movie Tag weight(tu,i) for A
1 2 1 0.342
1 2 2 0.342
1 3 1 0.378
1 4 3 0.533
2 1 3 0.398
2 2 2 0.218
2 4 3 0.658
3 1 3 0.471
3 5 1 0.506
3 5 4 0.506

Table 4.3 A reconstructed tensor Â from the usage data. New entries are
generated as highlighted.

User Movie Tag weight(tu,i) for Â
1 1 3 0.11
1 2 1 0.24
1 2 2 0.22
1 3 1 0.14
1 4 3 0.62
2 1 3 0.28
2 2 2 0.19
2 3 1 0.12
2 3 2 0.11
2 4 3 0.57
3 1 3 0.51
3 5 1 0.51
3 5 4 0.43
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4.5 Experimental Evaluation
4.5.1 Dataset

We use the dataset of Movielens4 to evaluate the performance of the pro-

posed approach. Movielens is a social movie cataloging service, which al-

lows users to rate and tag movies. The dataset has 71,567 users, 10,681

movies, 10,000,054 rating history, and 95,580 tagging histories. There are

15,230 distinct tags, and 4,009 users use tags at least once. On average,

each user rates 143 movies and has 10 distinct tags. Among the users who

have tagging history, 40% of the users use only one tag. Table 4.4 summa-

rizes our dataset.

Table 4.4 The summary of Movielens dataset.
Original dataset
the number of users 71,567
the number of movies 10,681
the number of rating histories 10,000,054
the number of tagging histories 95,580
the number of distinct tags 15,230
the number of distinct tagging users 4,009
Reduced dataset
the number of users 210
the number of movies 544
the number of tags 365

Figure 4.4 illustrates the characteristics of our dataset. Figure 4.4(a)-(d)

show the distribution of the number of distinct tags user has, the number of

movies user rated, the number of rating histories user has, and the number
4https://grouplens.org/datasets/movielens/
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Figure 4.4 The distribution of the dataset: (a) the distribution of the num-
ber of users over the number of used distinct tags, (b) the distribution of
the movies user rated, (c) the distribution of the number of rating histories
user has, and (d) the distribution of the number of tags per movie.

of tags per movie, respectively. There are very few active users who rate

many movies, especially those who use tags. The users have 10 distinct

tags and 140 movies on average. 75% of the users have less than equal to

5 tags, and most of the users have more than 10 movies. The movies has 9

tags on average, with a maximum of 139. 95% of the users assign less than

equal to 2 tags on a movie.

We limited the data for the experiment to users and movies with tag-

ging history regardless of whether the rating exists or not. In order to ob-

tain the dense data, we applied p-core [85] at level k to the dataset, which

means that each user, item, and tag occurred at least k times; This process
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removes unfamiliar items and less frequently used tags. We applied k = 5,

and finally 210 users, 544 movies, and 365 tags are used.

For implementing our approach, we used a list of actors, directors, writ-

ers, and producers provided by IMDB5 for eliminating proper nouns and

Natural Language Toolkit (NLTK) [86] for tag processing. As the emotion

dictionary, SenticNet 4.0 [74] was utilized. For the data reduction process

of HOSVD, we preserve 80% of the information in the original diagonal

matrix Si (1 ≤ i ≤ 3).

4.5.2 Experimental Results

The dataset is divided into five subsets for 5-fold cross validation. For each

fold, we selected 80% of each user’s history as the training set and the

remaining 20% as the test set. The ratio between the emotion tag and the

un-emotional tag, which is called the ordinary tag, in each training set is

reported in Table 4.5. In all training sets, the emotion tag accounted for

more than 50%; namely, it seems meaningful to reflect the emotion tags

that each user expressed the feelings of each movie with various intensities

to the recommendation.

We conducted the experimental evaluation to find an appropriate value

of the parameter α. Figure 4.5 shows the average f1-score according to the

change of α value between 0.1 and 1.0 when n movies (n = 1, 2, 3, 4, 5, 10,

15, 20, 25, 30) are recommended. When α is 0.2, we had the best result on

the dataset. The parameter for controlling the emotion tag-based weight is

5http://www.imdb.com
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Table 4.5 The ratios between the emotion tag and the ordinary tag in each
training set.

Set Emotion Tag Ordinary Tag
1 52.25% 47.75%
2 50.14% 49.86%
3 50.84% 49.16%
4 51.16% 48.84%
5 50.57% 49.43%

assigned the small value so that the rating-based weight of the tag does

not change significantly when both weights are combined. The significant

change in the rating-based weight means a change in the rating given by

the user, and also a change in user’s the overall impression of the item. The

control parameter α is set to 0.2 for the rest of our experiments.

Next, we conducted the experiment for the performance analysis. To

compare the performance, we consider the following methods:

• Baseline. The previous research [56] set the weight based on the ex-

istence of the tag. If user u tagged item i with tag t, the weight is

1.

weight(tu,i) =


1 if < u,m, t > ∈ Y

0 otherwise
(14)

• Rating-based only (Rate). Regardless of the type of the tags, user’s

rating based weight weightbase(tu,i) is used as the tag weight.

weight(tu,i) = weightbase(tu,i) (15)
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Figure 4.5 The average f1-score according to the change of α when n movies
are recommended.

• Emotion Tag-based only (ET). The tag weight is calculated based only

on the emotion tags, excluding the user’s rating. In this case, if the

weight of a tag which is not included in the emotion dictionary is

assigned 0, the ternary relationship is regarded as non-existence; 0

means that the user did not attach the tag to the movie. In order to

solve this problem, the range of weightemotion(tu,i) was adjusted from

(-1, 1) to (0, 2).

The emotion value of each tag cannot be regarded as a general prefer-

ence for the movie. Therefore, if a movie is tagged with multiple tags,

the average of the tag weights is given to each tag as the weight. The
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weight(tu,i) is calculated as follows:

weight(tu,i) =
1

|tu,m|

|tu,m|∑
j=1

(weightemotion(tj) + 1) (16)

where |tu,m| is the number of tags attached at a movie m by a user u.

The proposed approach was compared with the methods in top-n movie

recommendations. As the measures for evaluating the results, the preci-

sion, recall, and f1-score were used.

Precision =
the number of correct positive predictions

the number of positive predictions
(17)

Recall =
the number of correct positive predictions

the number of positive examples
(18)

F1− score = 2× Precision×Recall
Precision+Recall

(19)

The results are shown in Figures 4.6, 4.7, and 4.8: the precision, re-

call, and f1-score of four approaches respectively. The x-axis of each graph

represents the number of recommended movies, and the y-axis represents

the values of precision, recall, and f1-score, respectively. The results indi-

cate that the recommendation method considering user’s emotions shows

better performance. Among them, we find that the approach considering

the detailed emotions with overall valence (Rate+ET) is generally better

than the other methods. In comparison with the rating-based method, the

approach using both the rating-based and the emotion tag-based weight
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shows the better results as n is increased. It implies that reflecting the

users’ subjective emotion for the items enables a better understanding of

the users’ preferences. In the case of the method utilizing only the emo-

tion tag, the performance is degraded as compared with the other methods.

This is because not all the user’s tags are in the emotion tag category, and

tags express what the user felt with only a few keywords; thus, even if the

average of the emotional values of all the tags attached to a movie are uti-

lized as the tag weight, it may not represent the user’s overall satisfaction

and preference. All the differences in the results are statistically significant

with p < 0.05.
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Figure 4.6 The comparisons of precision as the number of recommended
item increases.
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Figure 4.7 The comparisons of recall as the number of recommended item
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Figure 4.8 The comparisons of f1-score as the number of recommended item
increases.
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We also investigated how the multiple tags on the same item are han-

dled during the calculation of the tag weight. In the proposed approach, if

there is more than one tag on the item, the average value of the tags is used

as the weight of each tag (Equation (9)). However, if an item has multiple

tags, there are two ways to compute the weight of the tags. One is to use

the weight of each tag as it is, and the other is to give the average weight

of the tags attached to the item as explained in the proposed method.

Figure 4.9 indicates the average f1-score according to the change of α

value when n movies are recommended by calculating tag weights in the

two ways. The solid line is for the case of using the average value, and

the dotted line is for the case of using each weight of the tags. When the

average value is given as the weight of the tags on the same movie, the per-

formance is better than using each weight of the tag. Figure 4.10 describes

the difference in the results depending on how multiple tags in the movie

are handled when the tag weights are computed based only on the emotion

tag based method. What the solid and dotted lines mean is the same as

in Figure 4.9. In this case, using the average value as the weight of tags

shows better performance because using respective weights can reflect the

various emotions that user expresses about the movie but cannot adopt the

general preference deriving from the tags.

When a user tags a movie, positive and negative tags can be used to-

gether to describe a detailed emotion for the movie; it can also affects the

way to handling of multiple tags. It indicates that using the average value

as the weight of multiple tags can help to reflect the user’s overall prefer-
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Figure 4.9 When a movie has the multiple tags, the difference of f1-score
between using an average value of the tags and using each value of the
tags as the weight of each tag.
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Figure 4.10 When a movie has the multiple tags and tag weights are com-
puted based on the emotion tag based method, the difference of f1-score
between using an average value of the tags and using each value of the
tags as the weight of each tag.
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ence for the movie.

4.6 Summary

Users in social cataloging services catalog items and share their experi-

ences with others. Overloading of various contents causes users to have

difficulty in selecting items. The recommendation system reduces the prob-

lem of the selection by recommending the item considering the behavior of

the user and the characteristics of the contents.

In this study, we propose a tag-based recommendation method consid-

ering the emotions reflected in the user’s tags. The user’s estimation of

the item is made after consuming the item; thus, the user’s emotions are

reflected directly, and they can play an important role in the recommenda-

tion system. The rating has an overall positive or negative valence for the

item, and the tag is the detailed reason for the estimation. Therefore, when

user rated and tagged an item, we utilize the rating of the item as the basic

feeling of the tag and adjust the tag weight with the unique emotion value

of the tag based on SenticNet, which is the emotion dictionary.

To solve the problem that ternary relationships of users, items, and

tags are mapped to the three two-dimensional relations and cannot reflect

the association of three entities, we express the ternary relationships as

a three-order tensor and apply HOSVD, which is one of the tensor factor-

ization methods, to the tensor. The proposed recommendation method is

compared with the cases where the weight of the tag is calculated only by

rating, only with the emotion value of the tag, and by the tag’s existence.
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The result indicates that our approach improves the recommendation per-

formance.
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Chapter 5

Improving Item
Recommendation using
Probabilistic Ranking

5.1 Motivation

In Chapter 4, we proposed a recommendation method considering the emo-

tions contained in the tag based on the tensor modeling. Users in social

communities use tags for a small number of items; thus, the tensor is highly

sparse. To recommend an item to a user, the tensor is factorized and recon-

structed. The obtained value is assumed as the users’ preference for the

item based on the tags, and the items are selected according to the value

[56, 53, 87]. However, this approach has the problem that the user’s past

behaviors do not considered [58].

In this chapter, we propose a recommendation method to deal with the

problems and improve the performance of recommendation based on our

78



previous research. To reduce the sparsity of the tensor, we predict new en-

tries applying collaborative filtering and add items to the dataset. In order

to improve the quality of the recommendation, we use BM25 weighting

scheme [88], a well - known document ranking method, to create a tag-

based user and item profile and rank the candidates. The proposed algo-

rithm is evaluated using the Movielens dataset.

5.2 Generating the additional data

The recommendation methods based on the user’s previous activities have

a common problem of sparsity [39]. This is because the number of items

that the users actually rates and tags is less than the number of entire

items. In this study, we make an additional data to reduce the sparsity of

the dataset using item-based collaborative filtering [89]. The item-based

filtering measures the similarity between items by comparing the ratings

of the users and predicts the rating of the target item by computing a

weighted average of the ratings of the similar items.

First, for the items tagged with tag t, the items are divided into two

groups: the items tagged by the target user u and the items annotated by

other users. The similarity between two groups is computed and find the

most similar k items with the group of items tagged by u. There are several

similarity measures: Pearson correlation, cosine similarity, and adjusted

cosine similarity. In this research, adjusted cosine similarity measure is

used to consider the difference in each user’s rating scale.
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Figure 5.1 Finding the similar items for each user-tag pair.

sim(ia, ib) =

∑
u∈U (ru,ia − ru) · (ru,ib − ru)√∑

u∈U (ru,ia − ru)2 ·
√∑

u∈U (ru,ib − ru)2
(20)

where ru,ia and ru,ib are the ratings of the item ia and ib given by u. ru is

the average rating of u.

In order to calculate the tag weights as described in Section 4.2, not only

the tags, but also the rating of each item is required. Thus, we predict the

ratings for k items which are most similar to the target item. The weighted

average of the ratings of k similar items for the predicted rating of target

item is computed as follows:

ru,i =

∑
j∈I sim(i, j) · ru,j∑

i∈I sim(i, j)
(21)

The additional data obtained by the item-based filtering is combined with
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the existing user data to reduce the sparsity of the tensor.

5.3 BM25 based candidate ranking

In general, the candidates for the recommendation as the result of the ten-

sor factorization and reconstruction are sorted by the final value in the

tensor, and top k items are recommended to the user. Ifada et al. [58] ar-

gued that this approach does not consider the user’s past tagging behavior.

The basic idea under the latent factor model is that a user’s selection for

an item is controlled by a few factors [90]. The user’s preferences are ex-

plained by characterizing the user profiles and the patterns of items the

user have consumed in the past, for example, genres, actors, or gender. In

this paper, we use Okapi BM25 [88], which is a well-known ranking model

for document retrieval, to make the tag-based user and item profile and

rank the result of the reconstructed tensor Â based on the similarity of

the profiles. The BM25 is usually used in a search engine to calculate the

relevance between a query and a document, and rank the results. It uti-

lizes TF-IDF and consider the length of the document. The basic weighting

scheme of BM25 to calculate the score between a query Q and a document

D is as follows:

score(Q,D) =
∑

term∈Q
log

N

dfterm
·

tfterm,d · (k1 + 1)

tfterm,d + k1 · (1− b+ b · Ld
Lavg

)
(22)

where Ld is the length of d and Lavg is the average length of all documents.
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The larger the value of k, the higher the weight of the term frequency, and

the closer b is to 1, the more weight is placed on the length of the document.

The standard values of k1 and b are 2 and 0.75, respectively.

In the studies of [91] and [92], the researchers applied BM25 to the

folksonomy in order to improve the performance of the personalized search.

We adopted the method to our research to create user and item profiles.

When user ul annotates item im with tag tp, the user profile based on the

user’s previous tagging activities is calculated as follows:

score(ul, tp) = iuf(tp) ·
tf(ul, tp) · (k1 + 1)

tf(ul, tp) + k1 ·
(
1− b+ b · Nul,t

avg(Nu,t)

) (23)

where tf(ul, tp) is the tag frequency and iuf(tp) is the user-based inverse

tag frequency. Nul,t and avg(Nul,t) are the total number of the tagging ac-

tivities of ul and the average number of the entire users’ tagging activities,

respectively. The user-based tag frequency and the inverse tag frequency

are computed as follows:

tf(ul, tp) =
Nul,tp

Nul,t
(24)

iuf(tp) = log
|U |
Nu,tp

(25)

The item profile based on the tags attached to the item is calculated as

follows:
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score(im, tp) = iif(tp) ·
tf(im, tp) · (k1 + 1)

tf(im, tp) + k1 ·
(
1− b+ b · Nim,t

avg(Ni,t)

) (26)

where tf(im, tp) and iif(tp) are the item-based tag frequency and the in-

verse tag frequency, respectively. Nim,t is the number of tags annotated to

im and avg(Ni,t) is the average number of the tags assigned to all items.

The item-based tag frequency and the inverse tag frequency are computed

as follows:

tf(im, tp) =
Nim,tp

Nim,t
(27)

iuf(tp) = log
|I|
Ni,tp

(28)

The user and item profile are generated not by the reconstructed tensor,

but the initial tensor. For ranking the result of the reconstructed tensor

obtained by applying HOSVD to the initial tensor, the similarity between

the user profile and the item profile is computed. We adopted the BM25-

based cosine similarity proposed by [92].

sim(ul, ic) =

∑
t∈T (score(ul, tp) · score(ic, tp))√∑

t∈T (score(ul, tp))
2 ·
√∑

t∈T (score(ic, tp))
2

(29)

where ic is the candidate item in the reconstructed tensor.
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5.4 Experimental Evaluation
5.4.1 Data addition

We conducted the experimental evaluation using Movielens dataset to find

the appropriate number of the similar movies for generating the additional

data. The top n movies (n = 1, 2, 3, 4, 5) are recommended while increasing

the number of similar movies, k, for each user-tag pair.

The results are shown in Figures 5.2, 5.3, and 5.4: the precision, recall,

and f1-score based on the change in k, respectively. The x-axis of each graph

represents the number of recommended movies, and the y-axis represents

the values of precision, recall, and f1-score, respectively. The results indi-

cate that the smaller the value, the higher the performance. If we find the

movies similar to the group of the movies annotated tag t by user u, the

smaller the k value, the movies that are more similar to the group are se-

lected. As the value of k increases, the additional data becomes diverse and

may not be relevant with the original data. Exceptionally, when the user

added the movie which is most similar to the group of the movies for u and

t, the performance is better than the original dataset based recommenda-

tion regardless of the number of the recommended movies. Thus, we set k

to 1 for the next experiment.
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Figure 5.2 The comparisons of precision as the number of additional data
increases.
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Figure 5.3 The comparisons of recall as the number of additional data in-
creases.
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5.4.2 Recommendation Performances

The task of the recommendation is to predict top n movies for the users.

The performance of the method is measured by the precision, recall, and

f1-score (Equation (17) - (19)).

Our research studied the performance of the proposed approach against

the item-based collaborative filtering (CF) [89], the similarity fusion (SF)

[93], which combines user-based collaborative filtering and item-based col-

laborative filtering by extending user-item matrix with user tags, Senti-

cRank [68], which includes sentiment in tag-based user profile, the stan-

dard tensor-based recommendation (TF) [56] that the likeliness among

users, items, and tags is used as the weight, and the tensor-based recom-

mendation with the probabilistic ranking using Näive Bayes (Naive) [58].

Firstly, we measure the recommendation quality of our approach step

by step: the tensor-based method using tag emotion based weight (“previ-

ous”) [94], the data addition by item-based filtering (“data+”), and the can-

didate ranking using BM25 (“data+BM25”). The latter two methods are

based on the tensor-based method considering tag emotion. The results are

illustrated in Figure 5.5, 5.6, and 5.7: the precision, recall, and f1-score of

the six approaches respectively. The x-axis of each graph represents the

number of recommended movies, and the y-axis represents the values of

precision, recall, and f1-score, respectively. The results describe that the

expanding data is slightly increased the performance of the previous ap-

proach in Chapter 4. However, the re-ranking candidate approach outper-
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forms the others. It infers that considering the user’s previous activities is

key to improve the recommendation performance.

Secondly, we examine the hypothesis that considering the ternary rela-

tionships among users, items, and tags are showed the better performance

than considering the three pairs of relationship, i.e., user-item, item-tag,

and user-tag. The proposed approach is compared with SF, and the results

are depicted in Figure 5.8, 5.9, and 5.10. The proposed approach which

is the emotion tag-based item recommendation with the data expansion

and the candidate re-ranking shows the better performance than SF. It

indicates that considering the ternary relationships concurrently can in-

crease the recommendation quality. Also, the comparison with CF consid-

ering only user-item pairs is conducted, and the result confirms that the

user’s tags play an important role in improving the recommendation per-

formance.

Thirdly, the proposed approach is examined against the previous re-

search which is based on the tensor factorization: TF and Naive. Figure

5.11, 5.12, and 5.13 shows the results of the evaluations. As a result of

comparing the method applying the probabilistic ranking algorithm to the

result of HOSVD, BM25 shows better results than Bayes. This result re-

ports that ranking considering the previous information of users and items

after tensor reconstruction improves the recommendation performance.

Finally, we compared the proposed approach with SenticRank. In [68],

the authors suggest two sentiment-based ranking methods for the person-

alized search in folksonomy: content-based sentiment rank and collabora-
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tive sentiment rank. We modified the content-based sentiment rank for

our experiment; the calculation of the relevance score between query and

resources is excluded.

θ(ui, ra) = eSim( ~ui, ~ra)+Sim( ~u∗
i ,

~r∗a) (30)

where Sim is the cosine similarity between two vectors, ~ui is tag-based

user profile, ~ra is tag-based resource profile, ~u∗i is sentiment-based user

profile, and ~r∗a is sentiment-based resource profile. To obtain sentiment-

based profiles, the polarity of each tag is used.

The results are shown in Figure 5.14, 5.15, and 5.16. The f1-score shows

that the performances of the two methods are similar in the small n, but

the performance of the proposed method is improved. Compared with the

approach proposed in Chapter 4 (“previous”), SenticRank performs better;

it indicates that the re-ranking based on user and item profiles has an

effect on improving the recommendation performance.
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Figure 5.6 The comparisons of recall for the proposed approaches.
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Figure 5.7 The comparisons of f1-score for the proposed approaches.
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Figure 5.8 The comparisons of precision among the proposed approach, SF,
and CF.
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Figure 5.9 The comparisons of recall among the proposed approach, SF, and
CF.
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Figure 5.10 The comparisons of f1-score among the proposed approach, SF,
and CF.
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Figure 5.11 The comparisons of precision among the proposed approach,
TF, and Bayes.
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Figure 5.12 The comparisons of recall among the proposed approach, TF,
and Bayes.
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Figure 5.13 The comparisons of f1-score among the proposed approach, TF,
and Bayes.
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Figure 5.14 The comparisons of precision between the proposed approach
and SenticRank.
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Figure 5.15 The comparisons of recall between the proposed approach and
SenticRank.
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Figure 5.16 The comparisons of f1-score between the proposed approach
and SenticRank.
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5.5 Case Study

To verify the effect of proposed approaches in this chapter, we compare the

results of the tag emotion-based recommendation. A user u in our dataset

has rated several movies as follows:

Table 5.1 A list of movies user u has.
12 Monkeys
Se7en
Die Hard: With a Vengeance
Dumb & Dumber
Speed
Demolition Man
The Silence of the Lambs
Independence Day
Willy Wonka & the Chocolate Factory
Star Wars: Episode VI
The Terminator
Gattaca
Good Will Hunting
Rain Man
Sin City
Lucky Number Slevin
The Illusionist
The Fountain
Hancock

For the movies, u uses the tags such as action, classic, time travel, twist end-

ing, fantasy, serial killer, magic, aliens, ghosts, the names of actors, and so on.

The ratings of the movies are from 4.0 to 5.0. By examining the genres of

the movies on the list, we can infer that the favorite movies of the user are
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the movies in the genre of thrill, action, crime, and drama genres. Based

on the list, the three recommendation methods are applied: the primary

tag emotion-based recommendation, which is described in Chapter 4, the

recommendation with the data expansion, and the recommendation with

the additional data and the candidate re-ranking.

Table 5.2 represents the top 15 recommended movies for u, and the

results are significantly different by the recommendation methods. The

movies in the various genres as well as the thriller movies are recom-

mended by the tag emotion-based approach. For example, The Wizard of

Oz or The Sound of Music are likely to have affected the tag on Willy Wonka

& the Chocolate Factory. When the data is added to the original data, the

recommendation results are similar with the first one, but the movies that

did not appear in the previous results are found. By the third recommenda-

tion approach, u can obtain the movies that is the most similar with his/her

interests since the candidate re-ranking method rearranges the results of

the second approach based on the user and item profiles.
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5.6 Summary

For recommending items to users in social cataloging services, we intro-

duced a tensor-based tag emotion aware recommendation in Chapter 4.

When the ternary relationships among users, items, and tags are modeled

as a tensor, a data sparsity problem is occurred since users annotated a

small number of items with tags. Also, a recommendation through the pro-

cess of the tensor factorization and reconstruction disregard the previous

activities of users.

In this chapter, to mitigate the problems, we proposed the improved

item recommendation method. The additional data are generated using

item-based collaborative filtering and combined with the original dataset.

The combined data are represented as a three-order tensor and HOSVD is

utilized for the recommendation. The candidates to recommend generated

from the reconstructed tensor are ranked based on the tag-based user and

item profile. BM25 algorithm, which is a well-known ranking scheme for a

document retrieval, is used to create these profiles based on the previous

tagging activities.

The experimental evaluation performed to compare the proposed method

against other recommendation algorithms: collaborative filtering, the stan-

dard tensor-based recommendation, and tensor-based recommendation with

Näive Bayes-based ranking. The results indicate the proposed approach

outperform the other recommendation method.
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Chapter 6

Conclusions

In this doctoral dissertation, we analyze the characteristics of users in so-

cial cataloging services and propose an item recommendation method. The

proposed method recommends appropriate items to users using emotions

reflected in the tags.

Social cataloging services allow users not only to catalog items and

express personal opinions, but also to make relationships and communi-

cate with others. The relationships of users are surmised that they are

established when users join the systems and are maintained without much

change. Although connected users have social links and a majority of the

links are reciprocal, they are not interested in interacting with their friends.

The similar preferences between users and their friends for items are not

cause the interactions between them either. These indicate that the rela-

tionships between users seems to be generated by curiosity or courtesy.
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The analysis result of the isolated users reported that they are as active

as the connected users about cataloging items and showing their opinions.

Therefore, for recommending items to users, we should mainly consider not

the relationships or explicit interactions of users, but their feedback about

items.

In this dissertation, we propose a tag-based item recommendation re-

garding emotions in tags. The ternary relationships among users, items,

and tags are modeled as a tensor. To mitigate the data sparsity, the addi-

tional data are generated by item-based collaborative filtering and is com-

bined to the initial dataset. To derive emotions from tags, ratings of users

are used as the base emotion weight, and if a tag is subjective, the emo-

tion score of the tag is combined with the base weight. The emotion score

is obtained by SenticNet, which is one of the emotion dictionaries. After

computing the emotion weight of the tags, a tensor is factorized and recon-

structed by HOSVD method, and new entries as the candidates for recom-

mending are obtained. They are ranked considering the previous tagging

histories of users and items by BM25 ranking scheme. Our approach out-

performs collaborative filtering, the standard tensor-based recommenda-

tion, and the tensor-based recommendation with a ranking scheme based

on Näive Bayes.

Some issues about tag processing for extracting emotions and tensor

processing are remain as future work. First, several features for deriving

emotions in tags can be considered such as sarcasm, pragmatics, or world

knowledge about terms. These features can increase the accuracy of emo-
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tion analysis. Second, if the emotion dictionary is extended using synonyms

and antonyms, the coverage of the emotion dictionary is increased, and it

can affect the recommendation quality. Third, since users tend to use few

tags to the items, the tag expansion can improve the quality of the rec-

ommendation. Finally, parallel approaches or clustering approaches can be

adapted to tensor factorization and reconstruction for decreasing the com-

putation time.
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초록

소셜 카탈로깅 서비스는 사용자가 아이템들의 목록을 만들고, 자신의 주관적인 의

견을표현하고,다른사용자들과소통하게한다.사용자들은다른사용자와의연결

을 통해 그들의 행동이나 의견을 참조하고 콘텐츠에 대한 정보를 얻을 수 있는데,

사용자 간의 연결을 기반으로 행동이 이루어지는 일반적인 소셜 네트워킹 서비스

와 달리 사용자들은 다른 사용자들과의 연결 없이도 서비스에 참여하고 기여할 수

있다. 본 논문에서는 소셜 카탈로깅 서비스의 사용자들을 다른 사용자들과 관계를

맺고 있는 그룹과 그렇지 않고 독립적으로 존재하는 그룹으로 나누어 사용자들의

특성을 분석한다. 또한, 관계보다는 콘텐츠에 대한 피드백에 집중하는 사용자들의

특성을고려하여,태그기반의아이템추천기법을제안한다.태그는아이템에대한

추가적인 정보임과 동시에 사용자의 주관적인 평가로, 해당 아이템에 대한 사용자

의 감정이나 생각을 담고 있다. 따라서, 태그에 담긴 감정을 고려한다면 사용자의

선호도나관심사가반영된추천결과를얻을수있다.각태그가갖는감정을반영하

기위해사용자와아이템,태그의관계는 3차원텐서로모델링되고,그안에잠재된

시맨틱 정보를 기반으로 아이템을 추천한다. 이 방법의 경우, 전체 아이템의 양에

비해사용자가태그를다는아이템의수가적기때문에데이터부족현상이발생한

다.또한,텐서에고차원특이값분해를적용해얻은사용자와아이템,태그사이의

잠재된 정보만을 이용하여 추천하기 때문에 사용자와 아이템의 과거 태깅 이력은

고려되지않는다는문제가있다.본논문에서는이러한문제를줄이기위해아이템

기반 협력 필터링 기법을 이용해 추가적인 데이터를 생성하여 확장된 데이터 셋을

만든다.그리고사용자와아이템의프로필을고려한향상된추천기법을제안한다.

제안된 방법론은 소셜 카탈로깅 서비스의 실제 데이터를 기반으로 검증하였다. 그

117



결과제안된방법론이협력필터링기법이나기존의텐서기반추천기법들에비해

추천성능이향상되었음을보였다.

주요어: 소셜 카탈로깅 서비스, 연결된 사용자, 고립된 사용자, 추천, 태그, 감정,

텐서,고차원특이값분해,확률적랭킹

학번: 2008-20959
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