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ABSTRACT

The optical character recognition (OCR) of text images captured by cameras plays

an important role for scene understanding. However, the OCR of camera-captured

image is still considered a challenging problem, even after the text detection (local-

ization). It is mainly due to the geometric distortions caused by page curve and per-

spective view, therefore their rectification has been an essential pre-processing step

for their recognition. Thus, there have been many text image rectification methods

which recover the fronto-parallel view image from a single distorted image. Recently,

many researchers have focused on the properties of the well-rectified text. In this

respect, this dissertation presents novel alignment properties for text image rectifi-

cation, which are encoded into the proposed cost functions. By minimizing the cost

functions, the transformation parameters for rectification are obtained. In detail,

they are applied to three topics: document image dewarping, scene text rectifica-

tion, and curved surface dewarping in real scene.

First, a document image dewarping method is proposed based on the alignments

of text-lines and line segments. Conventional text-line based document dewarping

methods have problems when handling complex layout and/or very few text-lines.

When there are few aligned text-lines in the image, this usually means that photos,

graphics and/or tables take large portion of the input instead. Hence, for the robust
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document dewarping, the proposed method uses line segments in the image in ad-

dition to the aligned text-lines. Based on the assumption and observation that all

the transformed line segments are still straight (line to line mapping), and many of

them are horizontally or vertically aligned in the well-rectified images, the proposed

method encodes this properties into the cost function in addition to the text-line

based cost. By minimizing the function, the proposed method can obtain transfor-

mation parameters for page curve, camera pose, and focal length, which are used

for document image rectification. Considering that there are many outliers in line

segment directions and miss-detected text-lines in some cases, the overall algorithm

is designed in an iterative manner. At each step, the proposed method removes the

text-lines and line segments that are not well aligned, and then minimizes the cost

function with the updated information. Experimental results show that the proposed

method is robust to the variety of page layouts.

This dissertation also presents a method for scene text rectification. Conven-

tional methods for scene text rectification mainly exploited the glyph property, which

means that the characters in many language have horizontal/vertical strokes and also

some symmetric shapes. However, since they consider the only shape properties of

individual character, without considering the alignments of characters, they work

well for only images with a single character, and still yield mis-aligned results for

images with multiple characters. In order to alleviate this problem, the proposed

method explicitly imposes alignment constraints on rectified results. To be precise,

character alignments as well as glyph properties are encoded in the proposed cost

function, and the transformation parameters are obtained by minimizing the func-

tion. Also, in order to encode the alignments of characters into the cost function,

the proposed method separates the text into individual characters using a projection
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profile method before optimizing the cost function. Then, top and bottom lines are

estimated using a least squares line fitting with RANSAC. Overall algorithm is de-

signed to perform character segmentation, line fitting, and rectification iteratively.

Since the cost function is non-convex and many variables are involved in the func-

tion, the proposed method also develops an optimization method using Augmented

Lagrange Multiplier method. This dissertation evaluates the proposed method on

real and synthetic text images and experimental results show that the proposed

method achieves higher OCR accuracy than the conventional approach and also

yields visually pleasing results.

Finally, the proposed method can be extended to the curved surface dewarping

in real scene. In real scene, there are many circular objects such as medicine bottles

or cans of drinking water, and their curved surfaces can be modeled as Generalized

Cylindrical Surfaces (GCS). These curved surfaces include many significant text and

figures, however their text has irregular structure compared to documents. Therefore,

the conventional dewarping methods based on the properties of well-rectified text

have problems in their rectification. Based on the observation that many curved

surfaces include well-aligned line segments (boundary lines of objects or barcode),

the proposed method rectifies the curved surfaces by exploiting the proposed line

segment terms. Experimental results on a range of images with curved surfaces of

circular objects show that the proposed method performs rectification robustly.

Key words: document image dewarping, scene text rectification, character seg-

mentation, curved surface dewarping

Student number: 2013-30220
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Chapter 1

Introduction

The analysis of text in the scene such as optical character recognition (OCR) and

document segmentation helps their scene understanding. For instance, the text on

the road sign provides drivers with traffic information, and the document contains

contents of the book, as shown in Fig. 1.1. The various methods have been studied for

the text analysis [7–9], these methods can be divided into two topics: document and

scene text analysis. In the document analysis, numerous methods have been proposed

for the scanned document image processing (printed documents are converted to

digital images with flatbed scanners and document image processing algorithms are

applied) [7,8,10,11]. However, with the recent development of smart-phones having

high-resolution digital cameras, document image processing algorithms are required

to handle camera-captured images as well as scanned documents [12, 13]. Also, in

the scene text, numerous methods have been proposed for the scene text analysis

such as detection and recognition in the camera-captured images [7,9]. In summary,

It is important issue to perform text analysis in camera-captured images for both

document and general scene. However, the text analysis of camera-captured images is
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(a) (b)

Figure 1.1: Examples of the text analysis. (a) Scene text detection and recognition,
(b) Document image segmentation.

considered a challenging task due to the geometric distortions caused by page curve

and camera view, and hence their rectification which recovers flat fronto-parallel

view images from distorted images is an essential pre-processing step for the text

analysis.

In this dissertation, novel alignment properties for text image rectification are

presented, and they are applied to three topics: document image dewarping, scene

text rectification, and curved surface dewarping in real scene. Unlike previous text-

line based methods for document dewarping, the proposed approach exploits line

segments in the image in addition to the aligned text-lines. A document image

dewarping method of the proposed approach can obtain the rectification transfor-

mation that removes the distortions in both text and non-text regions. The proposed

approach is expanded to scene text rectification research by exploiting the alignments

of characters as well as the glyph property (this dissertation uses conventional low-

rank transform [4] for the glyph property), it effectively rectifies the distorted image
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having severe perspective distortions with considering the alignments of characters.

In addition, the proposed method is extended to the curved surface dewarping in

real scene. The proposed method transforms curved surface images to flat images

using the properties of line segments.

The main contributions of this dissertation are summarized as:

• A robust document image dewarping algorithm for various layouts is proposed

by using the alignments of text-lines and line segments.

• A scene text rectification algorithm is proposed using two different properties

that are based on the low-rank assumption and character alignments.

• The proposed alignment term can be extended to the curved surface dewarping

in real scene.

1.1 Document image dewarping

In this dissertation, a document image dewarping method is proposed based on

the alignments of text-lines and line segments. For the single document image de-

warping (without additional information), numerous methods using text-lines have

been proposed. Although these text-line based methods are able to reduce geometric

distortions without the additional information, they focus on text regions and some-

times yield severe distortions on non-text regions (e.g., photos, graphics or tables).

In summary, text-line based methods exploited regular structures of text-lines and

text-blocks, and they basically work for text-abundant cases. In order to alleviate

the limitations of text-line based methods, a dewarping method that exploits the

properties of text and non-text regions is present: The proposed method uses line
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Figure 1.2: Examples of the document image dewarping. the first row: input camera-
captured document images, the second row: document image dewarping results of
inputs.

segments as well as text-lines.

First, the lines extracted in the curved document surface are still straight lines in

the well-rectified image (line to line mapping). Also, since non-text regions in docu-

ments usually have many line segments that are horizontally or vertically aligned in

the well-rectified images (e.g., tables and the boundaries of images), the proposed

method encodes this two properties into the proposed cost function, as well as the

properties of text-lines. Considering that there are many outliers in line segment

directions and miss-detected text-lines (false positive) in some cases, the overall

algorithm is designed in an iterative manner. At each step, the proposed method

refines text-lines and line segments by removing the text-lines and line segments that

are not well aligned, and then minimizes the cost function with the updated informa-
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Figure 1.3: Example of the scene text image rectification. the first row: input camera-
captured scene text images, the second row: scene text rectification results of inputs.

tion. The cost function is minimized via the Levenberg-Marquardt algorithm [14,15]

and the proposed method can obtain the rectification transformation that removes

the distortions in both text and non-text regions.

1.2 Scene text rectification

In general, scene text rectification faces some challenges. First, the scene text image

contains a few characters compared to the document image. Many valuable informa-

tion can be extracted in the case of text-abundant document images, whereas there

are few features to be extracted in the case of scene text images. Second, there are

too many variants in the character shapes, (mixed) languages and stroke widths.

Hence, it is difficult to rectify the scene without these prior information. Finally,

dealing with the perspective distortion is not straightforward. Generally, when the

text is on a planar surface, its transformation to the fronto-parallel view can be

modeled as a projective transformation. In this transformation, there are four pa-
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rameters related with skew, shearing, horizontal and vertical foreshortening, where

estimating these parameters simultaneously is a challenging problem.

Considering the problems caused by these difficulties, this dissertation proposes a

new scene text rectification algorithm that exploits character alignment constraints

in addition to other properties employed in the conventional works. Specifically, the

existing methods for scene text rectification mainly exploited the glyph property

which is a common shape property for the undistorted characters. Some examples

of glyph property are that the characters in many languages have horizontal and/or

vertical strokes and many characters have some symmetries in their shapes. When

the character or set of characters is represented as a matrix, the rank of the matrix

for the well-rectified character is usually lower than that for the distorted ones.

However, glyph property based methods still yield mis-aligned results for mul-

tiple characters, since they do not consider the alignments of characters. Thus, the

proposed method uses alignments of characters in addition to the conventional glyph

properties. The proposed method designs a cost function including these two proper-

ties, the minimization of which provides the transformation parameters. In order to

encode the alignment property into the cost function, the proposed method needs to

segment the text into individual characters. The character segmentation is relatively

easy when the text is in fronto-parallel view without any perspective distortion, but

it is also a difficult problem in the case of distorted images [16, 17]. In short, the

rectification and character segmentation are a chicken-and-egg problem, i.e., better

segmentation needs better rectification and vice versa. The proposed method solves

this problem by performing the character segmentation and rectification iteratively.

Since the cost function is non-convex and many variables including alignments are

involved in the function, it is not straightforward to minimize the cost function.
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Figure 1.4: Examples of the curved surface dewarping in real scene. the first row:
input camera-captured curved surfaces in real scene, the second row: dewarping
results of inputs.

To solve this problem, the proposed method adds the auxiliary variables and finds

solution by solving the linearized problem iteratively. Then, the proposed method

can obtain the rectification transformation that removes the perspective distortions

of scene text.

1.3 Curved surface dewarping in real scene

In this dissertation, the proposed document dewarping method can be extended

to the dewarping of circular surface in real scene. In real scene, there are many

circular objects such as medicine bottles or cans of drinking water. These circular

objects includes many significant text and figures, however their text has irregular
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structure compared to documents. Therefore, the conventional dewarping methods

based on the properties of well-rectified text have problems in their rectification.

Since many circular objects include well-aligned line segments (boundary lines of

objects or barcode), the proposed method rectifies the circular surface by exploiting

proposed line segment terms. The proposed method can obtain the rectification

transformation that removes the geometric distortions of curved surface image.

1.4 Contents

In chapter 2, this dissertation presents related works that are the reviews of the

conventional approaches for document image dewarping, scene text rectification and

curved surface dewarping in real scene. The proposed method for the document

image dewarping is introduced in chapter 3. A document image dewarping method

using line segment alignment properties is explained in details. Then, the proposed

approach for the scene text rectification is introduced in chapter 4. A scene text rec-

tification method using the glyph and character alignment properties is explained

in details, and following experimental results are also presented. Then, the applica-

tion is presented in 5. By exploiting the alignments of line segments, curved surface

images captured in real scene are rectified. Finally, this dissertation is concluded in

chapter 6.
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Chapter 2

Related work

Numerous methods have been proposed for text image rectification. In this chapter,

this dissertation reviews three related topics: document image dewarping, scene text

rectification, and curved surface dewarping in real scene.

2.1 Document image dewarping

2.1.1 Dewarping methods using additional information

For the document image dewarping, many methods were developed by using depth

measuring hardwares (e.g., structured light or laser scanners) [18–21]. This approach

is able to estimate the surfaces of curved pages very effectively, however, the require-

ments of special hardwares limit their application areas. In [22–24], curved pages

were estimated from multiple images taken from different viewpoints. Although they

could perform rectification without additional hardwares, taking multiple images are

burdensome for common users and their computation complexity is also very high.

In [25–27], the shape-from-shading approach exploiting illumination conditions was
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proposed. Although these methods can be applied to a single document image, their

assumptions on illumination may not hold in many situations.

In summary, the above mentioned methods have limitations that need additional

informations such as page surface model acquired by the special hardwares, multiple

images or the assumption on illumination.

2.1.2 Text-line based dewarping methods

For the single document image dewarping (without additional information), numer-

ous methods using text-lines have been proposed. Since text-lines are common and

show regular structures in document images, they are considered very useful features

in the document image dewarping.

In [28], two vanishing points were estimated by many horizontal (made by text-

lines) and vertical lines (made by line feeds). This approach removes effectively

perspective distortions, however is not suitable for geometric distortions by curved

surfaces. In most of text-line based methods, curved surfaces are modeled with the

generalized cylindrical surface (GCS) [22] and the shapes are estimated from the

properties of text-lines. In [29–31], curved page surfaces were estimated by fitting top

and bottom text-lines to flat document regions. In [1], the properties of text-lines (in

undistorted documents) were encoded into a cost function, and curved page surfaces

and camera pose were estimated by minimizing the function. Although these text-

line based methods are able to reduce geometric distortions without the additional

information, they focus on text regions and sometimes yield severe distortions on

non-text regions.

In summary, text-line based methods exploited regular structures of text-lines

and text-blocks, and they basically work for text-abundant cases.
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2.2 Scene text rectification

For the rectification of camera-captured document images, many methods have been

proposed based on the Hough transform [32, 33], distance transform [34], gradient

directions [35], vanishing point estimation [36], texture flow fields [37], text alignment

properties [1], and multiple view approaches [23]. However, they exploited abundant

text, text-lines, or text blocks, which is not the case for the scene text images.

For the scene text rectification, projection profile based methods have been stud-

ied [38,39]. The skew angle was estimated using projection profiles [38]. In [39], top

and baselines, and shearing angles were estimated by projection-based method. They

removes effectively the skew and shearing distortions, however are not suitable for

general perspective distortions.

Recently methods exploiting the glyph property of individual characters were also

proposed. A skew estimator that exploits intuitive glyph properties was proposed

in [40]. However, this method focused on skew and shearing distortions which are

not suitable for general perspective distortions. In [4], the homography for rectifica-

tion was estimated using a low-rank transform. This method exploited the low-rank

property indicating that a variety of objects have symmetry textures (such as build-

ing facade and repeated pattern). According to the experiments, it was shown to be

very effective for rectifying a single character. However, it is difficult to impose the

character alignment constraints only by using the low rank approach. The methods

that further improved the low-rank approach were proposed in [41,42], which espe-

cially improved the case of multiple characters. However, these methods do not work

well without prior information about the separation of characters. In [43], Wang et

al. assumed that the line segments on the characters pass through the vanishing
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points, and developed a method that removes perspective distortions by using the

estimated vanishing points [43]. However, this assumption does not hold for many

characters (e.g., ‘x’, ‘y’, and ‘o’).

For the alignments of characters, skew angles were estimated by fitting the

straight lines to the top and bottom points of the text and shearing angles were

also estimated by performing a linear regression on the shear variation [44]. This

method separated text into individual characters in distorted input images, before

rectification. Since the character segmentation is difficult problem in the case of

distorted images, this problem reduces rectification performance.

In [45], perspective and curved distortions were corrected by a Spatial Trans-

former Network (STN), and rectified text was recognized by a Sequence Recognition

Network (SRN). However, it is not clear whether this approach can be applied to

scene text rectification. It seems that the rectified results still have some distortions,

and they do not use standard OCR system.

2.3 Curved surface dewarping in real scene

In computer vision, recovering 2D flat image from curved surface, while estimating

the 3D object shape, has been an important issue. In the past decades, in order to

recover 2D flat surface, the structure from motion approach (SfM) has been studied

[46, 47]. This approach estimates 3D structures from 2D image sequences that are

correlated by motions. This approach effectively estimates the 3D shape of objects,

however it needs to multiple images. For recovering flat surface of a single image,

additional assumptions for the object surface are needed. For this, many methods

have been proposed based on the regular/symmetrical lattice structure [48,49], and
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low-rank transform [6]. This approach effectively estimates the 3D shape using the

assumption, however they can be adopted to only repeated pattern like lattice.
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Chapter 3

Document image dewarping

3.1 Proposed cost function

The proposed cost function for document image dewarping is presented in this sec-

tion. First, a parametric model for the rectification transformation is introduced, and

the proposed cost function reflecting the properties of line segments is presented.

3.1.1 Parametric model of dewarping process

For the parametric modeling of the dewarping process, the proposed method adopts

the model in [1]. Given a document surface as shown in Fig. 3.1-(a), a point (α, β)

on an image domain corresponds to a point (x, y, z) on the curved document surface

with the relation

k

⎛
⎜⎜⎜⎜⎝
α

β

1

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝
f 0 cx

0 f cy

0 0 1

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝sR�

⎛
⎜⎜⎜⎜⎝
x

y

z

⎞
⎟⎟⎟⎟⎠+ t

⎞
⎟⎟⎟⎟⎠ , (3.1)
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(a) (b) (c)

Figure 3.1: Dewarping model. (a) A curved document viewed by a camera, (b)
Curved document coordinate, (c) Flat document coordinate.

where k is a scale for homogeneous coordinate, f is the focal length of a camera,

(cx, cy) is an image center and (s,R, t) are scale, rotation and translation between

two frames, respectively. Since the parameters s and t are related to not rectification

but image scale and resolution, the proposed method sets s = 1 and t = [0, 0, f ]�

without loss of generality.

For a GCS model as shown in Fig. 3.1-(b) and (c), a point on a curved surface

can be transformed to a corresponding point (u, v) on the rectified document with

u =

∫ x

0

√
1 + g′(t)2dt, (3.2)

v = y,

where g(x) is the document surface equation that is represented with a polynomial.

z = g(x) =
M∑

m=0

amxm, (3.3)

When the number of polynomial parameters M is low, polynomial equation cannot

represent the page curl. On the other hand, when the parameter M is very high,

fitting parameters are over-fitted. After extensive experiments, the proposed method
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Figure 3.2: Illustration of text-line properties in well-rectified document image: 1.
Text-lines are horizontally straight lines, 2. (Blue) line-spacings between two neigh-
boring text-lines are regular, 3. Text-blocks are left-aligned (in red lines).

confirms that fourth (M=4) polynomial equation is sufficient to represent page curl

(like [1, 50]).

By combining (3.1), (3.3), and (3.3), points on the image domain can be trans-

formed to the corresponding points on rectified document images.

In summary, the geometric relation between the captured image domain and

the rectified document domain can be parameterized with polynomial parameters

{am}Mm=0, camera pose R and camera focal length f . Therefore, the document im-

age rectification process can be formulated as an estimation problem of polynomial

parameters, camera pose and focal length.
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3.1.2 Cost function design

For the estimation of the dewarping parameters Θ = ({am}Mm=0,R, f), the proposed

method develops a cost function:

fcost(Θ) = ftext(Θ) + fline(Θ) + λ1fregular(f), (3.4)

where ftext(Θ) is a term reflecting the properties of text-lines in rectified images [1].

To be precise, they first extract text-lines in the distorted document images [50], then

design the cost function ftext(Θ) that becomes small when transformed text-lines

are well-aligned: horizontally straight, line-spacings between two neighboring text-

lines are regular, and text-blocks are either left-aligned, right-aligned, or justified,

as shown in 3.2.

However, this term focuses on text regions and sometimes yields severe distor-

tions on non-text regions (e.g., photos, graphics or tables) as shown in Fig. 3.3. In

order to alleviate the limitations of text-line based methods, the proposed method

exploits the properties of both text and non-text regions: The proposed method

also exploits line segments as well as text-lines in document images by introducing

fline(Θ).

Also, there is a trivial solution in the cost function (the focal length f is very small

or large), the proposed method adds the regularization term fregular(f) imposing a

constraint for the scale of focal length f . This regularization term is designed as

fregular(f) =

(
max(a, f)

min(a, f)
− 1

)2

, (3.5)

where a = max(w, h) is similar to the method in [51,52], w and h are the width and
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(a) (b) (c)

Figure 3.3: Comparison of the proposed method with a conventional text-line based
method [1]. (a) Input image, (b) Result of [1]. Distortions on text regions are largely
removed, however, new distortions are introduced in other regions. (c) Result of
the proposed method. The proposed method exploits the properties of (red) line
segments as well as (green) text-lines, and can remove overall distortions.

height of the input image, respectively.

3.1.3 Line segment properties and cost function

For the design of fline(Θ), the proposed method first extracts line segments in given

images by using Line Segment Detector (LSD) in [2].

In order to extract the line segments robustly (remove noise), the proposed

method removes the line segments whose length are less than the mean size of texts.

The mean size of texts is determined as: The Connected Components corresponding

to the text components are extracted and approximated to ellipses in [50]. The text

component size is determined by the major axes length of ellipse corresponding to
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Figure 3.4: Illustration of line segment, its center point and straightness property.

the text component.

Then, based on two properties of line segments, the line segment term fline(Θ)

is designed as

fline(Θ) = λ2fstr(Θ) + λ3falign(Θ), (3.6)

where fstr(Θ) reflects the straightness property of line segments, and falign(Θ) re-

flects the alignments of line segments.

First, the straightness property describes the line segments extracted in curved

document image, lines on the curved document surface become still straight in the

well-rectified domain (Although the lines extracted in the well-rectified image can

be curved in the curved document surface). To be precise, as shown in Fig. 3.4,

the proposed method denotes the end points and their center point of the i-th line

segment (in the original image) as pi, qi and ri, and their transformed points by

the dewarping process (using Θ) as p′i, q
′
i and r′i. Then, by the straightness property

of line segments, r′i is on the connection line between the transformed end points
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p′i and q′i. Then, based on this straightness property of line segments, the proposed

method defines the term as

fstr(Θ) =
∑
i

d2i =
∑
i

(aixi + biyi + ci)
2

a2i + b2i
, (3.7)

where di is the distance between the transformed center point r′i and the transformed

connection line between p′i and q′i. ai, bi and ci are the coefficients of connection line

equation between p′i and q′i, and (xi, yi) is the position of transformed center point

r′i.

As transformed line segments in well-rectified image are still straight, this term

becomes small. Since the straightness property is always satisfied with all plane to

plane mapping, it is not a significant constraint in rectification considering only

camera view (such as homography). However the proposed method considers page

curve as well as camera view in rectification process, then this property becomes an

efficient constraint that prevents lines from being curved.

Then, based on the observation that the majority of line segments are horizon-

tally or vertically aligned in the rectified images, the proposed method defines the

term as

falign(Θ) =
∑
i

min
(
cos2 θi, sin

2 θi
)
, (3.8)

where θi is the angle of the transformed i-th line segment (when rectified with the

current parameters Θ) as illustrated in Fig. 3.5. θi is defined as the orientation of a

line segment connecting p′i and q′i.

As line segments are aligned in either vertical or horizontal directions, this term

becomes small as shown in Fig. 3.6. Although there are outliers (line segments hav-

ing arbitrary orientations), (3.8) minimizes these effects by using bounded penalty
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Figure 3.5: Illustration of line segment, its angle and alignment property.

functions (cos2 θi ≤ 1, sin2 θi ≤ 1). Also, the proposed method develops an opti-

mization step that alleviates the outlier problem, this process is mentioned in next

section.

In order to confirm the effectiveness of two line segment properties, the proposed

method compares the rectified images by minimizing the three cost functions in-

cluding only the straightness term (when λ3 = 0), only the alignment term (when

λ2 = 0) and both two terms, as shown in Fig. 3.7. When the cost function includes

only the straightness term, there are no distortions that bend straight lines (make

straight lines be curved by false estimation of page curve), however the rectified im-

age is still not well-rectified from perspective distortion. By comparison, when the

image are rectified by the only alignment term, the rectified image are well aligned

(with correct estimation of camera pose), however it sometimes causes distortions

that make straight lines be curved by false estimation of page curve. By using both

two terms, the rectified image are well rectified with the correct estimation of both
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(a) (b)

Figure 3.6: Text-lines and line segments in camera-captured images and rectified
images. Text components are represented as (green) ellipses and line segments are
(red) lines. For example, the line segment alignment terms on bottom row are 84.3
and 0.4, respectively.

page curve and camera pose (and focal length).

In summary, the proposed cost function removes the overall distortions including

text and non-text regions. As shown in Fig. 3.7, Text-line based term ftext removes

the only distortions on text regions, however there are some distortions on non-text

regions. The line segment straightness term fstr prevents the non-text regions in the

rectified images from wrinkling (mapping straight line segments to straight line seg-

ments). Also, the alignments of line segments are more powerful assumption, then the

line segment alignment term falign removes all distortions from page curl and camera
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(a) (b) (c)

Figure 3.7: Rectified results by minimizing three cost functions. The first row: recti-
fied images, the second row: the expanded images of first row. (a) Rectified images
with the straightness property (sets λ3 = 0), (b) Rectified image with the align prop-
erty (sets λ2 = 0), (c) Rectified images by minimizing the proposed cost function.

view. However, there are outliers (line segments having arbitrary orientations), the

proposed method develops an optimization step that alleviates the outlier problem

and the alignment term falign uses only inlier (having vertical/horizontal direction)

line segments.

Also, the longer line segments are more informative in rectification transforma-

tion, the proposed alignment term does not consider it. In order to give more weight

to longer line segments, the proposed method performs pre-processing that divides

line segment into several smaller line segments: The i-th line segment li is divided

into ni line segments {l1i , l2i , ..., lni
i }, whose length are same with a length threshold

tl. Then, the number of divided line segments ni is proportional to the length of line
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(a) (b) (c) (d)

Figure 3.8: Rectified results by minimizing the three cost functions. (a) Input im-
ages and (green) text components. (b) Rectified image by minimizing the text-line
based term ftext, (c) Rectified image by minimizing the text-line based term ftext
and line segment straightness term fstr, and (red) line segments, (d) Rectified im-
age by minimizing the cost function fcost, (red) horizontal/vertical and (blue) non
horizontal/vertical line segments.
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(a) (b)

Figure 3.9: Pre-processing of line segment extraction. (a) A result of line segment
extraction by [2], (b) A pre-processing result. All line segments are divided into
some line segments, the number of the divided line segments are proportional to the
length of line segment.

segment li. Consequently, the longer lines are divided into more line segments, its

direction is more considered in the alignment term.

3.2 Outlier removal and optimization

Although the optimization method used in [1] assumes that there are no outliers (or

their effects are not critical), the direct optimization of fcost(Θ) may yield poorly

rectified results as shown in Fig. 3.10-(b), due to outliers (false-positive of text line

detection and line segments having arbitrary orientations). For the outlier removal,

the proposed method designs an iterative scheme. At each step, the proposed method

removes outliers and minimizes the cost function with updated inliers, that are

horizontal/vertical line segments and horizontal straight text-lines. To be precise,
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an updated inlier set at the (j + 1)-th iteration is defined as

Tj+1 = {t|t ∈ tj , ftext−str(l) < ρj} , (3.9)

Lj+1 = {l|l ∈ Lj , falign(l) < τj} ,

where ftext−str is the term reflecting the property for horizontal text-lines in text-line

based term ftext. It becomes small when the text-lines are horizontal. Tj and Lj are

inlier sets of text components and line segments at the j-th iteration. Since these

terms reflects the properties of text-lines and line segment alignments, the proposed

method detects outliers whose the cost terms are more than threshold. This iteration

is repeated until the number of inliers becomes stable. After extensive experiments,

the proposed method confirms that the number of iteration is usually 1 ∼ 3.

The proposed method computes the jacobian matrix of the cost function, then

the cost function can be minimized via the Levenberg-Marquardt (LM) algorithm

[14,15].

3.2.1 Jacobian matrix of the proposed cost function

Derivatives of the text-line based term

In [1], for the rectification parameters ({am}Mm=0,R), the derivatives of the text-line

based term ftext are computed, the proposed method uses them. In addition, since

the proposed method adds camera focal length f in the rectification parameters,

then computes the derivative of the text-line based term ftext with respect to focal

length f .
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(a) (b) (c) (d)

Figure 3.10: The proposed iterative scheme. (a) An input image, (b) Result after
the first iteration, (c) Result after the second iteration, (d) Result after the third
iteration. At each step, (blue lines) outliers are removed and (red lines, green texts)
are updated.

First, the equation of camera model in (3.1) can be represented as:

⎛
⎜⎜⎜⎜⎝
x

y

z

⎞
⎟⎟⎟⎟⎠ = R� [kp− t] , (3.10)

where p = ((α− cx), (β − cy),−f)� and t = (0, 0, f)�. Then, the proposed method

differentiates both sides of (3.3) and (3.10) with respect to f :

g′(x)
∂x

∂f
=

∂z

∂f
, (3.11)
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∂

∂f

⎛
⎜⎜⎜⎜⎝
x

y

z

⎞
⎟⎟⎟⎟⎠ = R�

⎡
⎢⎢⎢⎢⎣
∂k

∂f
p− (k + 1)

⎛
⎜⎜⎜⎜⎝
0

0

f

⎞
⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎦ . (3.12)

Then, the proposed method can get

∂k

∂f
= (k + 1)

(r2,2 − g′(x)r0,2)(
r�3 p− g′(x)r�1 p

) , (3.13)

where ri,j is the i-th row and j-th column element of the matrix R�, and ri is the

i-th column vector of the matrix R�.

Then, the derivative of text-line based term ∂
∂f ftext can be computed using chain-

rule, this process is mentioned in [1].

Derivatives of line segment terms

The text-line based term of the cost function is computed in the curved document

domain (x, y, z), however the line segment terms are computed in the rectified doc-

ument domain (u, v). In order to compute the derivatives on the rectified document

domain, the proposed method first uses a simple approximation in (3.3) using the

Simpson‘s rule [53]:

u =

∫ x

0

√
1 + g′(t)2dt (3.14)

=
x

6

[√
1 + g′(0)2 + 4 ∗

√
1 + g′(

x

2
)
2
+

√
1 + g′(x)2

]
,

v = y.

Then, the proposed method can compute the derivatives of the point (u, v) with
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respect to parameter t using chain-rule:

∂u

∂t
=

∂u

∂x

∂x

∂t
, (3.15)

=
1

6

[√
1 + g′(0)2 + 4 ∗

√
1 + g′(

x

2
)
2
+

√
1 + g′(x)2

]
∂x

∂t

+
x

6

⎡
⎣2 ∗ g′(x2 )g

′′(x2 )√
1 + g′(x2 )

2
+

g′(x)g′′(x)√
1 + g′(x)2

⎤
⎦ ∂x

∂t

∂v

∂t
=

∂y

∂t
.

Then, ∂u
∂t and ∂v

∂t can be computed using ∂x
∂t and ∂y

∂t .

Also, the min(·, ·) function in the alignment term (3.8) is not differentiable at

some points, therefore the proposed method uses a simple approximation:

∂

∂t
(min(f(·), g(·))) =

⎧⎪⎪⎨
⎪⎪⎩

∂f(·)
∂t , if f(·) ≤ g(·)

∂g(·)
∂t , otherwise.

(3.16)

Derivatives of the regularization term

The derivatives of the regularization term with respect to the camera focal length f

is computed as:

∂

∂t
(fregular) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1
a , if a < f

− a
f2 , if f < a

0, otherwise.

(3.17)
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Figure 3.11: Document region detection. A blue rectangle is a result of the document
region detection.

3.3 Document region detection and dewarping

In this section, the proposed method detects the document region. Documents con-

tain many text and non-text (such as tables and figures) regions, and non-text regions

generally contain many horizontal/vertical lines. In addition, the border lines of doc-

ument page also have horizontal/vertical direction. Based on this observation, the

proposed method determines the document region using a projection profile method.

The proposed method computes projection profiles on horizontal/vertical directions.

Then the proposed method sets the border lines of document region whose projection
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profiles more than threshold values, while including updated inlier text components,

as shown in Fig. 3.11.

Lastly, the proposed method takes the rendering of the distorted image using

the estimated rectification parameters. In this rendering process, computation of

rectified pixel positions corresponding to the whole input pixels is somewhat inef-

ficient in the aspect of time consuming. Then, the proposed method computes the

positions of only rectified pixels inside corresponding to the document region, then

take rendering of the distorted image.

3.4 Experimental results

In the experiments, the proposed method sets the weight λ1 = 100, and λ2, λ3 in

(3.4) so that they are proportional to Ntext
Nline

, where Ntext and Nline are the numbers

of text-lines and line segments, respectively. Also, the length threshold tl for pre-

processing is proportional to the mean size of texts. Also, the proposed method sets

the initial value (j = 1) of threshold τj for outlier removal to 0.01, and this threshold

becomes half as increasing iteration number j. The proposed method is implemented

with C++ and the proposed implementation takes 4 ∼ 6.3 (s) for the rectification of

an image (4000×3000) on Intel(R) i5(TM) CPU(3.40GHz). To be precise, Text-line

extraction time takes 2.8 (s), line segment extraction time takes 1.1 (s), optimization

of cost function time takes 0.8 (s), and rendering process takes about 1.6 (s). Many

of the processing time is spent on the text line extraction and rendering process.

For the evaluation, the proposed method conducted experiments on two types

of datasets: text-abundant images and non conventional document images (i.e., not

text-abundant cases).
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Figure 3.12: Images of CBDAR2007 dataset. They are text-abundant document
images captured by a digital camera.

3.4.1 Experimental results on text-abundant document images

The proposed method first conducted experiments on text-abundant images, CB-

DAR2007 dewarping contest dataset [54]. The CBDAR2007 dewarping contest dataset

consists of 102 binarized document images as shown in the in Fig. 3.12.

This dissertation first evaluates the proposed method on CBDAR2007 dataset

and compares the performance with the conventional methods [1, 3, 29, 55, 56] in

terms of OCR accuracy. To be precise, the accuracy is defined as

accuracy(R,G) = 1− L(R,G)

max(#R,#G)
, (3.18)

where R is a recognition result, G is the ground truth, #(·) is the number of
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Table 3.1: OCR performance on CBDAR2007 dewarping contest dataset

Original SEG [55] SKEL [56] CTM [29] Snakes [3] Kim [1] Proposed

mean
accuracy 62.47 89.47 93.17 96.22 96.47 97.42 97.82

characters in the string, and L(x, y) means the Levenshtein distance between two

strings [57]. The distance is defined as the minimum number of character edits (inser-

tion, deletion, and substitution) to transform one string to the other. For the OCR,

the proposed method uses the Google tesseract OCR engine [7]. Experimental re-

sults are summarized in Table. 3.1. Since samples in CBDAR2007 dewarping contest

dataset are text-abundant images (having single columns), the conventional text-line

based method [1] showed good performance. However, as can be seen, the proposed

method can also handle all these cases and shows improved accuracy (probably due

to the proposed method considering outliers and estimation of focal length).

Some experimental results are shown in Fig. 3.13, Fig. 3.14 and 3.15. Since

the binding lines of book and the border lines of figures and papers are horizon-

tal/vertical aligned, the results of the proposed method has more less distortions on

both text and non-text regions. Also, some experimental results in Fig. 3.16 and Fig.

3.17 shows that proposed outlier removal scheme works well. Although the inputs

have miss-detected texts and non horizontal/vertical lines, the proposed method

removes these outliers and rectifies inputs using updated inlier features.

3.4.2 Experimental results on non conventional document images

In order to consist of non conventional document images (i.e., not text-abundant

cases), the proposed method collected 100 images having various layouts (e.g., three
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(a) Input (b) Scan (c) SEG [55]

(d) SKEL [56] (e) CTM [29] (f) Snakes [3]

(g) Kim [1] (h) Proposed

Figure 3.13: Results of CBDAR2007 dataset.
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(a) (b) (c) (d)

Figure 3.14: Results of CBDAR2007 dataset, (a) Input images, (b) Results of [3],
(c) Results of [1], (d) Results of the proposed method.
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(a) (b) (c) (d)

Figure 3.15: Results of CBDAR2007 dataset, (a) Input images, (b) Results of [3],
(c) Results of [1], (d) Results of the proposed method.
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(a) (b)

Figure 3.16: Results of CBDAR2007 dataset and illustration of features used for
rectification, (a) Input images and extracted features (red lines and green text com-
ponents), (b) Results of the proposed method, inlier features (red vertical/horizontal
aligned lines and green text components in horizontal text-liines), and outlier blue
lines that have arbitrary direction.
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(a) (b)

Figure 3.17: Results of CBDAR2007 dataset and illustration of features used for
rectification, (a) Input images and extracted features (red lines and green text com-
ponents), (b) Results of the proposed method, inlier features (red vertical/horizontal
aligned lines and green text components in horizontal text-liines), and outlier blue
lines that have arbitrary direction.
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Figure 3.18: Images of the non conventional document dataset collected by this
dissertation. They have various layouts.

column documents, documents containing large tables and/or figures, presentation

slides, and so on) as shown in the Fig. 3.18.

For the evaluation on non conventional cases, the proposed method also con-

ducted experiments on the dataset of the proposed method (100 images). Since

the proposed method wants to evaluate the rectification performance on non-text

regions, the proposed method computed the geometric quantities of rectangles in

rectified results. To be precise, the proposed method uses orthogonality θo, diagonal

40



Table 3.2: Geometric measures of the proposed and conventional methods on our
dataset

Original Kim [1] Proposed

Orthogonality 24.2816 12.8471 1.9181

Diagonal ratio 0.0629 0.0415 0.0089

Vertical ratio 0.1826 0.0950 0.0289

Horizontal ratio 0.1427 0.0860 0.0241

ratio rd, and length ratios for opposite sides rh and rv [52], which are defined as

θo = cos−1

(
(c1 − c2) · (c1 − c4)

d(c1, c2)× d(c1, c4)

)
,

rd = max

(
d(c1, c3)

d(c2, c4)
,
d(c2, c4)

d(c1, c3)

)
,

rh = max

(
d(c1, c4)

d(c2, c3)
,
d(c2, c3)

d(c1, c4)

)
,

rv = max

(
d(c1, c2)

d(c3, c4)
,
d(c3, c4)

d(c1, c2)

)

where ci (i = 1, 2, 3, 4) is a corner point of a rectangle as shown in Fig. 3.19. Since

θo = 90◦ and rd = rh = rv = 1 in ideally rectified images, the proposed method

measures the remaining geometric distortions with |θo − 90◦|, |rd − 1|, |rh − 1| and
|rv−1|. Experimental results are summarized in Table. 3.2. Since the executable of [1]

is publicly available, it (author’s implementation) is compared with the proposed

method. As shown, the proposed method shows improved geometric rectification

performance in terms of all measures.

Some experimental results are shown in Fig. 3.20 and 3.21. Unlike the proposed

method, the conventional text-line based method has difficulties when there are
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(a) (b)

Figure 3.19: Four corner points extraction for evaluation. (a) The distorted images
and manually annotated corner (blue) points, (b) The transformed images and corner
(red) points.

few aligned text-lines or mis-detected text-lines (false positives). However, since

the proposed method exploits line segments and removes outliers, the proposed

method works robustly for a variety of inputs. Also, as shown in Fig. 3.22 and

3.23, the proposed method can handle the documents containing arbitrary graphical

entities (such as circle and ellipse). The proposed method exploits text-lines as well

as line segments and considers outlier line segments that have arbitrary direction.

Also, the boundary of page and bookbinding regions always contain the well-aligned

(horizontal or vertical) lines. Therefore, it can enough handle documents containing

arbitrary graphical entities.
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(a) (b) (c)

Figure 3.20: Experimental results on the proposed datasets. (a) Distorted in-
put images and (green) text components, (b) Rectified images by the text-line
based method [1], (c) Rectified images by the proposed method and (red) hori-
zontal/vertical and (blue) non horizontal/vertical line segments.
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(a) (b) (c)

Figure 3.21: Experimental results on the proposed datasets. (a) Distorted in-
put images and (green) text components, (b) Rectified images by the text-line
based method [1], (c) Rectified images by the proposed method and (red) hori-
zontal/vertical and (blue) non horizontal/vertical line segments.
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(a) (b)

Figure 3.22: Experimental results on the proposed datasets. (a) Distorted input
images and (green) text components, (b) Rectified images by the proposed method
and (red) horizontal/vertical and (blue) non horizontal/vertical line segments.
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(a) (b)

Figure 3.23: Experimental results on the proposed datasets. (a) Distorted input
images and (green) text components, (b) Rectified images by the proposed method
and (red) horizontal/vertical and (blue) non horizontal/vertical line segments.
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3.5 Summary

In this chapter, this dissertation has proposed a document dewarping method ex-

ploiting the properties of line segments and text-lines. The proposed method for the

document dewarping encoded the straightness and alignment properties of line seg-

ments into the proposed cost function so that the method works on both text and

non-text regions. Also, the proposed method developed an iterative optimization

scheme in order to handle outliers. Experimental results showed that the proposed

method yields the state of the art OCR performance on text regions and visually

pleasing rectified results on non-text regions.
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Chapter 4

Scene text rectification

4.1 Proposed cost function for rectification

The proposed cost function for scene text image rectification is presented in this

section. First, the proposed cost function reflecting glyph and alignment properties

is introduced, and alignment properties and their terms are presented in detail.

4.1.1 Cost function design

Similar to conventional methods [4,39–44], the proposed method assumes that scene

text is on planar surfaces and text regions are already detected and binarized [9].

Then, the transformation parameters can be modeled as the projective transforma-

tion.

For the estimation of transformation parameters τ , the proposed method devel-
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(a) (b) (c)

Figure 4.1: Limitations of the cost function using only glyph property. (a) Distorted
input images, (b) Images minimizing the cost function using glyph property [4],
(c) Rectified images by the proposed method. The proposed method exploits the
alignments of characters as well as the glyph property, then yields visually pleasing
results.

ops a cost function:

min
I0,E,τ

‖I0‖∗ + λ1‖E‖1 + falign (τ,W) ,

s.t. I ◦ τ = I0 + E,

(4.1)

where ‖I0‖∗+λ1‖E‖1 is a term reflecting the glyph property of rectified image, then

the proposed method uses the function of low-rank transform [4]. To be precise, this

term reflects the rank of texture by decomposing a transformed result (I ◦ τ) of an
input image (I) by transform parameters (τ), with a low-rank matrix (I0) and a

sparse error matrix (E). However, since the low-rank term does not consider the

alignment of characters, the optimization of this term sometimes yields mis-aligned

results. For instance, in Fig. 4.1, the low-rank cost values of images on the bottom

row are 46.3, 46.1, and 47.9, respectively. For alleviating this problem, the proposed

method also exploits the alignments of characters by introducing the alignment term

falign (τ) and alignment parameters W.
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(a)

(b)

Figure 4.2: Illustration of the character alignment properties. (a) Vertical alignment
property : top (blue) and bottom (green) points of characters are on two lines. (b)
Horizontal alignment property : the width of the well-rectified character has minimal
value. The proposed method encodes this properties into the cost function.

4.1.2 Character alignment properties and alignment terms

Alignments of characters represent following two properties that are vertical and

horizontal alignment properties. As shown in Fig. 4.2, vertical alignment means

that characters in the undistorted text are aligned to the horizontal-straight lines,

specifically the most top and bottom points of characters are on one of two lines.

The horizontal alignment means that the character widths of undistorted text have

minimal values.

In order to encode this alignment properties into the cost function, the proposed

method first introduces alignment parameters W = {(ωi, μi)}Ni=1, which are binary

variables. Specifically, ωi represents whether the top point of the i-th character is
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aligned to the top line lt, and μi denotes whether the bottom point is aligned to the

bottom line lb. For instance, the top point of the ‘D’ is not on the lt and the bottom

point is on lb as shown in Fig. 4.2, and (ωi, μi) corresponding to the character in ‘D’

are (0, 1).

For using the above stated properties, the proposed method needs to segment

the characters and estimate the alignment parameters though not complete. In this

section, the proposed method assumes that the results of character segment and

alignment parameters are obtained, and how to decide the segmentation and align-

ment parameters of characters will be explained later.

Then, based on two properties of character alignments, the alignment term

falign (τ,W) is designed as

falign (τ,W) = λ2fvert (τ,W) + λ3fhori (τ) , (4.2)

where fvert (τ,W) reflects the vertical alignment of characters, and fhori (τ) reflects

the horizontal alignment of characters.

First, the proposed method denotes a set of pixels that corresponds to the i-

th character as Ci(τ), when the text image is transformed by τ . Each character

segment Ci is considered a character and its top and bottom vertical positions after

the transformation τ are denoted as Ti(τ) and Bi(τ), respectively:

Ti(τ) = max
j∈Ci(τ)

[pj ∗ τ ]y, (4.3)

Bi(τ) = min
j∈Ci(τ)

[pj ∗ τ ]y, (4.4)

where j is a pixel index of i-th character, p ∗ τ is the transformation of a point p by
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τ , and [p]y means the vertical position of p. By using the alignment parameters and

above two equations, the proposed method represents the vertical alignment term

as

fvert (τ,W) =

N∑
i=1

ωi (Ti(τ)− yt))
2 +

N∑
i=1

μi (Bi(τ)− yb)
2 , (4.5)

where N is the number of character segments and yt and yb are the vertical positions

of top and bottom lines in Fig. 4.2. As the top and bottom points of characters are

on two lines, vertical alignment term has small value.

Then, the proposed method denotes width of i-th character after the transfor-

mation τ as Wi(τ):

Wi(τ) = max
j∈Ci(τ)

[pj ∗ τ ]x − min
j∈Ci(τ)

[pj ∗ τ ]x, (4.6)

where [p]x means the horizontal position of p. By using the above equation, the

proposed method represents the horizontal alignment term as

fhori (τ) =
N∑
i=1

Wi(τ). (4.7)

As the sum of the character widths has small value, horizontal alignment term

has small value.

As can be seen, the proposed cost function is non-convex and many variables are

involved in the function. Therefore, its optimization is a difficult problem and the

proposed method discusses its optimization method in the next section. Also, the

overall algorithm that includes not only cost function optimization (rectification)

but also character segmentation and alignment parameter estimation is mentioned

in the next section.
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Algorithm 1: Overall iterative algorithm

Data: Input image I, initial transformation parameters τ
Result: Solutions I0

∗
, E∗, τ∗

while do
Step 1 : Determine the number of characters N and character
segmentation results {Ci(τ)}Ni=1

Step 2 : Estimate the alignment parameters W
Step 3 : Estimate the rectification variables (I0, E, τ) by minimizing the
cost function (4.1)

end

4.2 Overall algorithm

For the alignment term in (4.1), the proposed method needs to segment the text

into individual characters and determine their alignment parameters. The charac-

ter segmentation is a difficult problem in the case of distorted images. Since better

segmentation needs better rectification and vice versa, the proposed method solves

this problem by performing the character segmentation (and alignment parameter

estimation) and rectification iteratively. As shown in Fig. 4.3, the proposed method

confirms that scene text rectification and character segmentation are performed as

performing the proposed iterative scheme more and more. For the iterative scheme,

first the proposed method performs the character segmentation in the rectified im-

age (by the current estimated τ) using a projection profile method. After character

segmentation, the proposed method estimates the alignment parameters by using a

least squares line fitting with RANSAC outlier removal. Then, the proposed method

performs rectification by minimizing the cost function in (4.1). Since the cost func-

tion is non-convex function and many variables are involved in the function, it is not

straightforward to minimize the cost function. To solve this problem, the proposed

method adds the auxiliary variables and find solution by solving the linearized prob-
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(a) (b) (c)

Figure 4.3: The proposed iterative rectification and segmentation scheme. (a) Input
distorted images and their character segments, (b) Rectified images and their char-
acter segments after first iteration. (c) Rectified images and their character segments
after second iteration. Top (blue) points and Bottom (green) points are aligned to
two horizontal (red) lines, and characters are better rectified and segmented as per-
forming iterative scheme.

lem iteratively. The above mentioned three processes are performed iteratively. The

whole optimization process is summarized in Algorithm 1.

4.2.1 Initialization

For the initialization of transformation parameters τ , the proposed method estimates

rough skew and shearing angles. First, for the skew estimation, the proposed method

computes the projection profiles and considers the angle yielding the most compact

profile as the skew angle θr. After correcting the skew with the estimated angle,

the proposed method estimates the shearing angle θt by maximizing the length sum

of zero-runs in horizontal profiles (i.e., intervals between CCs) in a search range of

(−π/3, π/3). Then, the initial homography matrix is given by

⎛
⎜⎜⎜⎜⎝
1 − tan θt 0

0 1 0

0 0 1

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝
cos θr − sin θr 0

sin θr cos θr 0

0 0 1

⎞
⎟⎟⎟⎟⎠ , (4.8)
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Figure 4.4: Estimation of the skew and shearing angles using the projection profile
analysis.

and a transformation parameter vector τ is initialized by this homography. This step

is illustrated in Fig. 4.4.

4.2.2 Character segmentation

In order to encode the alignments of characters into the proposed cost function, the

proposed method separates scene text into individual characters. First, the proposed

method extracts connected components (CCs), and estimates the mean stroke width

of scene text. Intuitively, the stroke width represents how far the pen moves to

write a given CC. For this representation, the proposed method estimates the stroke

widths of all CCs [58], and calculates the mean stroke width. Second, the proposed

method computes a horizontal projection profile and separates the characters with

the projection value of more than mean stroke width value. As shown in Fig. 4.5, all

scene text including English and Chinese characters are separated by this projection
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(a)

(b)

Figure 4.5: Results of character segmentation. (a) Character segments. (b) (Blue)
graph and horizontal (red) lines mean projection profiles and mean stroke width
values, respectively.

profile method. Also, Chinese characters are sometimes over-segmented, however the

proposed method confirms that segmentation is correctly performed for the purpose,

because the over-segmented characters are satisfied with the character alignment

properties. Also, the characters of the cursive script are under-segmented, since all

the characters are a little tilt. Then, the proposed method determines the horizontal

positions Ci(τ) using the result of character segmentation.

4.2.3 Estimation of the alignment parameters

The alignment parameters determine whether the corresponding characters are aligned

to top and bottom lines. However, since the current estimated τ is still not perfectly

optimized, the characters in the rectified image (by the current estimated τ) are not

aligned to two horizontal lines lt and lb. In the case of the projective transformation,

when the three points on the same line are transformed, they still lie on the same line

in the transformed domain (line to line mapping). Therefore, although horizontal
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(a) (b)

Figure 4.6: Results of line fitting on computed top and bottom points with RANSAC.

lines lt and lb are not horizontal, however they are still straight in the rectified image

(by the current estimated τ). These two (maybe not horizontal but slant) lines are

obtained by performing least squares line fitting on computed top and bottom points

with RANSAC outlier removal, and alignment parameters are also estimated. For

instance, as shown in Fig. 4.6-(a), only four top points (corresponding to ‘o’ and ‘n’)

are aligned. Hence, alignment parameters ωi corresponding to the top line (‘o’ and

‘n’) are 1, and the others (‘L’ and ‘d’) are 0. Also, since all bottom points are on

bottom line, all alignment parameter μi are 1.

4.2.4 Cost function optimization for rectification

The proposed method estimates the variables (I0, E, τ) by minimizing the proposed

cost function. For this, the proposed method develops an optimization method for

(4.1), which is non-convex and thus difficult to optimize. Therefore, the proposed

method first transforms the cost function into a convex function by introducing

58



auxiliary variables Γ = {(αi, βi, γi)}Ni=1:

min
I0,E,τ,Γ

‖I0‖∗ + λ1‖E‖1 + λ2

N∑
i=1

ωi(αi − yt)
2 + λ2

N∑
i=1

μi(βi − yb)
2 + λ3

N∑
i=1

γi,

s.t. I ◦ τ = I0 + E,

Ti(τ) = αi,

Bi(τ) = βi,

Wi(τ) = γi.

(4.9)

Then, the proposed method linearizes the constraints around the current esti-

mated value τ and solves the linearized problem [4]. The linearized problem becomes

min
I0,E,Δτ,Γ

‖I0‖∗ + λ1‖E‖1+λ2

N∑
i=1

ωi(αi − y1)
2 + λ2

N∑
i=1

μi(βi − yb)
2 + λ3

N∑
i=1

γi,

s.t. ∇IΔτ + I ◦ τ = I0 + E,

∇TiΔτ + max
j∈Ci(τ)

[pj ∗ τ ]y = αi,

∇BiΔτ + min
j∈Ci(τ)

[pj ∗ τ ]y = βi,

∇WiΔτ + max
j∈Ci(τ)

[pj ∗ τ ]x − min
j∈Ci(τ)

[pj ∗ τ ]x = γi,

(4.10)

where ∇I = ∂(I◦τ)
∂τ , ∇Ti =

∂(Ti(τ))
∂τ , ∇Bi =

∂(Bi(τ))
∂τ , and ∇Wi =

∂(Wi(τ))
∂τ .

To solve the above linearized convex problem, the proposed method uses the

Augmented Lagrange Multiplier (ALM) method [59]. The proposed method can find

the global optimum of the linearized problem by using the ALM method as in [4].

However, since (4.10) is a local approximation of the original non-convex problem,
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Algorithm 2: Solving the problem (4.9)

Data: Input image I, initial transformation parameters τ , the number of
characters N , character segments {Ci}Ni=1, alignment parameters
W = {(ωi, μi)}Ni=1.

Result: Solution I0
∗
, E∗, τ∗

while not converged do
Step 1 : Compute Jacobians ∇I, ∇Ti, ∇Bi, and ∇Wi

Step 2 : Solve the linearized problem in (4.10)
Step 3 : Update the transformation: τ ← τ +Δτ

end

the proposed method finds the solution of the original problem (4.9) by solving the

linearized problem iteratively. This iterative solver is summarized in Algorithm 2.

Review of the ALM method

The general constrained convex problem is like that:

min
X

f(X), s.t. R(X) = 0, (4.11)

where f is convex function of variables X, and R(X) = 0 is a linear constraint.

The ALM method converts constrained convex problem into unconstrained convex

problem as follow:

Lη(X,Y ) = f(X)+ < Y,R(X) > +
η

2
‖R(x)‖22,

min
X

Lη(X,Y ),

(4.12)

where Y is a Lagrange multiplier and η > 0 is the penalty imposed for feasibility.

Two above problems in (4.11), (4.12) have same optimal solution, when Lagrange

multiplier Y has an appropriate value and penalty η is sufficiently large. The ALM

method solves the constrained convex problem in (4.11) by optimizing the augmented
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convex problem in (4.12). The ALM method optimizes the augmented Lagrangian

function and estimates an appropriate Lagrange multiplier as following iterative

step:

Xk+1 = argmin
X

Lμk
(X,Yk),

Yk+1 = YK + ηk(R(Xk)),

ηk+1 = ρ · ηk, (4.13)

where η > 1 is a parameter increasing penalty η.
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Solving linearized problem

In the proposed optimization, the input variable X, object function f(·) and linear

constraints R(·) become

X = (I0, E,Δτ,Γ),

f(X) = ‖I0‖∗ + λ1‖E‖1 + λ2

N∑
i=1

ωi(αi − yt)
2 + λ2

N∑
i=1

μi(βi − yb)
2 + λ3

N∑
i=1

γi,

R(X) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∇IΔτ + I ◦ τ − I0 + E

[(∇TiΔτ +maxj∈Ci(τ)[pj ∗ τ ]y − αi

)N
i=1

]�

[(∇BiΔτ +minj∈Ci(τ)[pj ∗ τ ]y − βi
)N
i=1

]�

[(∇WiΔτ +maxj∈Ci(τ)[pj ∗ τ ]x −minj∈Ci(τ)[pj ∗ τ ]x − γi
)N
i=1

]�

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(4.14)

where
[
(xi)

N
i=1

]�
mean the vectors of [x1, x2, ..., xN ]�.

The proposed method estimates the optimal solutions (I0, E,Δτ,Γ) by perform-

ing iterative step of ALM method in (4.13). The updating Lagrange multiplier and

penalty is simple, the proposed method mentions only the first step updating the

variable X of the iterative step in (4.13), in detail.

Since many variables are involved in the augmented Lagrangian function, it is

unstraightforward process to minimize the augmented Lagrangian function. To solve

this problem, the proposed method develops an alternating optimization method [4]
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as follow:

I0k+1 = argmin
I0

Lηk

(
I0, Ek,Δτk,Γk, Yk

)
,

Ek+1 = argmin
E

Lηk

(
I0k+1, E,Δτk,Γk, Yk

)
, (4.15)

Γk+1 = argmin
Γ

Lηk

(
I0k+1, Ek+1,Δτk,Γ, Yk

)
,

Δτk+1 = argmin
Δτ

Lηk

(
I0k+1, Ek+1,Δτ,Γk+1, Yk

)
.

The proposed method solves the above problems by minimizing the low-rank

and alignment terms alternatively, and they have closed-form solutions. The solution

I0, E and Δτ are mentioned in [4], and the solutions for the auxiliary additional

variables become:

αk+1 ←

⎧⎪⎪⎨
⎪⎪⎩

1
2λ2+ηk

(2λ2yt + Y α
k ηk∇TΔτk +maxj∈C(τ)[pj ∗ τ ]y), ωi = 1

maxj∈C(τ)[pj ∗ τ ]y, otherwise

βk+1 ←

⎧⎪⎪⎨
⎪⎪⎩

1
2λ2+ηk

(2λ2yb + Y β
k ηk∇TΔτk +minj∈C(τ)[pj ∗ τ ]y), μi = 1

minj∈C(τ)[pj ∗ τ ]y, otherwise

γk+1 ←
(−λ3 + Y γ

k )

ηk
+∇WΔτk + max

j∈C(τ)
[pj ∗ τ ]x − min

j∈C(τ)
[pj ∗ τ ]x,

(4.16)

where k is an iteration index, Yα, Yβ and Yγ are the Lagrangian multiplier corre-

sponding to linear constraints related to α, β, and γ.

4.3 Experimental results

This dissertation evaluated the proposed scene text rectification method on the scene

text dataset containing real scene text images and synthetic text images [43]. The
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Figure 4.7: Images of dataset. The first row: real scenes, the second row: detection
and binarization results of first row, the third row: synthetic text images.

real scene text images were from MSRA-TD 500 dataset [60] and synthetic text im-

ages were obtained by applying homography transformation to ICDAR 2013 Robust

Reading Competition dataset [61]. They include English and Chinese characters, as

shown in Fig. 4.7.

In the experiments, the proposed method resized inputs so that their pixel-

resolutions became 3500 pixels. The proposed method set the weight λ2, λ3 in 4.1

so that it is proportional to 1/N , where N is the number of character segments.

Also, for the image height h, the proposed method set yt = 0 and yb = h. The
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proposed method implemented with C++ and its implementation takes 2-6 s for

the rectification of an image (3500-pixel resolution) on Intel(R) i5(TM) CPU(3.40

GHz).

For the objective evaluations of the rectification, the conventional method [4]

is compared with the proposed method. The performance is evaluated in terms of

OCR accuracy. To be precise, the accuracy of OCR is defined as

accuracy(R,G) = 1− L(R,G)

max(#R,#G)
, (4.17)

whereR is a recognition result string,G is the ground truth string, #(·) is the number

of characters in the string, and L(x, y) means the Levenshtein distance between two

strings [57]. The distance is defined as the minimum number of character edits

(insertion, deletion, and substitution) to transform one string to the other. For the

OCR, the proposed method used the google tesseract OCR engine [7].

Experimental results for OCR accuracy are summarized in Table. 4.1 and Ta-

ble. 4.2. As shown, the proposed method shows higher accuracy for both real and

synthetic text images. Since real text images consist of relatively less distorted im-

ages, the difference between the conventional method [4] and the proposed method

is relatively small compared with synthetic images.

Some experimental results are shown in Fig. 4.8, 4.9, 4.10 and 4.11. The con-

ventional method [4] has difficulties in the severe perspective distortions, but the

proposed method corrects severe perspective distortions as well as the little per-

spective distortions well. Also, since the proposed method adds the alignment term,

characters are more aligned in the proposed method compared with the conventional

method in [4].
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Table 4.1: OCR accuracy of the proposed and conventional method [4] on real scene
text images.

OCR accuracy English Chinese

Input image 0.6128 0.4566

TILT [4] 0.9178 0.6326

Proposed 0.9421 0.7183

Table 4.2: OCR accuracy of the proposed and conventional method [4] on synthetic
text images.

OCR accuracy English Chinese

Input image 0.1475 0.1178

TILT [4] 0.7974 0.4005

Proposed 0.9023 0.6531

4.4 Summary

In this chapter, this dissertation has proposed a new scene text rectification algo-

rithm. In the proposed method, two properties of rectified text images are encoded

into the cost function and the proposed method obtained optimal transformation

parameters by minimizing the cost function. Since the proposed method considered

the alignments of characters, the proposed algorithm yielded improved rectification

performance for a range of cases. Also, in order to encode the alignments of charac-

ters into the proposed function, the proposed method separated the scene text into

individual characters. Overall algorithm was designed as performing the character

segmentation (and alignment parameter estimation) and rectification iteratively. Ex-
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perimental results on natural and synthetic images showed that the OCR accuracy

of the proposed algorithm is higher than the conventional methods using only glyph

properties.
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(a) (b) (c)

Figure 4.8: Rectification results on English real scene text images. (a) input distorted
image, (b) the conventional method [4], (c) the proposed method.
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(a) (b) (c)

Figure 4.9: Rectification results on Chinese real scene text images. (a) input distorted
image, (b) the conventional method [4], (c) the proposed method.
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(a) (b) (c)

Figure 4.10: Rectification results on English synthetic text images. (a) input dis-
torted image, (b) the conventional method [4], (c) the proposed method.
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(a) (b) (c)

Figure 4.11: Rectification results on Chinese synthetic text images. (a) input dis-
torted image, (b) the conventional method [4], (c) the proposed method.
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Chapter 5

Curved surface dewarping in

real scene

5.1 Proposed curved surface dewarping method

The proposed cost function in document dewarping can be extended to curved sur-

face dewarping in real scene. In order to adapt to real scene images, a pre-processing

step is introduced, in this section.

5.1.1 Pre-processing

In order to rectify curved surface in real scene, the proposed method first detects

the salient planar objects. There are many salient object detection methods, the

proposed method detects the salient planar objects using [5]. This saliency detection

methods ranks the similarity of the image elements with foreground cues or back

ground cures via graph-based manifold ranking, then defined the saliency of the

image elements as their relevances to the given seeds or queries. Then, the proposed
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(a) (b) (c)

Figure 5.1: Results of the saliency detection [5]. (a) Input images, (b) Saliency maps,
(c) Results of feature extraction on salient objects.

method extracts color pixels and line segments on the only salient regions. This

results is as shown in Fig. 5.1.

5.2 Experimental results

First, in order to evaluate the effectiveness of pre-processing, this dissertation com-

pared three images: results of [4] in the whole image, results of [4] in the salient

object, the results of proposed method. These experimental results are shown in

Fig. 5.3, 5.4 and 5.5. By exploiting the saliency detection, object rectification in real
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Figure 5.2: Images of the curved surface in a real scene dataset collected by this
dissertation.

scene is more aligned, as shown in Fig. 5.3, 5.4 and 5.5-(b) and (c).

Also, in order to consist of curved surface images in real scene, the proposed

method collected 74 curved surface images as shown in the Fig. 5.2. For the eval-

uation, the proposed method computed the geometric quantities of rectangles in

rectified results mentioned in scene text rectification. Experimental results are sum-

marized in Table. 5.1. The existing methods [1, 6] are compared with the proposed

method. As shown, the proposed method shows improved geometric rectification

performance in terms of all measures.

Some experimental results are shown in Fig. 5.6, Fig. 5.7, and Fig. 5.8. Unlike

the proposed method, the conventional text-line based method has difficulties by a
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Table 5.1: Geometric measures of the proposed and conventional methods [1, 6] on
our dataset

Kim [1] Zhang [6] Proposed

Orthogonality 11.3624 8.6529 4.5710

Diagonal ratio 0.0414 0.0317 0.0124

Vertical ratio 0.0916 0.0655 0.0498

Horizontal ratio 0.0861 0.0655 0.0480

few text-lines and their false positives. Also, the low-rank based method works well

in well-structured images such as barcode, however yield distortions in other images.

However, since the proposed method exploits well aligned line segments including

boundary lines of circular objects, the proposed method works well.

5.3 Summary

In this chapter, this dissertation has proposed a dewarping algorithm of curved

surface in real scene by extending the document dewarping algorithm in 3. Since

the curved surface in real scene contains a lots of line segments (i.e., boundary

lines of circular objects or barcode lines), the proposed algorithm yielded improved

rectification performance for a range of cases. Experimental results on the tested

dataset showed that the geometric measures of the proposed algorithm is higher

than the conventional methods.
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(a) (b)

(c) (d)

Figure 5.3: Results of the three methods. (a) Input image, (b) Result of [4], (c)
Result of [4] for the salient object region, (d) Result of the proposed method.
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(a) (b)

(c) (d)

Figure 5.4: Results of the three methods. (a) Input image, (b) Result of [4], (c)
Result of [4] for the salient object region, (d) Result of the proposed method.
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(a) (b)

(c) (d)

Figure 5.5: Results of the three methods. (a) Input image, (b) Result of [4], (c)
Result of [4] for the salient object region, (d) Result of the proposed method.
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(a) (b)

(c) (d)

Figure 5.6: Results of the three methods. (a) Input image, (b) Result of [1], (c)
Result of [6], (d) Result of the proposed method.
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(a) (b)

(c) (d)

Figure 5.7: Results of the three methods. (a) Input image, (b) Result of [1], (c)
Result of [6], (d) Result of the proposed method.
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(a) (b)

(c) (d)

Figure 5.8: Results of the three methods. (a) Input image, (b) Result of [1], (c)
Result of [6], (d) Result of the proposed method.
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Chapter 6

Conclusions

In this dissertation, a new rectification method for document and scene text image

based on alignment properties have been proposed. For document image dewarping,

the proposed method exploited line segment properties which are valid in non-text

as well as text regions, encoded this properties into a cost function and obtained

optimum transformation parameters by minimizing the cost function. Since the pro-

posed method considered the properties on non-text as well as text regions, the

proposed algorithm yields improved OCR accuracy and geometric measures, espe-

cially for the images include many non-text regions. For scene text rectification, in

the proposed method, two properties of rectified text images were encoded into the

cost function and also obtained transformation parameters by minimizing the cost

function. Since the proposed method considered the alignments of characters as well

as glyph (low-rank) property, the proposed algorithm yielded improved rectification

performance for a range of cases. Experimental results on natural and synthetic im-

ages showed that the OCR accuracy of the proposed algorithm is higher than the

conventional low-rank based method. In addition, the proposed alignment term of



line segments was extended to the curved surface dewarping in a real scene.
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초록

카메라로 촬영한 텍스트 영상에 대해서, 광학 문자 인식(OCR)은 촬영된 장면을 분석

하는데 있어서 매우 중요하다. 하지만 올바른 텍스트 영역 검출 후에도, 촬영한 영상에

대한 문자 인식은 여전히 어려운 문제로 여겨진다. 이는 종이의 구부러짐과 카메라 시

점에의한기하학적인왜곡때문이고,따라서이러한텍스트영상에대한평활화는문자

인식에있어서필수적인전처리과정으로여겨진다.이를위한왜곡된촬영영상을정면

시점으로 복원하는 텍스트 영상 평활화 방법들은 활발히 연구되어지고 있다. 최근에는,

평활화가 잘 된 텍스트의 성질에 초점을 맞춘 연구들이 주로 진행되고 있다. 이러한

관점에서, 본 학위 논문은 텍스트 영상 평활화를 위하여 새로운 정렬 특성들을 다룬다.

이러한 정렬 특성들은 비용 함수로 설계되어지고, 비용 함수를 최소화하는 방법을 통

해서 평활화에 사용되어지는 평활화 변수들이 구해진다. 본 학위 논문은 “문서 영상

평활화, 장면 텍스트 평활화, 일반 배경 속의 휘어진 표면 평활화”와 같이 3가지 세부

주제로 나눠진다.

첫번째로,본학위논문은텍스트라인들과선분들의정렬특성에기반의문서영상

평활화 방법을 제안한다. 기존의 텍스트 라인 기반의 문서 영상 평활화 방법들의 경우,

문서가복잡한레이아웃형태이거나적은수의텍스트라인을포함하고있을때문제가

발생한다.이는문서에텍스트대신그림,그래프혹은표와같은영역이많은경우이다.

따라서 레이아웃에 강인한 문서 영상 평활화를 위하여 제안하는 방법은 정렬된 텍스트

라인뿐만 아니라 선분들도 이용한다. 올바르게 평활화 된 선분들은 여전히 일직선의
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형태이고, 대부분 가로 혹은 세로 방향으로 정렬되어 있다는 가정 및 관측에 근거하여,

제안하는 방법은 이러한 성질들을 수식화하고 이를 텍스트 라인 기반의 비용 함수와

결합한다. 그리고 비용 함수를 최소화 하는 방법을 통해, 제안하는 방법은 종이의 구부

러짐,카메라시점,초점거리와같은평활화변수들을추정한다.또한,오검출된텍스트

라인들과 임의의 방향을 가지는 선분들과 같은 이상점(outlier)을 고려하여, 제안하는

방법은 반복적인 단계로 설계된다. 각 단계에서, 정렬 특성을 만족하지 않는 이상점들

은 제거되고, 제거되지 않은 텍스트 라인 및 선분들만이 비용함수 최적화에 이용된다.

수행한 실험 결과들은 제안하는 방법이 다양한 레이아웃에 대하여 강인함을 보여준다.

두 번째로는, 본 논문은 장면 텍스트 평활화 방법을 제안한다. 기존 장면 텍스트

평활화 방법들의 경우, 가로/세로 방향의 획, 대칭 형태와 같은 문자가 가지는 고유의

생김새에 관련된 특성을 이용한다. 하지만, 이러한 방법들은 문자들의 정렬 형태는 고

려하지않고,각각개별문자에대한특성들만을이용하기때문에여러문자들로구성된

텍스트에대해서잘정렬되지않은결과를출력한다.이러한문제점을해결하기위하여,

제안하는 방법은 문자들의 정렬 정보를 이용한다. 정확하게는, 문자 고유의 모양뿐만

아니라 정렬 특성들도 함께 비용함수로 수식화되고, 비용함수를 최소화하는 방법을

통해서 평활화가 진행된다. 또한, 문자들의 정렬 특성을 수식화하기 위하여, 제안하는

방법은 텍스트를 각각 개별 문자들로 분리하는 문자 분리 또한 수행한다. 그 뒤, 텍스트

의위,아래선들을 RANSAC알고리즘을이용한최소제곱법을통해추정한다.즉,전체

알고리즘은 문자 분리와 선 추정, 평활화가 반복적으로 수행된다. 제안하는 비용함수는

볼록(convex)형태가 아니고 또한 많은 변수들을 포함하고 있기 때문에, 이를 최적화하

기 위하여 Augmented Lagrange Multiplier 방법을 이용한다. 제안하는 방법은 일반

촬영 영상과 합성된 텍스트 영상을 통해 실험이 진행되었고, 실험 결과들은 제안하는

방법이 기존 방법들에 비하여 높은 인식 성능을 보이면서 동시에 시각적으로도 좋은

결과를 보임을 보여준다.

마지막으로,제안하는방법은일반배경속의휘어진표면평활화방법으로도확장된
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다.일반배경에대해서,약병이나음료수캔과같이원통형태의물체는많이존재한다.

그들의 표면은 일반 원통 표면(GCS)으로 모델링이 가능하다. 이러한 휘어진 표면들은

많은문자와그림들을포함하고있지만, 포함된문자는문서에비해서매우불규칙적인

구조를 가지고 있다. 따라서 기존의 문서 영상 평활화 방법들로는 일반 배경 속 휘어진

표면영상을평활화하기힘들다. 많은휘어진표면은잘정렬된선분들 (테두리선혹은

바코드)을 포함하고 있다는 관측에 근거하여, 제안하는 방법은 앞서 제안한 선분들에

대한 함수를 이용하여 휘어진 표면을 평활화한다. 다양한 둥근 물체의 휘어진 표면

영상들에 대한 실험 결과들은 제안하는 방법이 평활화를 정확하게 수행함을 보여준다.

주요어: 문서 영상 평활화, 장면 텍스트 평활화, 문자 분리, 휘어진 표면 평활화

학 번: 2013-30220
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