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Abstract

Computational study of hydrogen evolution reaction on

defective two-dimensional transition metal dichalcogenides

Joohee Lee
Materials Sciences and Engineering
The Graduate School

Seoul National University

Hydrogen is a strong contender for a next-generation clean energy
source that may replace the current fossil fuels. However, the low-cost
and clean production of hydrogen source is a critical issue. In this
regard, the hydrogen production by splitting water, the abundant
resource on earth, may resolve many of these problems, particularly if
it is driven by the solar energy. To split water using solar energy or
electricity, catalysts are necessary to reduce the large overpotential
during the hydrogen and oxygen evolution. For several decades, Pt is
known to be the best catalyst for hydrogen evolution reaction in water
splitting, but the material is very expensive and so might not be suitable
for large scale applications. As such, numerous studies searched for
alternative catalysts that have potential to replace Pt. Especially,
transition metal dichalcogenides (TMDs) are receiving much attention
as a new class of two-dimensional catalysts for hydrogen evolution

reaction (HER). Despite extensive efforts to find highly efficient



catalytic TMD systems, strong candidates to replace Pt have not been
suggested yet. In TMD catalysts such as MoS,, edges are believed to be
the active sites, but their limited density is a problem. Recently, it was
found that the basal plane of MoS; can also be active for HER by
introducing sulfur vacancies in addition to strain.' Herein, we try to
identify the mechanism of HER on sulfur vacancy sites by means of
kinetic Monte Carlo simulation using the energetics of first-principles
calculations. We find that HER at sulfur vacancy site of MoS, are
dominated by the Volmer-Heyrovsky mechanism, and the vacancy site
can be electrically charged, thereby lowering the energy barrier of rate-
limiting Heyrovsky step. In addition, when a tensile strain is applied to
MoS,, it leads to reaction paths with lower energy barriers in more
negatively charged states. We also try to find new defective TMD
catalyst for HER by means of computational screening based on the
density functional theory. We explore the HER efficiencies of basal
planes and anion vacancy sites for various TMD materials by using the
hydrogen binding free energy as the descriptor for the HER efficiency.
We find hydrogen binding energy is varied by the concentration of
vacancy and discover good TMD candidates which are expected to
show high HER performance in proper vacancy concentrations. We
suggest ZrSe, and ZrTe, for low vacancy concentration, and MoSe;,
MoTe,, WSe,, ReTe,, MoS, and ReSe, when intermediate or high
concentration of vacancy is accessible. We expect that these materials
could compete with Pt as HER catalyst even without strain engineering.
In addition, through multiple linear regression, we identify that the

2



formation energies and the electronic structures of anion vacancies

strongly affect the hydrogen adsorption energy.

Keywords: first-principles calculation, kinetic Monte Carlo, hydrogen
evolution reaction (HER), transition metal dichalcogenides (TMDs),
anion vacancy site, mechanism, kinetics, screening

Student Number: 2013-30184



Contents

ADStract oo i ]

CoONteNtS oottt et e e e 4

List of tables and figures ..., 7
1. Introduction .............cciiiiiiiiiiiiiiiiiiiie, 11
1.1 Hydrogen as a next-generation clean energy source ............ 11
1.2 2D materials as novel catalysts for water splitting ............... 12
1.3 TMD materials for HER ..., 14
1.4 Anion vacancy as a HER active site in TMDs .................. 15
1.5 Goal of the dissertation ...............cooeviiiiiiiniiiiiininnn.. 17
2. Theoretical backgrounds and methods .................. 18
2.1 Density functional theory (DFT) ........ccoooiiiiiiiiiiiiiiinn..

1 8
2.1.1 Hohenberg and Kohn theorem ................c..coooiiinin.

1 8
2.1.2 Kohn-Sham equation .............cccoviiiiiiiiiiiiiinnannnn. 19
2.1.3 Exchange-correlation energy ..............ocevvveeeienannnn. 20

2.2 Gibbs free eNergy .......ooeviiiiiiiiiiiiiii e 22

2.2.1 Gibbs free energy of intermediates of HER on Vs in MoS;

..................................................................... 22

3. Mechanism of HER on Vg in MoSy ...covvvvviiiiinn... 23

3.1 Introduction: Mechanisms of HER .............................. 23

3.1.1. HER on Vg 1IN MOSy oo

2 3
4



3.2 Theoretical approaches for HER on Vg .........oooiiiiiiait. 26

3.2.1. Multiscale simulation ..............c.ccooviiiiiiiiiiin.. 26
3.2.2 HER; a stepwise chemical reaction ........................ 26
3.2.3 Transition state theory .............cccovvviiiiiiiiiininnn... 28

3.2.4 Possible intermediate states of sulfur vacancy in the MoS;

during HER ... e
30
3.2.5 Definition of relative energies of intermediate states ...... 31
3.2.6 Reaction energy and kinetic barrier ........................ 33

3.2.7 State transition diagrams of intermediate and transition states

..................................................................... 35
3.2.8 Algorithm of KMC ... 39
3.2.7.1 Rate of event
3.2.7.1.1 Reaction barrier
3.2.7.1.2 Pre-exponential factors of rates
3.3 Result and diSCUSSION ........cccoiviiiiiiiiiiiiiiiiiiiinaene. 48
3.3.1 State change over time and turnover frequency ......... 48
3.3.2 Reaction mechanism .............ccceoeviiiiiiiiiiiininnann.. 51
3.3.3 Bias dependence ............ooiiiiiiiiiiiiiii 53
3.3.4 Simple model ... 58
3.3.5 Strain effect ........coooiiiiiiiii 59
3.4 Summary: Mechanisms of HER ...........................l. 65

4. Screening active anion vacancy sites of various TMDs for

5



4.2 Computational screening of stable TMDs for HER ............ 69

4.2.1 Computational detail ..................ooiiiiiiiii.. 69
4.2.2 Screening for HER on 40 stable TMD phases ............ 69
4.2.3 Anion vacancy formation ...............c.ccceeiiiiiiiinann.. 73

4.2.4 Hydrogen adsorption free energy ...............cocceeeennnnn..

4.2.5 Hydrogen adsorption on TMD basal plane .................. 76
4.2.6 Hydrogen coverage on vacancies of high concentration ... 77
4.2.6.1 Equilibrium coverage model

4.2.6.2 dependence of hydrogen adsorption energy on 6y

4.2.7 Establishing volcano curve ..................cooeviiinnn.n. 80
4.3 Result and diSCUSSION ......vuvieiiiiniiiiiiiiiieieeeeneen, 83
4.3.1 Candidate basal planes of TMD ................coceviinnn. 83
4.3.2 Anion vacancy in TMDs ...........ccoovviiiiiiiiiiinnn... 83

4.3.2.1 Anion vacancy formation energies in TMDs
4.3.2.2 Electronic structures of TMDs with anion vacancy
4.3.3 Hydrogen adsorption on anion vacancy site in TMD ...... 88
4.3.3.1 Distribution of hydrogen adsorption energies on basal
planes and anion vacancy sites
4.3.3.2 Candidate TMDs with anion vacancy as an active site
4.3.3.3 Classification of candidate TMDs with anion vacancy

4.3.3.4 Key physical quantities that affect hydrogen adsorption

energy
4.4 Conclusion: Screening HER catalyst ........................ 102
4.5 Summary: Screening HER catalyst ........................ 103

6



Bibliography .........ccoooiiiiiiii 106
2 LN & ...................................................... 1 1 5

M E ) 8k
¥ | I -



List of tables and figures

Table 3.1 All calculation data. Kim (2016)* ............ccevven. 34

Table 3.2 All calculation data when 2.7 % of compressive strain is
applied. Kim (2016)% ....oooumeiie e
6 0
Table 3.3 All calculation data when 2.7 % of tensile strain is applied.
KAm (2016)7 .o 61
Table 4.1 Stable phase, band gap, hydrogen adsorption free energy on
basal plane, AGy (basal), vacancy formation energy, EJY , hydrogen
adsorption energy on vacancy site of the system with low vacancy
concentration, AGy (H/V), and high vacancy concentration, AGy
( 4 H / 4 V )

. 90

Figure 3.1 Terminology for stepwise chemical reaction like HER ... 29

Figure 3.2 (a) State transition diagrams of intermediate and transition
states of Volmer step (b) Minimum adsorption energy and reaction

barrier of the Volmer step ..........cooiiiiiiiiiiiiiiiiiiiiiin. 37

Figure 3.3 (a) State transition diagrams of intermediate and transition

states of Heyrovsky step (b) Minimum reaction barrier of the

H e y r o v s k vy s t e p
38
Figure 3.4 Flow chart of our KMC simulation ..................... 41

Figure 3.5 Schematic model for the proof for overall reaction rate

including fast charging event. ...............ccooiiiiiiiiiiiiiiiiin... 44



Figure 3.6 Schematic event table weighted by rate and the example of

a Heyrovsky step and the relevant energy barriers .................. 47

Figure 3.7 State change over time. Green data indicates [H-Vs], and

purple data indicates a number of H, evolution, respectively ......... 50

Figure 3.8 (a) Reaction paths and their proportions. (b) Most dominant

reaction path. (c¢) Second dominant reaction path ............ 52
Figure 3.9 Population of each state .................c..cooiiiiiinl, 55

Figure 3.10 Polarization curves from our KMC simulation, and from
the experiment’. . .........oooiiii it

5 6

Figure 3.11 (a) Tafel plot resolved by the mechanism (b) Three

representative dominant mechanisms depending on the external bias.

Figure 3.12 Three different dominant mechanisms depending on the

applied strain on the system ..............cooiiiiiiiiiiiiiiiiii 62

Figure 3.13 Tafel plots of systems with tensile and compressive strain

and WIthout Strain .......oooueiiriit e e e 63

Figure 3.14 Polarization curves of systems with tensile and

compressive strain and without strain

6 4

Figure 4.1 Classification of TMD materials. (a) The most stable phases
from calculations (b) Searching space of structures to find the most
stable phases. H phase is the MoS; type which has octahedral
coordination. T phase is the Cdl, type which has trigonal prismatic

9



coordination. T" and T” phases are distorted T phases, WTe, type, and
ReSe, type, respectively. ........ooooiiiiiiiiiiiiiiii 72

Figure 4.2 Present GGA calculation data vs reference data with BEEF
functional.’ we included data only which the phase and the adsorption
site are considered to be the same between two datasets. The

differences are not larger than 0.5 eV.

7 6

Figure 4.3 Modeling of supercells for examining dependence of

hydrogen adsorption energy on 6y. Using 2x2 supercell with the most

stable vacancy, we expand 2x2 or vV3xv/3 to simulate 8y = i, and

D = S 78

Figure 4.4 Dependence of hydrogen adsorption energy on 6y. It shows

generally linear dependence. ..............ccooiiiiiiiiiiiiiiiiiiiiinn, 79

Figure 4.5 Present GGA calculation data vs reference data. Reference
data of BEEF functional are from C. Tsai et al., Nano Lett. 14, 1381
(20014) 81

Figure 4.6 Volcano plots of expected HER exchange current as a
function of hydrogen adsorption energy for basal planes of TMDs.
Shaded region is the range of AGy™' — 0.1 eV < AGy < AGy™ + 0.1 eV.

. 82

Figure 4.7 Regression result of anion vacancy formation energies in
terms of some bulk parameters like ionic interaction energy, band gap,
chalcogen p valence level and expected HOMO level. The R* score of
the regression 1S 0.72. ..ot 85

10



Figure 4.8 Schematic electronic structures of anion vacancy systems
classified by a group of the metal atom. Dark color on the bottom part
indicates the occupied density of states, and light color on the top part

indicates the unoccupied density of states. ........................ 87

Figure 4.9 Distributions of hydrogen adsorption energies on (a) basal
planes of TMDs, (b) anion vacancy sites in systems with low vacancy
concentrations and (c) high vacancy concentrations, respectively. Blue
points indicate metallic phases and red points are for semiconducting
phases. Distributions are obtained from Gauss sums of the points when

sigma is set to be 0.1 eV. ... 93

Figure 4.10 Candidate TMDs for HER. Volcano plots for anion

vacancy sites of TMDs when the vacancy concentrations are (a) 3.125 %

and (b) 12.5 %, respectively.
95

Figure 4.11 Candidate TMDs for HER. The trend of hydrogen
adsorption energy as a function of the vacancy concentration.
Candidate type I is relevant to the high vacancy concentrations, type 11
indicates the group of materials which might be optimized by
controlling the vacancy concentrations, and type III is relevant to the

l ow vacancy concentrations.

98

Figure 4.12 Regression result of hydrogen adsorption free energies on
anion vacancy sites in terms of vacancy formation energy, LUMO level,

and HOMO level. An R* score of the regression is 0.86. ...... 101

11



12

: .--*? ’;ﬂ %E‘H ﬁ‘l.]--l?—

SECRIL WATCeAL LIMNVERSTY



Chapter 1. Introduction

1.1  Hydrogen as a next-generation clean energy source

Hydrogen is a strong contender for a next-generation clean energy
source that may replace the current fossil fuels. There are several issues,
however, ranging from the hydrogen production and storage to the
efficiency of hydrogen fuel cells, which hinders a large-scale hydrogen
industry.” In particular, the low-cost and clean production of hydrogen
source is a critical issue. Currently, fossil fuels are still the main
resource for the production of hydrogen due to their low costs and
applicability for many fossil fuel-based machines, but the fossil fuels
are limited resources and possess the problem of CO; and pollutants
emission.” On the other hand, the hydrogen production by splitting
water, the abundant resource on earth, may resolve many of these
problems, particularly if it is driven by the solar energy. Therefore, a
study on the water splitting is crucial and especially finding efficient
catalysts for the oxygen evolution reaction (OER) and the hydrogen
evolution reaction (HER) has great importance for the development of
solar water splitting systems for the commercial production of the

hydrogen fuel to replace the current fossil fuels.
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1.2 2D materials as novel catalysts for water splitting

To split water using solar energy or electricity, catalysts are necessary
to reduce the large overpotential during the hydrogen and oxygen
evolution. For several decades, Pt is known to be the best catalyst for
hydrogen evolution reaction in water splitting, but the material is very
expensive and so might not be suitable for large scale applications. As
such, numerous studies searched for alternative catalysts that have
potential to replace Pt.°® Recently, it has shown that not only the
structures and compositions of the catalyst but also the dimensionality
of the material is an important factor for the catalytic activity of the
material. For an example, two-dimensional (2D) graphene has
exceptional catalytic advantages that are absent in bulk graphite and it
has been used as a novel catalyst to facilitate many chemical reactions
including HER.” " Also, methodologies developed by many endeavors
to prepare 2D graphene has led the discovery of various other 2D

12-21

materials, which is advantageous for catalysis due to following

reasons:

High specific surface area: high density of surface active sites

- Increased hopping of electrons from the electrode to 2D
catalyst surface

- Possibility to characterize the active sites on TEM or STM:

good ground to combine theoretical research

- Possibility of chemical and structural modification

14



In addition, many conditions can affect their properties in 2D materials.
There are size effect, layer thickness effect, edge and defect effect,
curvature effect, and dopant and functional group effect. Especially,
electronic density of states can be strongly enhanced at the edges. In
addition, defects such as vacancies and dislocations can induce

additional electronic states and also affect the catalytic efficiency.'’

15



1.3 TMD materials for HER

Among various 2D materials, transition metal dichalcogenides (TMDs)
— whose generalized formula is MX,, where M is a transition metal
and X is a chalcogen (S, Se or Te) —, most notably MoS,, are receiving
much attention as a catalyst for HER to replace platinum because of
several advantages such as earth abundance and stability in the acidic
media which is the HER condition." ***>* Especially in their
monolayer form, electronic structure is changed”” and also the catalytic
efficiency increases much than their bulk counterpart as the catalytic
active sites might be largely exposed on the surface. Also, there is the
possibility of chemical and structural modification. For example, edge
or defective structure can modulate their properties. In addition, there
are so many TMD compounds and their various properties ranging
from metals to semiconductors that we have the possibility to choose

the adequate TMDs for interested applications.

16



1.4  Anion vacancy as a HER active site in TMDs

The basal plane of many stable TMD phases including MoS, is known
to be inert. This will disfavor the dissociative adsorption of hydrogen
on the TMD surface, which limits HER.° Although edge sites of
some TMD phases are catalytically active,**'”’ demands of active basal
planes still exist to maximally expose the active sites. In this regard,
basal planes of some meta-stable phases such as metallic T-MoS, are
suggested as an efficient catalytic site,””>>”® but for the meta-stable
phases, we cannot expect sufficient cyclic properties.

Recently, it was suggested that the basal plane of MoS, can also be
active in the presence of sulfur vacancies.' It was found that the sulfur
vacancies in MoS; could increase the catalytic activity for HER by
enhancing the hydrogen adsorption, and the activity increases even
further when the adequate strain was applied on the defective MoS,.
This motivated many researches that introduced vacancies, dopants,
and other forms of defects in TMDs for using the material as HER

10,29,33,37,45,47,49,59,60
catalysts.

In particular, Voiry et al reported largely
enhanced HER property for MoS; basal plane by improving electronic
coupling with substrate, and attribute it to activities of naturally
occurring sulfur vacancies.’'

While preceding works demonstrated catalytic activity of MoS, with
anion vacancies, a question remains by which mechanism the anion

vacancy site of TMDs gets active, how much the activity increases and

how is the strain effect, or whether other TMDs may also exhibit the
17



enhanced HER activity when defects are introduced. Therefore, it
would be timely to identify the mechanism and kinetics of HER on the
anion vacancy site of TMDs, and extensively study anion vacancies in

various TMDs and evaluate them as HER active sites.

18



1.5 Goal of the dissertation

In this dissertation, we present two different computational studies of
hydrogen evolution reaction on defective two-dimensional transition
metal dichalcogenides. First, we identify the mechanism of HER on
vacancy site. We find out the time limiting step and investigate the
overpotential dependence of the kinetics of this step. We also study the
strain effect in relation to the mechanism. This study implies that
engineering active sites on the inert basal planes of TMD materials
would be possible by introducing anion vacancies. While the first work
demonstrated catalytic activity of MoS, with anion vacancies, a
question remains whether other TMDs may also exhibit the enhanced
HER activity when defects are introduced. Therefore, it would be
meaningful to extensively study anion vacancies in various TMDs and
evaluate them as HER active sites. So for the second topic, we explore
the HER efficiencies of basal planes and anion vacancy sites of various
TMD materials by calculating hydrogen binding energy. To screen
proper materials, we searched all stable TMD structures. For the
screening targets, we investigate how inert basal plane of TMDs turn to
be active with the anion vacancies and suggest four different types of
candidate materials that are predicted to have good HER efficiencies
depending on the range of the vacancy concentration. In addition, we
examine the correlation of some relevant physical quantities with
hydrogen adsorption energy, the descriptor for HER activity, at the

anion vacancy sites.

19



Chapter 2. Theoretical backgrounds and methods

2.1 Density functional theory (DFT)

2.1.1 Hohenberg and Kohn theorem

Most of the electronic structure calculations of materials have been
based on the density functional theory (DFT) since Hohenberg and
Kohn theorem®” was introduced in 1964. Hohenberg and Kohn theorem

implies that the ground state charge density p(7) is the necessary and

sufficient information to calculate the electronic structure of materials
and corresponding total energies. If the ground state density is known,

Hamiltonian H, ground state wave function w , and ground state
energy can be defined as a unique functional of p(r).

The total energy E of the system is defined as
E= Iv(r)p(r)dr + F(p(r)), (2.1)

where Vv(r) is the external potential, p(r) is the charge density, and
F(p(r)) is the universal functional. By the variational principle, we

can prove that the total energy given by Eq.(2.1) is minimum when
p(r) corresponds to the true charge density in the ground state.

To calculate the electronic structures and total energies of the material,

the Hamiltonian must be defined. The Hamiltonian of electrons

interacting in the ionic potential is shown in Eq.(2.2)

20
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where the first term is kinetic energy, the second term is ion-electron
interaction, and the third term is electron-electron interaction. This
Hamiltonian is accurate but it gives practically unsolvable Schrodinger

equation because of the extremely high degree of freedom.

2.1.2 Kohn-Sham equation

In 1965, Kohn and Sham suggested the effective potential ¥, to

convert the many-body problem to simple one particle problem. The
effective potential is composed of three parts as follow:

1) Ewald energy V. . : the ion-electron interaction

2) Hartree energy V, ,: the electron-electron Coulomb interaction

3) Exchange-correlation energy V. .

X

Vy(r)=V,

ion—e

+V_+V (2.3)

e xXc

Using the V., the Schrodinger equation with complicated many-body

interactions becomes simple one particle problem as the following

equation:
{—f—mvz +V, (p(?»}m?) = £,6,(r) (2.4)

Starting with a trial charge density and wave vectors from the atomic
potentials of given system, the effective potential as a functional of the
density is calculated and then Schrodinger equation is reduced to single

particle equation. This equation is called Kohn-Sham equation. By
21



solving this equation, the Fermi energy and new charge density can be
determined. This calculation process is repeated recursively until the
difference between starting charge density and new charge density

becomes smaller than given criteria.

2.1.3 Exchange-correlation energy
In the calculation of Kohn-Sham equation, determination of the
effective potential is compulsory and very important. The exchange-

correlation part of the effective potential V _ is related to quantum

mechanical interactions of the many-body system, and there are two
different conventional approximations.

One is local density approximation (LDA) which is first introduced by
Kohn and Sham.”” The LDA assumes that the exchange-correlation
energy of the system as a functional of charge density function that it is
identical to the corresponding value of the homogeneous electron gas

which has same local density p everywhere.

EP[p(r)]=[ & (p(r) p(r)dr (2.5)

LDA

xc

where ¢, " (p(r)) is the exchange-correlation energy density of

the homogeneous system as mentioned above. The LDA might be
adequate for systems that have smooth electron density such as the free
electron like metal or the semiconductor. However, using it to the
systems that have rapidly changing electron density such as the

transition metal systems which have the localized electrons could

22



possibly include error. Usually, the bond strength or the lattice
parameter is underestimated than experiments.

The LDA could imply large errors for the system where the electron
density changes rapidly because LDA sees only local electron density
to evaluate the exchange-correlation energy term. Therefore,
generalized gradient approximation (GGA) which considers also the
gradient of electron density of the local point is introduced later on by
Perdew® and Becke®. GGA is basically similar to LDA except that
GGA contains the inhomogeneity of electron density considering the

XC energy deviation from the uniform electron gas consumption.

EX [p(r)]= Ig PV p(r)dr (2.6)
In 1996, Perdew-Burke-Ernzerhof improved formal GGA scheme
(PW91) and it is called PBE.®® We use PBE for GGA functional in this
dissertation. GGA improved the description of the physical properties

like bond strength and the cohesive energy of solids compared to

LDA.Y
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2.2 Gibbs free energy.

2.2.1 Gibbs free energy of intermediates of HER on Vs in MoS;

To investigate the HER mechanism on the sulfur vacancy (Vs) of
MoS,, we refer to Kim (2016)* about the Gibbs free energy of
intermediates which is defined as follows:

AG(nH-V,1") = E,, ((nH-Vg " 1- B (V1))

E 2.7)

sol

+AZPE+nuH+ —(n—q)u, ’

where [nH-VS]q indicates that nH atoms are adsorbed on the sulfur
vacancy with the charge state of g. In Eq.(2.7), Et and E are the total
energy and the solvation energy, respectively, and AZPE is the
difference in zero-point energy of the adsorbed H atoms between
reactants and products (0.02~0.04 eV). The spurious electrostatic
interactions between periodic image charges are neglected owing to
high dielectric constant of water. uy+ and p, in Eq.(2.7) are chemical
potentials of hydrogen ion and electron, respectively, and they are
defined from reference of standard hydrogen electrode. Therefore, sum

of uy+ and p, isequalto Zuy, thatis calculated as follows:

py = E(Hy)+ZPE(H, )+ AH —TAS | (2.8)

2
where AH and AS correspond to the enthalpy and entropy changes per
H, molecule between 7 and 0 K at standard pressure, respectively, and
are obtained from thermodynamic tables. In the present work, 7 is set

to the room temperature (298.25 K).
24
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Chapter 3. Mechanism of HER on Vs in MoS,

3.1 Introduction: mechanisms of HER

3.1.1 HER on Vs in MoS,

MoS, has several advantages as a HER catalyst such as earth-
abundance, stability in acidic media which is the HER condition, and
high specific surface area that can give high density of active sites as a
2D material. However, the basal plane of MoS, in the stable phase (H-
MoS;) is known to be catalytically inert. In the seminal paper,
Hinnemann et al** proposed that Mo-edge facets of H-MoS, would be
active for HER because of small hydrogen binding energy (~0.1 eV)
that is the value estimated as a descriptor for HER activity following
the Sabatier’s principle.** This theoretical result was confirmed by
electrochemical experiments with STM observation.”’ Several
experiments afterward also confirm the role of edges,”® but when the
edge sites are the only active sites, the density of active site is fairly
limited. On the other hand, it was also found that metastable T-MoS,
phase shows high catalytic activity during HER. However, we cannot
expect long-term stability with the meta-stable phases.

Recently, Li et al reported that the basal plane of H-MoS, can be
activated by introducing the sulfur vacancy (¥s) and applying strain.'
By calculating the hydrogen binding energy, they identified the optimal

condition of the applied strain depending on the respective vacancy

26



densities, which 1is partially confirmed by the accompanied
electrochemical experiment. The applied bias to extract 10 mA/cm’ of
exchange current which is defined as overpotential was 170 mV which
is larger than that of Pt, 59 mV, but smaller than 320 mV of edge sites
of MoS, and 187 mV for meta-stable phase of MoS,.'”* This indicates
that the defect-induced MoS, basal plane is a promising catalytic
system that may replace Pt.

The catalytic reaction mechanism at the semiconducting atomic-sized
active sites such as Vs would be different from that at the pure metallic
or semiconducting surfaces like Pt and basal planes of TMDs due to the
localized defect states.®® For the rational design of catalysts by inducing
atomic-sized defects in material surfaces, it would be necessary to
understand the catalytic reaction kinetics in atomistic detail. In this
study, we perform multiscale simulation combining ab initio
calculation data and kinetic Monte Carlo (KMC) simulation to
investigate the HER mechanism on the sulfur defect of H-MoS; basal
plane. We refer to Kim (2016)* for the Gibbs free energies along
various reaction pathways from H' to H, by DFT calculations and the
favorable reaction path is determined by KMC simulation considering
reaction rates of all possible reaction steps. We find that H, evolves
with Volmer-Heyrovsky mechanism at Vs site in MoS; and the rate-
determining step is the Heyrovsky step. The Heyrovsky barrier is lower
when the defect site is more negatively charged. So, when the tensile
strain is applied, reaction path with lower energy barrier is more easily
accessible with the more negatively charged state. The computed

27



turnover frequency and overpotential are in good agreement with the

experimental value, and also the strain effect is well estimated.

28



3.2 Theoretical approaches for HER on Vg

3.2.1 Multiscale simulation

In material sciences, multiscale simulation is used to calculate material
properties that we can model on a certain level of size and time scale by
using data from different levels. To study the mechanism of HER on Vg
in MoS;, we have to model on the level of hydrogen evolving time
scale, and also the atomic level calculation is needed to identify the
dominating mechanism, For the time-evolving kinetics study, we use
kinetic Monte Carlo (KMC) simulation by using atomic scale
energetics based on first-principles calculation. We assume the vacancy
is isolated and the interaction between sites are not considered so that

we only have to trace one site by KMC.

3.2.2 HER; a stepwise chemical reaction
HER is a stepwise chemical reaction that consists of three elementary

37,69-72
1' 7,697

steps. Volmer, Heyrovsky, and Tafe Those steps can be

expressed as
(1) H" +e +=*[ H=* (Volmer)
(i1) H" +e +H* H, (Heyrovsky)
(i) 2H*0 H,, (Tafel)

In the above equation, * indicates the active site, H* and 2H* indicate
one and two hydrogens adsorbed active sites, respectively. They take

more than one elementary step to complete HER. An intermediate state
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is the reaction product of each of these steps, except for the last one,
which is called the final state. The activated complex at the saddle point
of a potential energy surface is called the transition state. (See Figure
3.1)

The Volmer step can occur twice continuously on Vs site of MoS,, as
the possible number of hydrogen adsorption depends on the electronic
structure of the active site. Therefore, [Vs], [H-Vs] and [2H-Vs] states
are possible, where [Vs] is the hydrogen-free sulfur vacancy, [H-Vs] is
the one hydrogen adsorbed sulfur vacancy, and [2H-V5s] is the two
hydrogens adsorbed sulfur vacancy site. We refer the sequential
adsorption steps as the first and second Volmer step, respectively.

The Heyrovsky steps are also distinguished as first and second
Heyrovsky steps. In Volmer and Heyrovsky steps on MoS,, we consider
electron charging and protonation events separately due to the
semiconducting material property where various discrete charge states
are accessible. So, Volmer and Heyrovsky steps refer the protonation
step that delivers H™ involving an arbitrary number of electrons.

For each possible chemical state, [Vs], [H-Vs] and [2H-V5], we can list
up the possible next steps. On [Vs], hydrogen can be adsorbed by first
Volmer step. When the state is [H-Vs], desorption of hydrogen is
possible, and also the second Volmer step or HER by first Heyrovsky
step is possible. When the state is [2H-Vs], the second hydrogen can be
desorbed, and HER by second Heyrovsky step or Tafel step is also

possible.
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A great diversity of sequences of these steps has to be considered to
estimate overall turnover frequency (TOF) of HER. Instead, we
conduct KMC simulation to find TOF that comes from the

spontaneously selected sequences of the elementary steps for HER.

3.2.3 Transition state theory
Transition state theory (TST) explains the reaction rates of elementary
chemical reactions. The theory assumes a special type of chemical
equilibrium (quasi-equilibrium) between reactants and activated
transition state complexes. TST is used primarily to understand
qualitatively how chemical reactions take place. The basic ideas behind
TST are as follows:”
A. Rates of reaction can be studied by examining activated
complexes near the saddle point of a potential energy surface.
The details of how these complexes are formed are not
important. The saddle point itself is called the transition state.
B. The activated complexes are in a special equilibrium (quasi-
equilibrium) with the reactant molecules.
C. The activated complexes can convert into products, and kinetic
theory can be used to calculate the rate of this conversion.

The reaction rate is expressed in TST like follows by combining

Arrhenius equation and Rice’s idea about pre-exponential factor’*’°:
p=tal | Z2C (3.1)
h k,T
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3.2.4 Possible intermediate states of sulfur vacancy in the MoS, during
HER

HER dynamics on the sulfur vacancy of MoS, is characterized by
occasional transitions from one state to another. We also assume the
vacancy is isolated that the interaction between sites is not considered.
So, for the isolated vacancy, we investigate the possible chemical state
during HER. On sulfur vacancy site, one or two hydrogen atom can be
adsorbed by first and second Volmer steps. When the sulfur vacancy
site is not terminated by hydrogen ([Vs]?), the defect states are
comprised of an occupied singlet @; and unoccupied doubly degenerate
e states in neutral. So the charge state g of this state can be from -4 to
+2. When one hydrogen is adsorbed ([H-Vs]?), a; level is lowered
under the valence band forming bonding state with hydrogen and an
excess electron is occupied in e states and Jahn-Teller distortion occurs
that e states split into e"and e " states, so the charge state g can be from
-3 to +1. When the second hydrogen is adsorbed on this site ([2H-Vs]7),

e' state is fully occupied and lowered below the valence band as

bonding state, and charge state can be from -2 to 0.

We express the chemical state as [nH-V5]? and 15 states are possible.

n=0 > —-4<g<+2
n=1—-> -3<g<+1 (3.2)
n=2 — -2<¢g<0

Note that defect charge state can be changed when Fermi level is

changed by external factors.
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3.2.5 Definition of relative energies of intermediate states

To represent energetics of all possible reaction pathway, we first define
relative energies of intermediate states with respect to the [Vs]°. To
compare the energies, we define the reaction energies from the system
of [Vs]° to the system of [nH-Vs]? as AG(n,q), where the number of

elements and electrons of initial and final states are kept same.

AG(
[Vs]° [V 12 + 2e~

V1o 28 [Vt 4 e
A6(0,0)

[Vs]° — [V5]°
Velo + e =2 vt
Ve]® + 26— 728 [y
Ve]® + 36— —73 [y~
Ve]® + de— 8 [y+-

+ AG (11) 1+
[Vs]° + HY — [ Vs]
AG(
[Vs]°+H +e- — [H-VS]O
AG(1,-1)

[Vs]° + HT + 2e~ —>[ Vs~
[Vs] +H+ + 3e” —> [H'Vs]

AG(1,-3
[Vs]® + H* + 4e= —73) [Hyg]3~ 53
AG(2,0
[Vs]® + 2H* + 26— —Z% [2H-1]°

AG(2,-1
[Vs]® 4+ 2H* + 3e™ e [2H-Vs]1~

AG(2,—2
[Vs]® 4+ 2H* + 4e™ ke [2H-Vs]2~
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where AG(0,0) = 0, and the general form of the relative energy is as

follow:
86(n,9) = G([AH-V5D) = G(IVS1) — s = (0= Dhte 3.4

In standard hydrogen electrode (SHE) condition, a redox reaction
occurs maintaining the concentration of both the reduced form and

oxidized form to unity. The redox half-cell reaction is as below:

2H"(aq)+2¢ — H,(g)

1
i =~ 1oz — ug""
SHE — _4 44 oV

: 3.5)

where uf#E is the chemical potential of proton at SHE condition, and

uSHE is the chemical potential of electron at SHE condition

77-79
So, relative energy of each state is expressed as follows in SHE

condition;

AGSHE(n, q) = G ([nH-Ve]?) — G([Vs]®) — = pyyz + quSHE
2 (3.6)

In general condition, the chemical potentials of electron and proton

depend on pH and external bias 7.

U+ = (e — 0.0591pH
He = pg'® +en (3.7)

So, the general form of relative energy AG(m,q) is represented as

follows:

AG(n,q) = AGME(n, q) + 0.0591npH + (q — n)en (3.8)
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We can determine all AGSHE by DFT calculation. We refer to Kim
(2016)* on these data. They considered solvation effect, zero-point

energy (ZPE) and entropy contribution.
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3.2.6 Reaction energy and kinetic barrier

Reaction energy of each elementary step of HER is defined as

AAGSHE (intermediate step)

b

and we deal with electron charging separately, so the kinetic barrier is
defined as follows by considering transition state of the step where the

number of electrons in the system is kept same.

AA*GSHE (intermediate step)
= AGSHE(transition state) — AGSHE (initial)

The kinetic barrier has no electrical bias dependence since the initial
and transition states maintain the same number of electrons.
AA*G M = AA*GSHE = AGSHE (transition state) — AGSHE (initial)
= GSYE(transition state) — GSHE (initial)
We can calculate all AA*GSHE by NEB or string method with
constraint DFT with solvation effect.”
All data we used in this study for reaction energetics are obtained by

Kim?, and the data are shown in Table 3.1.
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3.2.7 State transition diagrams of intermediate and transition states
Energies of intermediate states depend on the external bias as shown as
in Table 3.1. These data can be plotted as state transition diagrams.
Electron transfer is much faster than the chemical reaction steps, so we
assume that the initial state of any elementary step is always in the most
stable charge state. State transition diagram for Volmer step is shown in
Figure 3.2a. When a negative bias is applied to the cathode of water
splitting cell, the defects in cathode catalyst are charged more
negatively. The minimum energy of all charge state is shown in this
figure, and the energy change from the minimum of AG(n=0) to the
minimum of AG(n=1) is the adsorption energy. The adsorption energy
decreases with increasing bias. The energy change from the minimum
of AG(n=0) to the minimum energy of transition states of Volmer step
A*G(Volmer) is the energy barrier of the Volmer step. (See Figure 3.2b)
The barrier of the Volmer step depend on the bias, it could be seen that
the charge transfer coefficient, a which is defined usually in metallic
catalysts corresponds to the positive value (a > 0).

State transition diagram for Heyrovsky step is shown in Figure 3.3a.
When a negative bias is applied, the charge states of the defects in
catalyst change more negatively. The minimum energy of all charge
state is shown in this figure, and the energy change from the minimum
of AG(n=1,=0) to the minimum energy of transition states of
Heyrovsky step A*G(Heyrovsky) is the energy barrier of the Heyrovsky
step. (See Figure 3.3b) The barrier of the Heyrovsky step depend on the
external bias, so the charge transfer coefficient corresponds to the
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positive value, o > 0. The Heyrovsky barrier is always higher than
Volmer barrier, so the Heyrovsky step is the rate-limiting step. So, the

turnover frequency can be approximated as

p([Ha]) - By, .
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Figure 3.2 (a) State transition diagrams of intermediate and transition states of

Volmer step. (b) Minimum adsorption energy and reaction barrier of the Volmer step.
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Figure 3.3 (a) State transition diagrams of intermediate and transition states of

Heyrovsky step. (b) Minimum reaction barrier of the Heyrovsky step.
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3.2.8 Algorithm of KMC

We follow the simple residence-time algorithm.*® The general

algorithm is as follows:®'

1.
2.

8.

9.

Set the time 1 =0

We start from the initial state.

Form the list of all N; possible transition rates at the site /7,
from state k& into a generic state i. States that do not
communicate with k will have /= 0.

Calculate the cumulative function Ry = Z§-=1 T fori=1, ..,
Ni.  The total rate is O = Ry nx-

Get a uniform random number

Find the event to carry out i by finding the i for which
Ry i—1 <uQx < Ry.

Carry out event i (update the current state k—1i).

Get a new uniform random number «" € (0,1].

Update the time with ¢ = ¢ + Az, where At =Q; *In(1/u").

10. Return to step 3.

In addition to the above algorithm, we record the history of the states to

identify the reaction path. When a desorption event occurs, we reset the

history, and when a hydrogen gas is evolved, pile up the recorded

history and start another record. In this way, we can define the

simplified paths to HER and gather the reaction paths that are

essentially same.

43



Also, before the step 3, we set the charge state of the state to the most
stable charge state, because the electronic stabilization is regarded as
faster than chemical reactions.

The workflow of our KMC simulation is shown in Figure 3.4. We start
from the initial state of [V’s]°. When the current state is [Vs]® at step 3,
delete the history of the state and record chemical and charge state,
change the charge state to the most stable state and record. When the
chemical state is [H-Vs] or [2H-V5s], update chemical and charge state,
change the charge state to the most stable state and update the record.
Then, make event table depending on the current state (step 3, 4). The
state [Vs] have the events of Volmer step, and the state [H-Vs] have the
events of desorption, second Volmer, and Heyrovsky HER. The state
[2H-Vs] can have the events of desorption, second Heyrovsky, and
Tafel HER. We can select the next event randomly from the event table
weighted by rates (step 5, 6). When an event is selected, update history
of the state and current state to the final state of the selected event (step
7), then elapse time (step 8, 9), and if the event is a HER, update the
number of H, evolution and pile the reaction path. We return to step 3
and repeat until if enough HER occurs in KMC simulation to obtain
macroscopic measures. When we stop the simulation, we obtain the
results of state change over time, the turnover frequency of HER,

statistics on reaction paths and so on.
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3.2.7.1 Rate of event
Since we can say that electron transfer is much faster than the chemical
reaction steps, the most stable charge state is only considered for the
initial state of each elementary step. On the other hand, we consider all
possible charge states as the final state; we only have to consider

corresponding energy barriers for evaluating reaction rate.

3.2.7.1.1 Reaction barrier

We consider tunneling effect on protonation step (Volmer, Heyrovsky)
by scaling the barrier to 80 %'>*’. Besides, for evaluating the rate of
event where the electron is involved, we can assume that the charging
event occurs first. In this case, the overall barrier of the step involves
charging energy. (See Figure 3.5) This can be proved as follows.

We consider simple energy space like in Figure 3.5. The rate of reaction
from A to B, rag, is much faster than that of reaction from B to C, rgc.
It can be seen in the difference of prefactors. The rate of A to B rap is

Fexp(—%}, and rBC:fexpL (£ bk 7 )J, where F >> f.
B B

rga and rcp are as the same way: 7, = F exp[—MJ, and

k,T
_ (£, —Ec)
—fexpL T J

In the steady state, the Boltzmann distribution between two charge
states is achieved. Flow from A to B and from B to A are same because

the population of state A has to be steady.
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Pry=bBrs,, (3.10)
where Py, is the population of state sz. Then, when we define the rate of
overall reaction from A to C, following equation comes by considering
inflow in state C.

Pyryc = Byl

(3.11)
We combined Eq.(3.10) and Eq.(3.11), and obtain:
Fexp _(E-EY) - fexp| — (B, —Ey)
_ By _ Taplse _ kT kesT
AC — - -
I Tga (E, —Ep)
Fexp| ——2 8
p[ T (3.12)
(E,-E,)
= fex
/ p[ KT

We can just consider the transition state of the rate-determining reaction,
the chemical reaction, and electronic charging energy is just included in

the barrier. (See Figure 3.6)
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Figure 3.5 Schematic model for the proof for overall reaction rate including fast

charging event.
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3.2.7.1.2 Pre-exponential factors of rates
Adsorption rate can be defined by multiplying local sticking coefficient
and a factor representing the activity of the adsorbing element®,
7 (T, p)
~ A
= &y Piflue , (3.13)

here S;(T) is the local sticking coefficient which is comprised of

exponential term:

5:(T)

— fad f i\ avn ( — w\

(3.14)

where the factor 2% accounts for a further reduction in the sticking
probability. An accurate determination of the factor would require
computationally highly demanding dynamical simulations of a

statistically relevant number of trajectories for the impinging molecules,

but here we can just approximate the factor as 1. ;—i is the ratio of

uc

effective area and the value is % Rate enhancement over T is slower

than simple thermally activated reaction which follows Arrhenius

equation.

Desorption rate can be determined by following formula.

Tiad (T,p;)

e (1) (3.15)

For the rate of Heyrovsky and Tafel step, we use the pre-exponential

k D o
factor of %T, which is an approximation taken from the rate constant
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of the dissociation of a hydrogen molecule,’® where kg is the
Boltzmann constant, /# is the Planck constant, 7" is thermodynamic

temperature.

rHey-(T)
ksT 0.8 - AA*G Hey:
- B nvn(——\ (316)
rTafel(T)
kpT AAFGTarel
kel [ ANETTE (3.17)
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Figure 3.6 Schematic event table weighted by rate and the example of a Heyrovsky

step and the relevant energy barriers.
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3.3 Result and discussion

We obtain the results of state change over time, the turnover frequency

of HER, statistics on reaction paths and so on.

3.3.1 State change over time and turnover frequency

We assume the vacancy is isolated and the interaction between sites are
not considered so that we only have to trace one site. The state change
of'a vacancy site over time is shown in Figure 3.7. The green line in the
Figure 3.7b indicates [H-Vs] state and purple line in Figure 3.7a,b
indicates a total number of H, evolution at the site. Desorption or
Heyrovsky step occurs on the time scale of seconds. In the case of
desorption, the number of [H-V5s] state, the green data change from 1 to
0 and the number of total H, evolution, the purple value doesn’t change,
and in the case of Heyrovsky step, the total number of H, evolution
value also changes from n to n+l. Most of the time, the site is
maintaining the state of [H-V5s], and [2H- V5] state does not appear.
Turnover frequency (TOF) of H, evolution on sulfur vacancy site of
MosS; is calculated as 1.78 site”sec™, and the exchange current density
from the TOF is calculated as 0.018 mA/cm” by the following equation.

j=2eN xTOF, (3.18)
where elementary charge constant e = 1.6 X 10" C, and N is the density

of sulfur vacancy that we set to the low density of sulfur vacancy,

1.38 %. By tracing the state of the site in time elapsing, we can predict
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the population of each state in the sufficiently large catalytic surface
with sulfur vacancies. The proportion of the population of each state in

the zero biased pH = 0 case is as follows.

P([Vs]9) =0.00

P([H-Vg]") = 1.00 (3.19)

P([2H-v5]") = 0.00
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Figure 3.7 State change over time. Green data indicates [H-Vs], and purple data

indicates a number of H, evolution, respectively.
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3.3.2 Reaction mechanism

We trace the pathway through which each HER occurs. Figure 3.8a
shows the proportion of each individual HER path. Figure 3.8b,c is the
first and second dominant pathway. Both paths are the Volmer-
Heyrovsky mechanism, and the rate limiting step is the Heyrovsky step.
Two paths differ by whether the charging event occurs before or after
the Heyrovsky. The most dominant path is where the charging occurs
after the Heyrovsky step due to its lower energy barrier that starts from
[H-Vs]" state. The first dominant pathway of HER occurs through
reduction-protonation-reduction-protonation, and in the second
dominant pathway, HER occurs by the sequence of protonation-

reduction-reduction-protonation.
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Figure 3.8 (a) Reaction paths and their proportions. (b) Most dominant reaction path.

(c) Second dominant reaction path.
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3.3.3 Bias dependence

TOF increases with increasing negative bias because barriers decrease.
(See Figure 3.2) The population of each state also changes depending
on the external bias as shown in Figure 3.9. Plot of exchange current
density vs bias is called as polarization curve (Figure 3.10), and the
barrier at 10 mA/cm” of exchange current density is usually called as
overpotential, and our calculated value is 0.335 V. At the point, energy
barrier of Heyrovsky step is about 0.7 eV which is ~27 times of kg7 at
room temperature, even though we consider tunneling effect that
effective barrier is somewhat lowered. In some past studies, simple
approach that pays attention to the bias that makes all the
thermodynamic reaction energy zero is used, and in that approach, they
consider the bias as overpotential. However, from our observation on
KMC results of HER on strained and unstrained Vs, HER reaction
energy is not important because the Heyrovsky step is the final step of
the HER that there cannot be the reverse reaction, but the bias that
makes Heyrovsky barrier to certain value (in our approach with
tunneling, 0.7 eV) yields 10 mA/cm’® of exchange current density,
which is generally considered to be the overpotential.

In a recent study,' overpotential for the MoS, system with 12.5 %
vacancy is reported as 0.25 V, which is close to our simulation result.
We also provide Tafel plot in Figure 3.11 where the external bias with
respect to the logarithm of exchange current density is shown. We can
resolve Tafel plot by a mechanism to a mechanism. As negative bias
increases, dominant mechanism changes and more negatively charged
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states lead HER. Energies that is needed to charge the defects
negatively decrease with increasing negative bias, and it leads to a
reaction path with a lower energy barrier. If active site density increases,

Tafel plot is shifted to the right with same Tafel slope.
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3.3.4 Simple model

On the basis of the observation on KMC results, we have developed a
simple model for the TOF of HER on Vs in MoS,. The resultant
predictions are in good agreement with the KMC results. The ability to
predict TOF of HER can be widely used to design a novel catalyst from
the first-principles calculation results.

TOF =
P([Vs]) -

. Heyrovsk
min (Zyolmer T, Zi y Yri +

nd an Heyrovsky
. 2" " Volmer
min Zi 1, Zi Tafel 7

nd 2" Heyrovsky
+P([H_VS]) . (Z?eyrovsky 7, + min (le Volmer r, Zi Tafel ri))
2" Heyrovsky
+P([2H-VS]) . (Zi Tafel n)

(3.20)
Populations in the formula above are obtained by the rates as follows
because populations at steady state keep the same inflow and outflow:
P(Vy)-r* = P(H-V)(r* + " )+ PQH-Fy) - ™

des Hey ad(2) \ _ . j.ad _ des(2) Hey(2)

PH-V) (" +71 +74%) = P(V) -7 + PQH-V) (r*® + 7 )(3'21)
P(2H-VS)(rdeS(2) 4 pHe® +rTafel):P(H_VS).rad(2)
PWV,)+PH-V,)+P2H-V)=1
The results from this simple model are consistent with macroscopic

measures of KMC simulation.
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3.3.5 Strain effect

We also examine the strain effect by using the additional data set of
DFT calculation about the system with applied strain. (Table 3.2, 3.3)
When a tensile strain is applied to MoS,, negatively charging energies
of defects decrease (green dotted circle in Figure 3.12), and it leads to
reaction paths with lower energy barriers. Estimating quantitative
enhancement of the activity by applying strain using a descriptor of
hydrogen binding energy is failed in the previous study.' (0.01 eV of
hydrogen binding energy difference and 0.08 eV of the overpotential
change differ by one order of magnitude.) Here, we could successively

estimate the strain effect, quantitatively.
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3.4 Summary: mechanisms of HER

In summary, from the DFT calculation and KMC simulation, we show
that HER at sulfur vacancy site of MoS; are dominated by the Volmer-
Heyrovsky mechanism. The rate-determining step is the Heyrovsky
step. The energy barrier of Heyrovsky step decreases in the more
negatively charged condition of the defect site. By this mechanism,
applying bias can facilitate HER. In addition, when a tensile strain is
applied to MoS,, negatively charging energies of defects decrease, and

it leads to reaction paths with lower energy barriers.
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Chapter 4. Screening active anion vacancy sites of

various TMDs for HER

4.1. Introduction: Screening HER catalyst

Hydrogen is a strong contender for a next-generation clean energy
source that may replace the current fossil fuels. There are several issues,
however, ranging from the hydrogen production and storage to the
efficiency of hydrogen fuel cells, which hinders a large-scale hydrogen
industry.” In particular, the low-cost and clean production of hydrogen
source is a critical issue. Currently, fossil fuels are still the main
resource for the production of hydrogen due to their low costs and
applicability for many fossil fuel-based machines, but the fossil fuels
are limited resources and possess the problem of CO, and pollutants
emission.” On the other hand, the hydrogen production by splitting
water, the abundant resource on earth, may resolve many of these
problems, particularly if it is driven by the solar energy.

To split water using solar energy or electricity, catalysts are necessary
to reduce the large overpotential during the hydrogen and oxygen
evolution. For several decades, Pt is known to be the best catalyst for
hydrogen evolution reaction in water splitting, but the material is very

expensive and so might not be suitable for large scale applications. As
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such, numerous studies searched for alternative catalysts that have
potential to replace Pt.°® Recently, transition metal dichalcogenides
(TMDs), most notably MoS,, are receiving much attention as a catalyst
for water splitting because of several advantages such as earth
abundance, stability in the acidic media, and its 2D nature where the
catalytic active sites might be largely exposed on the surface.***"*°
However, the basal plane of many stable TMD phases including MoS;
is known to be inert. This will disfavor the dissociative adsorption of
hydrogen on the TMD surface, which limits HER.>® Although edge
sites of some TMD phases are catalytically active,”””*” demands of
active basal planes still exist to maximally expose the active sites. In
this regard, basal planes of some meta-stable phases such as metallic T-
MoS; are suggested as an efficient catalytic site,””>* but for the meta-
stable phases, we cannot expect sufficient cyclic properties.

Recently, it was suggested that the basal plane of MoS, can also be
active in the presence of sulfur vacancies.' It was found that the sulfur
vacancies in MoS; could increase the catalytic activity for HER by
enhancing the hydrogen adsorption, and the activity increases even
further when the adequate strain was applied on the defective MoS,.
This motivated many researches that introduced vacancies, dopants,
and other forms of defects in TMDs for using the material as HER

10,37,45,47,59,60
catalysts.' 0743477

In particular, Voiry et al reported largely
enhanced HER property for the MoS, basal plane by improving
electronic coupling with the substrate, and attribute it to activities of

naturally occurring sulfur vacancies.®’ This implies that engineering

71



active sites on the inert basal planes of TMD materials would be
possible by introducing anion vacancies.

Therefore, an extensive screening of anion vacancy sites in various
TMDs as HER active sites would be critical. In this Letter, we explore
the HER efficiencies of basal planes and anion vacancy sites of various
TMD materials in terms of calculated hydrogen binding energy on the
basis of their volcano relation with experimental catalytic efficiency. To
screen proper materials, we searched all stable TMD structures. For the
screening targets, we investigate how inert basal plane of TMDs turn to
be active with the anion vacancies and suggest four different types of
candidate materials that are predicted to have good HER efficiencies
depending on the vacancy concentration. In addition, we examine the
correlation of some relevant physical quantities with formation energy
of the anion vacancy and hydrogen adsorption energy at the anion

vacancy sites.

72



4.2. Computational screening of stable TMDs for HER

4.2.1 Computational detail

Calculations are conducted by density functional theory (DFT) using
the Vienna Ab initio Simulation Package (VASP) code® based on the
projector augmented wave (PAW) pseudopotential®®. Spin-polarized
GGA functional is used for exchange-correlation energy. The cutoff
energy for the plane-wave basis set is chosen to be 450 eV, and the k-
point mesh grids of 18x18x1 (Monkhorst-Pack) and 4x4x1 are used for
Ix1 unitcell and 4x4 supercell, respectively. The ionic configurations
are relaxed until the magnitudes of atomic forces of all ions are less
than 0.03 eV/A. For materials having local magnetic moments, which
correspond to group 5 TMDs (VS,, VSe,, VTe,, NbSe,, NbTe,, TaSe,
and TaTe;) we assume they are ferromagnetic according to former
theoretical studies’’'. Although recent DFT study found that
antiferromagnetic TaTe, is more stable than ferromagnetic structure’,
both magnetic configurations are metallic and give similar electronic
structures near the Fermi level, so hydrogen binding energies would be

similar.

4.2.2 Screening for HER on 40 stable TMD phases
In Figure 4.1a, we list the 40 identified compounds that have stable

monolayer TMD structures. They are obtained as follows:
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First, we target all the stoichiometric metal dichalcogenides which
possibly have quadruply ionized metal, MX, (M: metal in group 4~12
and 14, X: chalcogen), since we can assume that chalcogens are doubly
negatively ionized in normal condition. From Inorganic Crystal
Structure Database (ICSD)”’, we select compounds that exist in layered
TMD structures. The compounds that are found only in 3D structures,
usually Pyrite structure, or in layered structures with 4-fold coordinated
metals such as PdX; or GeX; (X: S, Se) are excluded from the screening.
Second, for each of the selected 40 compounds, we calculate the energy
of all monolayer structures in Figure 4.1b to verify phase stability. Then
we specified the most stable phase with labels of H, T, T' and T” in
Figure 4.1a, where H indicates the structure of trigonal prismatic
coordination and T is the structure of octahedral coordination; T’ and
T" are distorted T-type structures. Note that, RhTe, and AuTe, are
excluded at the final step because their stable phases do not belong to 4
structures in Figure 4.1b.

Group 4 TMDs are all found in T phases which agree with experiment
>0 and most group 5 TMDs are verified as H phases both in calculation
and experiment except monolayer VX, have not been reported by
experiment’. Group 6 TMDs are also primarily found in H phase
except for T'-WTe2 which agree with experiment”. In group 7 and 9
TMDs, distorted T phases are prevalent, and group 10 TMDs are all
stabilized in T phase™.

The propensity of each TMD for the specific phase can be understood

in terms of electron configuration in d shells of transition metals, given
74



that a trigonal prism of anions is sterically unfavorable than an
octahedral coordination so that group 4 metals that have o
configurations favor T phase.”® For instance, group 5 and 6 metals that
favor H phase in TMDs have d' and d” configurations, respectively.
Under the crystal field of trigonal prismatic coordination which
corresponds to H phase, d orbitals split into three groups, d,z (a,),
dy2_y2,y, (€), and dy,,, (") and relatively stable a; level can
accept one or two d electrons. On the other hand, octahedral
coordination in T phases makes d level splitting into d, x; xy (t24)
and d,z,2_,2 (ey) and stable t,; level can accept up to 6 electrons.
When #,, or e, orbitals are unevenly occupied in T phases, TMDs are
often stabilized in distorted T phases as in Group 7 and 9 TMDs due to

Jahn-Teller distortions.
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Figure 4.1 Classification of TMD materials. (a) The most stable phases from
calculations (b) Searching space of structures to find the most stable phases. H phase
is the MoS, type which has octahedral coordination. T phase is the Cdl, type which
has trigonal prismatic coordination. T" and T” phases are distorted T phases, WTe,

type, and ReSe, type, respectively.
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4.2.3 Anion vacancy formation

We introduced the anion vacancy in the monolayer TMD. We first
introduced one vacancy in the 4x4 supercell, which corresponds to a
nominal vacancy density of 3.125 %. However, 3.125 % of vacancy is
assumed to be the nearly isolated case, as we confirmed that hydrogen
adsorption energies on 3.125 % and 2 % of sulfur vacancies in MoS;
are same (4x4 supercell and 5x5 supercell were used respectively). The

low-symmetry T' and T" phases have two and four inequivalent

adsorption sites, respectively, and we chose the most stable site by
comparing vacancy formation energy using 2x2x1 k-point mesh, and
for the most stable vacancy site, we obtained converged structure with
4x4x1 k-point mesh.

For the structure of 12.5 % vacancy concentrations, we expanded by
2x2x1 using 2x2x1 supercell with a most stable structure of vacancy. It
leads to the uniformly distributed most stable vacancies in 4x4x1
supercell.

We calculate vacancy formation energy from the following equation:

Ef = E(Vy) — E(clean) + uy 4.1)
where E(Vx) and E(clean) are energies of the chalcogen vacant cell
and clean cell, respectively, and uy is the chemical potential of
chalcogen X. To determine py that reflects relevant in the
experimental environment, we consider standard corrosion resistance of
X assuming that evolution of H,X gas is equilibrated to 10° atm at
298.25 K as follows:”’

X(MX,) + 2H*(aq) + 2e~ & H,X (g, 107 atm) 4.2)
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2H*(aq) + 2e~ & H,(g, 1 atm) at 0 Vgyg 4.3)

Then, we define the chemical potential by using the DFT internal
energies of HoX gas phase.
Ux = E(Hzx) + kBTIIl(].O_G) - E(Hz), (4.4)

where E(H,X) and E(H,) are energies of H,X and H, gas phases,
respectively, and T is 298.25 K.
Table 4.1 compiles EJY of each TMD, which shows most values lie

between 1 and 3 eV.

4.2.4 Hydrogen adsorption free energy

For the selected 40 structures, we calculated hydrogen adsorption free
energies to estimate HER efficiency of basal planes and anion vacancy
sites in the low and high concentration of vacancy (3.125 % and
12.5 %). The hydrogen adsorption free energy at the potential of U = 0
Veue 7 is calculated as below, where 0 Vgue means zero potential
versus the reversible hydrogen electrode:

AGy = AEy + AZPE — TAS, (4.5)

where AEy is the hydrogen adsorption energy, AZPE is the difference in
zero-point energy, 7' is the temperature (298.25 K) and AS is the
difference in entropy between H that is adsorbed and in the gas phase,
at 1 atm. A normal mode analysis is used to determine the vibrational
frequencies of the adsorbed species that determine the zero-point

energy and the entropy. AEzpg — TAS term of hydrogen adsorption on
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MoS, Vs was 0.220 eV, and we used the same value for other structures.

The hydrogen adsorption energy (AEy) is defined as
AEy = E(+H) — E(x) — SE(Hy), (4.6)
where E(*H) is the energy of the H adsorbed supercell and E(*) is clean

cell energy with active sites.

4.2.5 Hydrogen adsorption on TMD basal plane

For the calculation of hydrogen adsorption energies on the basal planes
of TMDs (MX;), we investigate all possible M top and X top sites to
find the most stable adsorption site. Hydrogen is adsorbed mostly on
top of chalcogen but on some basal planes such as NbTe,, ReS,,Se,
TaTe, and etc., hydrogen is adsorbed on top of the metal atoms. To
reduce computational costs, we first screen all possible sites using
2x2x1 k-point mesh and further relaxations for the most stable
adsorption sites are conducted with 4x4x1 k-point mesh. Within 4 x 4
supercells, further relaxation after removing hydrogen from the
hydrogen adsorbed structure sometimes results in new lower-energy
phases, but the energy differences (A) were less than 0.2 eV/supercell
except for CoTe, and VTe; (A ~ 0.5 eV), and there is no candidate basal
planes even if we consider the newly found phases, thus we used 4 x 4
clean cell energies with no perturbation in Eq. (4.6). We conducted the
benchmark comparison for hydrogen adsorption free energy on clean

basal planes of TMDs with a previous study’. (See Figure 4.2)
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Figure 4.2 Present GGA calculation data vs reference data with BEEF functional’. we
included data only which the phase and the adsorption site are considered to be the

same between two datasets. The differences are not larger than 0.5 eV.
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4.2.6 Hydrogen coverage on vacancies of high concentration

4.2.6.1 Equilibrium coverage model
The adsorption of hydrogen can be described with a Frumkin
adsorption isotherm’, an extension of the Langmuir isotherm, by
assuming that the Gibbs free energy of hydrogen adsorption is linear

with H coverage (6y).

~ P:I/Zze—(AAG?#gHeH)/ZRT
Oy = 1+P:I/226—(AAG?_I+gH9H)/2RT (4.7)
In this model, the equilibrium constant is written as follows:
Ko—— 98 _ ¢~(8Gii+gu0u)/RT (4.8)

H Py, (1-6y)?
where Py. is the hydrogen gas pressure — in our case, it is assumed as
H, 5

unity supposing reversible hydrogen electrode (RHE) condition —, AGy
is the Gibbs free energy of hydrogen adsorption at zero hydrogen
coverage, and gy is the hydrogen-hydrogen lateral interaction

constant.

4.2.6.2 dependence of hydrogen adsorption energy on 6y
For evaluating the assumption of the Frumkin adsorption isotherm that
the Gibbs free energy of hydrogen adsorption is linear with Oy, we
examine the dependence of hydrogen adsorption energy by varying 6y.
The modeling of supercells is shown in Figure 4.3, and the results are

shown in Figure 4.4, which shows generally linear dependence.
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Figure 4.3 Modeling of supercells for examining dependence of hydrogen adsorption

energy on Oy. Using 2x2 supercell with the most stable vacancy, we expand 2x2 or

V3x4/3 to simulate Oy = %, and Oy = z

3
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Figure 4.4 Dependence of hydrogen adsorption energy on 6y. It shows generally

linear dependence.
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4.2.7 Establishing volcano curve

To establish the volcano curves, we calculate the hydrogen adsorption
energies on several metal surfaces such as Ni, Co, Pt, I, Cu and Au. We
compared our results with other studies’ data which are obtained using
different density functional theory functional with ours. For Ni, Co, Pt,
Ir, Cu and Au, we considered face centered cubic phases and (111)
surfaces, and hydrogen coverage of 1/9. For Mo which is stable in
body-centered cubic, we considered (110) surface and hydrogen
coverage of 1/8. The seven-layer slab was used for surface modeling. H
adsorbed structure is obtained by relaxing upper two layers of metal
atoms only. The most stable adsorption configurations for fcc and bee
phase are checked between the fcc site and top site, or bec site and top
site, respectively. The offset between our data and BEEF reference data
is 0.21 eV (see Figure 4.5) and Pt value is at about -0.22 eV on our data.
As Pt is the best HER catalyst available today, we aligned the top of
volcano curves at Pt level in volcano plots, and we mark shaded region
near Pt value (AGy™ - 0.1 eV < AGy < AGy™ + 0.1 eV). If a material
lies inside the shaded region, it is assumed as a strong candidate for

HER catalyst.
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Figure 4.5 Present GGA calculation data vs reference data. Reference data of BEEF

functional are from C. Tsai et al., Nano Lett. 14, 1381 (2014)"
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Figure 4.6 Volcano plots of expected HER exchange current as a function of

hydrogen adsorption energy for basal planes of TMDs. Shaded region is the range of

AGH = 0.1 eV < AGy < AGH™ + 0.1 eV.
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4.3. Result and discussion

4.3.1 Candidate basal planes of TMD

We plot hydrogen adsorption free energies on the basal planes of TMDs
in Figure 4.6 aligning the data on the fitted volcano line obtained from
the metal surfaces. However, we found that no strong candidate among
basal planes of all TMDs though metallic NbS, has the closest value
with that of Pt. To understand the factors that determine the H
adsorption energy, we investigated electronic structures and found that
hydrogen level is hybridized with valence states upon adsorption on the
basal planes. When hydrogen atom is adsorbed, the bonding state goes
deep in valence band while some part of the valence states has to form
anti-bonding states with hydrogen up in the conduction band and the
electrons in this states fall into lowest unoccupied molecular orbital
(LUMO), i.e. Fermi level in the case of metal or conduction band
minimum (CBM) in the case of semiconductor. Therefore, for basal
planes, hydrogen adsorption results in relatively large energy gain,
especially when LUMO level is high (semiconductors). To make active
sites on the basal plane of TMDs, the hydrogen adsorption energy

needs to be lowered.

4.3.2 Anion vacancy in TMDs
4.3.2.1 Anion vacancy formation energies in TMDs
In order to understand the variation of vacancy formation energies in

the range from 1 to 3 eV, we conduct multiple linear regression with
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various bulk properties and the strongest correlations are found with the
band gap, formation enthalpy of the phase, and valence level (Figure
4.7). A rough trend is known that the larger band gap the higher
vacancy formation energy is.”’ This correlation is stronger in the ionic
materials than in the covalent materials. Formation enthalpy of the
phase which partially indicates the bond strength is another key
parameter affecting vacancy formation energies. The lower the
formation enthalpy of the phase, the higher the vacancy formation
energy is, due to the phase stability.”’ In addition, we examine a
correlation between valence band position relative to the vacuum level
and the vacancy formation energy. We assume that the defect level of
chalcogen vacant system which has to be occupied in the neutral
system is correlated with the valence level. The lower HOMO level of

the anion vacant cell can facilitate lower vacancy formation energy.
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Figure 4.7 Regression result of anion vacancy formation energies in terms of some
bulk parameters like ionic interaction energy, band gap, chalcogen p valence level and

expected HOMO level. The R* score of the regression is 0.72.
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4.3.2.2 Electronic structures of TMDs with anion vacancy
In semiconducting TMDs, vacancy induced levels are affecting much
on the hydrogen adsorption energies. (See later) Therefore, we
investigate the electronic structures of TMDs with chalcogen vacancy
in detail and provide a schematic categorization of defect states by
Periodic Table group of metals in Figure 4.8. In group 4 TMDs, valence
states mostly consist of chalcogen p orbitals (up to 75 %) and
conduction is mainly composed of metal d (~ 85 %), which indicates
strong ionic characters of group 4 TMDs. Therefore, the anion
vacancies give rise to the shallow donor states and occupied defect
level in anion vacant cell lies near CBM™. Most group 5 TMDs are
metallic and we could not distinguish defect level near Fermi level, so
they are omitted from analysis. In group 6 to group 10 TMDs, as the
group number increases, the portion of occupied metal d states that are
hybridized within valence band increases. This strengthens the
bonding/antibonding nature of the gap, so the defect levels fall inside
the gap as the metal-chalcogen bonds are broken.”® For these relatively
covalent TMDs, the highest occupied defect state lies at low within the
gap. For example, a MoS; system with sulfur vacancy has the occupied

defect level very close to the VBM.
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Figure 4.8 Schematic electronic structures of anion vacancy systems classified by a
group of the metal atom. Dark color on the bottom part indicates the occupied density

of states, and light color on the top part indicates the unoccupied density of states.
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4.3.3 Hydrogen adsorption on anion vacancy site in TMD

Next, we calculate hydrogen adsorption energies on vacancy sites of
TMDs. We use 4x4x1 supercell (3.125 % of vacancy) to calculate
hydrogen adsorption energy on isolated vacancy. On the most stable
vacancy sites, we adsorb hydrogen atoms and relax the structures to
find the hydrogen adsorbed configurations and calculate the adsorption
energies.

Moreover, if we engineer properly, vacancy concentration can be higher
albeit thermal stability would be very low. Hydrogen adsorption
energies can also be varied as a function of the concentration of
vacancy. In order to examine the dependence, we also calculate
supercell with a high concentration of anion vacancy (12.5 %). We
uniformly distribute vacancies only in the upper layer at the most stable
vacancy site found in the 3.125 % configurations. In this case,
hydrogen adsorption energies are even coverage dependent. For
systems with a high concentration of vacancy, we calculate the
hydrogen adsorbed structures with both low coverage (6 = 1/4) and full
coverage (6 = 1). For the full coverage, we use the following equation
for hydrogen adsorption energy using 4x4x1 supercell to describe

hydrogen adsorption and desorption in the full coverage situation®:
AEy = E(xnH) — E(x (n— 1H) — ZE(H;) (4.9)
In fact, hydrogen adsorption energy varies with H coverage, hence we

estimate the equilibrium H coverage using the model of Frumkin

adsorption isotherm’®”® in which the adsorption free energy is assumed
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to be linear with adsorbate coverage. We find that for the candidates in
high vacancy concentration, they all have nearly full H coverage since
they have the adsorption free energy below zero. Therefore, we fix
coverage to 1 when we show Figure 4.10-11. The calculated data are

provided in Table 1.
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Table 4.1. Stable phase, band gap, hydrogen adsorption free energy on

basal plane, AGy (basal), vacancy formation energy, EJY , hydrogen

adsorption energy on vacancy site of the system with low vacancy

concentration, AGy (H/V), and high vacancy concentration, AGy

(4H/47).

System Phase (gap in eV) (bAa(s;:l) Ef AGy (H/V) ( 4%(/-2{1/)
CoTe, T metal 0.17 1.34 0.23 0.54
CrS, H 0.93 1.33 1.65 0.07 0.00
CrSe, H metal 1.63 2.25 -0.03 0.26
CrTe, H 0.53 1.49 2.79 -0.09 1.23
HfS, T 1.28 1.09 2.82 -0.63 -0.59
HfSe, T 0.58 1.29 2.89 -0.46 -0.41
HfTe, T metal 1.02 2.85 -0.32 -0.14
IrTe, T 0.63 1.20 2.72 -0.31 0.10
MoS, H 1.81 2.11 2.21 0.07 -0.18
MoSe, H 1.63 2.31 2.64 -0.01 -0.27
MoTe, H 1.27 2.12 3.10 -0.12 -0.33
NbS, H metal -0.06 1.12 0.16 0.22
NbSe, H metal 0.38 1.64 0.07 0.02
NbTe, H metal 0.40 1.93 -0.02 0.16
NiTe, T metal 0.74 1.16 0.57 0.61
PdTe, T 0.34 1.09 1.53 0.56 0.48
PtS, T 1.85 1.15 1.28 0.32 0.29
PtSe, T 1.42 1.46 1.89 0.18 0.16
PtTe, T 0.81 1.24 2.33 0.09 0.01
ReS, T 1.43 1.44 1.60 0.49 0.20
ReSe, T" 1.26 1.68 2.24 0.48 -0.30
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ReTe, T 0.93 1.38 2.92 -0.02 -0.18
SnS, T 1.57 0.96 1.35 0.23 0.19
SnSe, T 0.87 0.76 1.16 0.54 0.29
TaS, H metal 0.12 1.46 0.03 0.18
TaSe, H metal 0.48 1.73 0.10 0.12
TaTe, H metal 0.37 1.43 0.50 0.27
TcS, T 1.35 0.95 1.08 0.53 0.79
TiS, T metal 0.33 0.68 0.40 0.27
TiSe, T metal 0.79 1.54 0.21 0.30
TiTe, T metal 0.89 2.36 -0.13 0.17
VS, H metal 0.64 1.07 0.73 0.95
VSe, T metal 0.53 1.33 0.25 0.30
VTe, T metal 0.44 2.08 0.09 0.11
WS, H 0.66 2.41 2.37 0.20 -0.07
WSe, H 0.58 2.55 2.70 0.14 -0.18
WTe, T 0.14 0.94 2.64 -0.45 -0.51
7rS, T 1.18 0.87 2.25 -0.32 -0.59
ZrSe, T 0.48 1.08 2.37 -0.20 -0.52
Z1Te, T metal 0.99 2.48 -0.18 -0.50
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4.3.3.1 Distribution of hydrogen adsorption energies on basal planes
and anion vacancy sites
The distribution of hydrogen adsorption energies on basal planes and
anion vacancy sites are compared in Figure 4.9. As shown in Figure 4.6,
hydrogen adsorption energies on basal planes are distributed away from
the value of Pt as they are inert. However, distribution hydrogen
adsorption energies on vacancy sites are much shifted to Pt value in
both low and high vacancy concentrations. That is, inert
semiconducting TMD basal planes get active in HER by inducing anion
vacancy and even many metallic TMD materials also become more
active than the perfect basal planes. This is because the active localized
defect states are involved in the hydrogen adsorption on vacancy site.
(See Figure S2) The defect states are less stable than valence states and
they can be stabilized by participating in bonding with hydrogen.
Especially for semiconducting TMDs, an extra electron can occupy in-
gap states, which fills CBM in the case of the basal plane, so much less
energy is required to adsorb H atom on anion vacancy sites compared
to the basal planes. When we increase the vacancy concentration, the
in-gap states are broadened or split and the hydrogen adsorption
energies can be changed. Accordingly, the vacancy engineering could
be a strong design principle for optimizing inert basal planes as HER
catalyst, and by controlling the vacancy concentrations, defect levels
can be changed and materials can be further optimized as HER

catalysts.
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Figure 4.9 Distributions of hydrogen adsorption energies on (a) basal planes of TMDs,
(b) anion vacancy sites in systems with low vacancy concentrations and (c) high
vacancy concentrations, respectively. Blue points indicate metallic phases and red
points are for semiconducting phases. Distributions are obtained from Gauss sums of

the points when sigma is set to be 0.1 eV.
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4.3.3.2 Candidate TMDs with anion vacancy as an active site
We screen a number of strong candidates (in the shaded region) with
the existence of the anion vacancies and plot them following the
volcano relation in Figure 5. MoS; is not included as a strong candidate
in the shade at low concentration of sulfur vacancy (3.125 %), but it
becomes one of the strongest candidates when the vacancy
concentration is near 12.5 %. Note that the catalytic activities also can

be enhanced by inducing strain'.

99



a pv=3.125%

« 0 ! T Ty
< ZrSe: (T,S)
=l ZrTe: (TM) i
T p{/ TiTe:(TM
L 3t ! MoTez(H,S)(QTSﬁ(H_-W i
5 IrTez (T"S)  /&&// CrTe: (H.Mj—NbTez (HM)
g 4 HTe TM) N\g ReTe: (T".S)
=3 Zrs: (TS)—
g Sr Ni+
5* ¢
8 -7r /+Mo
| 7
-8 |
-1 0.5

=
G 1}
<
= 2|
% MoSe: (H,S) Pt
= -3 ReSe, (T".S) HfTe: (T,M .
3 MoTe, (H,S) s H3)
o I LA | CrS: (H.S .
2 i @ PtTe, (T.S)
g O Ni+. '® ~~NbSe: (HM)
< ® +: -
% . Au i
S 7 Q»Mo .
| 0 ®O

-8 1 ] |

-1 -0.5 0 0.5 1
4Gy (V)

Figure 4.10 Candidate TMDs for HER. Volcano plots for anion vacancy sites of

TMDs when the vacancy concentrations are (a) 3.125 % and (b) 12.5 %, respectively.
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4.3.3.3 Classification of candidate TMDs with anion vacancy

We classify the candidates in four types according to how the hydrogen
binding energy depends on the vacancy density as shown in Figure 4.11.
Materials in type I are optimal in high vacancy concentrations rather
than relatively inactive low vacancy concentration. Notably, MoS, is in
this class. Candidates of type III are relevant to the low vacancy
concentrations while they get too active when the vacancy
concentrations are high. Materials in this class might be unstable when
we introduce high concentrations of vacancy’°. Candidate type II
indicate the materials which can be tuned by controlling the vacancy
concentrations since the hydrogen adsorption energies at 3.125 % and
12.5 % of vacancy concentrations vary away from Pt value in opposite
directions, respectively. Considering known stability issues of TMD
tellurides”, sulfides and selenides attract more attentions. Notably,
MoSe; in type II is expected to be able to be further optimized by fine-
tuning the vacancy concentration

Type IV materials show opposite trend with other types. IrTe; in this
type can be tuned by varying vacancy concentration between 3.125 %
and 12.5 %. We investigate the reason of opposite trend and found that
induced strain by vacancy formation in this material is larger than other
materials so the strain controls LUMO level of defective systems. IrTe,
system with a higher concentration of vacancy has higher LUMO level
and higher hydrogen adsorption energy. On the other hand, for
tellurium vacancy in HfTe,, a hydrogen-unterminated vacancy makes
adjacent hydrogen-terminated vacancies more stable by splitting of
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hydrogen bonding level with distortion due to the strain. Therefore,
when high concentrations of tellurium vacancies are generated in HfTe,
with hydrogen coverage close to 1, hydrogen desorption can be
facilitated stabilizing adjacent hydrogen-terminated vacancies.

We can choose candidate materials by type depending on what vacancy
concentrations you are assuming. For example, WS,, WSe,, and MoS,
with high vacancy concentration can be the strongest candidates for a

high density of active sites.
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Figure 4.11 Candidate TMDs for HER. The trend of hydrogen adsorption energy as a
function of the vacancy concentration. Candidate type I is relevant to the high
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4.3.3.4 Key physical quantities that affect hydrogen adsorption energy
In order to elucidate the enhanced catalytic activities of anion vacancy
sites of TMDs, we carry out multiple linear regression. We try to
identify the key physical quantities that affect the hydrogen adsorption
energy. We use the backward elimination method among various
physical quantities from the bulk properties to properties about the
anion vacancy. (See Figure 4.12) We find that the hydrogen binding
energy on vacancy site is highly correlated with the vacancy formation
energy and LUMO level of the vacant system, also somewhat with
HOMO level. Localized defect states are already high in energy since
the nearest atoms have lost bindings with the anion, and this is reflected
in the vacancy formation energy. In hydrogen adsorption, the localized
defect states hybridize with hydrogen instead of the vacant anion to
form bonding state, the energy that the system has lost in vacancy
formation is recovered to some extent. So, the more energy required for
vacancy formation, the more hydrogen adsorption is favored on the
vacancy site to recover the energy. Also, the excess electron after filling
the hydrogen-vacancy bonding state tends to go to LUMO level of the
vacant system. So, low LUMO level is the favorable condition for
hydrogen adsorption. As for HOMO level, since the bonding state with
hydrogen takes two electrons from HOMO level, the high HOMO level
is advantageous for adsorption. For an example, if there are occupied
defect states such as the a; state in MoS,., the state forms bonding state
with hydrogen and an excess electron goes to the LUMO level, e state.
(See Figure 4.8)'
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This is why the vacancy sites are more active than basal planes. As the
electrons in the vacant site already have relatively high energy than the
valence electrons in a clean system, the site is energetically more active
than in the case of basal plane. In addition, in some cases, empty gap
states like MoS;., e states form lower LUMO level than CBM, and thus
the energy gain aroused from the excess electron can be further lowered.
These principles could be applied to suggest another design method

which spatially localizes active electrons by some point defects.
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Figure 4.12 Regression result of hydrogen adsorption free energies on anion vacancy
sites in terms of vacancy formation energy, LUMO level, and HOMO level. An R’

score of the regression is 0.86.
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4.4. Conclusion: Screening HER catalyst

In conclusion, we have explored the HER efficiencies of basal planes
and anion vacancy sites of stable phases of various TMD materials in
terms of hydrogen binding energy. Based on the computational results,
we suggest that the vacancy control is a strong design principle. Many
inert TMD materials become the candidates that may show high
catalytic effects in HER by inducing anion vacancies. Moreover, fine-
tuning is also possible by engineering vacancy concentrations. Some
candidates such as MoSe, may be tuned to be more efficient between
3.125 % and 12.5 % of vacancy concentration. Note that when the
vacancy concentration is ~12.5 %, there are more active sites than edge
active sites when flakes of TMD materials have a larger radius than ~ 2
nm, and in this high concentration case, WS,, WSe, and MoS, can be
the most promising candidates. This largely exposed active sites are an
advantage of 2D nature of TMD materials. We expect the candidate
materials suggested in this paper to replace Pt and be utilized to the
low-cost and clean production of a hydrogen source. Furthermore, we
hope this study provides insight into other design principles to make
inert 2D materials catalytically active by inducing various kinds of

point defects.
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4.5. Summary: Screening HER catalyst

We try to find new defective TMD materials for HER catalyst by means
of computational screening based on the density functional theory. We
explore the HER efficiencies of basal planes and anion vacancy sites
for various TMD materials by using the hydrogen binding free energy
as the descriptor for the HER exchange current density. We find
hydrogen binding energy is varied by the concentration of vacancy and
discover good TMD candidates which are expected to show high HER
performance in proper vacancy concentrations. We suggest ZrSe, and
ZrTe, for low vacancy concentration, and MoSe,, MoTe,, WSe,, ReTe;,
MoS; and ReSe, when intermediate or high concentration of vacancy is
accessible. We expect for these materials to be able to compete against
Pt as HER catalyst without strain engineering. In addition, through
multiple linear regression, we identify that the physical quantities
related to anion vacancies strongly affect the hydrogen adsorption

energy.
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Chapter S. Conclusion

We try to identify the mechanism of HER on sulfur vacancy sites by
means of first-principles calculations and kinetic Monte Carlo (KMC)
simulation, and we also simulate strain-applied systems. We show that
HER at sulfur vacancy site of MoS, are dominated by the Volmer-
Heyrovsky mechanism. The rate-determining step is the Heyrovsky
step. The energy barrier of Heyrovsky step decreases in the more
negatively charged condition of the defect site. By this mechanism,
applying bias can facilitate HER. In addition, when a tensile strain is
applied to MoS,, negatively charging energies of defects decrease, and
it leads to reaction paths with lower energy barriers.

We also try to find new defective TMD materials for HER catalyst by
means of computational screening based on the density functional
theory. We explore the HER efficiencies of basal planes and anion
vacancy sites for various TMD materials by using the hydrogen binding
free energy as the descriptor for the HER exchange current density. We
find hydrogen binding energy is varied by the concentration of vacancy
and discover good TMD candidates which are expected to show high
HER performance in proper vacancy concentrations. We suggest ZrSe;
and ZrTe, for low vacancy concentration, and MoSe,, MoTe,, WSe,,
ReTe,, MoS; and ReSe, when intermediate or high concentration of
vacancy is accessible. We expect for these materials to be able to
compete against Pt as HER catalyst without strain engineering. In

addition, through multiple linear regression, we identify that the
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physical quantities related to anion vacancies strongly affect the
hydrogen adsorption energy.

As a result, we provide more advanced exploration about HER on
anion vacancy sites of various TMDs both in the mechanisms and
material screening viewpoints. We believe that the present works can
contribute to realizing the rational design of the novel catalysts to
replace Pt. Though we confine the screening range in 2D TMDs in this
study, our viewpoints could be extended to other novel material

systems.
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