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Abstract

The present study deals with flow characteristics of synthetic jets for
efficient flow control performance. It consists of two parts: flow
characteristics of synthetic jets depending on exit configuration and flow
control using synthetic jets over Blended Wing Body (BWB) configuration.

In first part, flow characteristics of synthetic jets have been
computationally investigated for different exit configurations under a cross
flow condition. The exit configuration of a synthetic jet substantially affects
the process of vortex generation and evolution, which eventually determines
the mechanism of jet momentum transport. Two types of exit configurations
were considered: one is a conventional rectangular exit, and the other is a
series of circular holes. The interactions of synthetic jets with a freestream
were performed by analyzing the vortical structure characteristics. The
effectiveness of flow control was evaluated by examining the behavior of the
wall shear stress. It was observed that the circular exit provides better
performance than the rectangular exit in terms of sustainable vortical
structure and flow control capability. According to a hole gap and a hole
diameter of circular exit, comparative studies were then conducted with all
the other parameters fixed. Detailed computations reveal that the hole gap
yields a much more significant effect on flow characteristics than the hole
diameter, which turned out to be relatively minor. Based on the strength and
the persistency of jet vortices, the circular exit with a suitable hole gap

formed critical jet vortices that beneficially affected separation control. This



indicates that the flow control performance of circular exit array could be
remarkably improved by applying a suitable dimensionless hole parameter.

Based on the results of exit configuration, the second part deals with flow
control strategy over BWB configuration. Flow structures were examined by
analyzing the baseline characteristics of BWB configuration when synthetic
jet was off. Based on the aerodynamic data and flow structure, a strategy for
flow separation control on BWB configuration was established. Based on the
aerodynamic data and flow structure, synthetic jet actuators were installed to
prevent leading-edge stall at a relatively high angles of attack. All-actuators-
on case and selective-actuators-on case were examined to find effective flow
control method. Two types of exit locations are considered for analyzing
flow mechanism: one is outboard array jets, and the other is inboard array
jets. The interactions of synthetic jets with a free stream were performed by
analyzing the vortical structure and the surface pressure characteristics. The
effectiveness of flow control was evaluated by examining the aerodynamic
coefficient and flow structures. As a result, the vortex breakdown point is
moved toward the outboard section by synthetic jets, and the separation flow
shows a stable structure. Based on the flow structure in overall speed rage,
flow control strategy of low speed flight is applied to flow control of high
speed flight. This shows effective flow control strategy applicable to all
speed flight.

Through numerical analyses on flow characteristics of synthetic jets, it is
observed that the synthetic jets under suitable actuating conditions
beneficially change the local flow feature and vortex structure to bring a
significant improvement of the wing aerodynamics acting on the three-

dimensional aircraft configuration in the stall angle.
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Chapter I

Introduction

1.1 Literature Review

1.1.1 Synthetic Jet

Synthetic jets have been widely used for flow control [1,2], jet
mixing enhancement [3], and heat transfer [4]. In particular, control of flow
separation by means of synthetic jets is known to be quite effective in a
variety of flow conditions [5]. A typical synthetic jet actuator consists of a
small cavity with an oscillating diaphragm at its bottom side and an orifice
plate at the opposite side, as shown in Fig. 1.1. As the result of the
alternating of suction and blowing produced by the movement of diaphragm,
a succession of vortex fairs is produced and propagates away from the
orifice. The vortex formation process has significance with regards to
performance of flow control devices. Studies on synthetic jets have focused
on the formation of a synthetic jet in a turbulent mixing layer, and assessed
its behavior under various conditions.

Many researchers and engineers produced experimental results in jet
characteristics and jet vortex formation. Crook and Wood examined the

behavior of synthetic jets under a quiescent condition, a cross-flow, and a



boundary layer [6]. They studied the delay of flow separation on a circular
cylinder by using hotwire anemometry and flow visualization techniques.
Wang et al. investigated flow separation control of a circular cylinder using a
synthetic jet positioned at the front stagnation point by the particle image
velocimetry (PIV) technique [7]. They also modified the wake behind a
circular cylinder by a synthetic jet and analyzed the vortex shedding modes
and mechanism [8]. Amitay and Cannelle studied the evolution and transient
behavior of finite span synthetic jets using hot wire anemometry and PIV
techniques. They examined the effect of the slot aspect ratio on the
development of the synthetic jet, and the spatial evolution of secondary
three-dimensional vortical structures in the flow field [9,10].

At the same time, a number of numerical studies have also been
carried out. Mittal et al. examined the formation and evolution of a synthetic
jet and compared the dynamical characteristics in quiescent and cross-flow
conditions [11]. Rumsey et al. performed a study of synthetic jet flows into a
turbulent boundary layer crossflow through a circular orifice [12]. W.
Nitsche et al. studied flap separation control by periodic excitation near the
flap for high-lift configuration [13,14]. Kim and Kim numerically
investigated the frequency-dependent flow control mechanisms of synthetic
jets on an airfoil, and proposed multi-location synthetic jets to mitigate the
unstable flow structures of a high-frequency jet [15]. Subsequently, Kim et
al. applied synthetic jets to improve the aerodynamic performance of tilt-
rotor UAV airfoils in hovering and transition flight modes [16]. Zhong et al.

examined the vortex structures produced by a synthetic jet in water, and



presented the vortex roll-up criterion according to the Stokes length using
experimental and numerical methods [17]. In addition, the fluid physics
underlying the interaction process between circular synthetic jet and a

laminar boundary layer was investigated by 3-D numerical simulations.

1.1.2 Piezoelectirically-driven Synthetic Jet

A synthetic jet actuator is driven by a voice-coil motor, a
piezoelectric diaphragm or a piston in a periodic manner with zero net mass-
flux [18,19]. Example applications have shown that many types of synthetic
jet can control the separated-region include airfoil and bluff bodies [20,21].
Figure 1.2 shows several drive types of piezoelectric component, which can
be applied to a practical synthetic jet actuator. The oscillating diaphragm
used in the synthetic jet cavity is usually driven by using electrical or
mechanical power. When driven with AC (Alternating Current) signal,
piezoelectric disks oscillate in the same manner as a piston or a shaker, and
they also require the reduced number of moving parts which are prone to
failure [22]. Because of these advantages, several investigators have adopted
piezoelectric disks in synthetic jets to attempt to make the systems lighter,
increase efficiency and save resource [24,25]. Although, these piezoelectric
disks have been successful in generating high velocities capable of altering
the flow fields, the devices operate at high frequencies, consequently
requiring high amounts of power. In this study, piezoelectric diaphragm is

used as active membrane in the jet cavity. These composites have the ability



to produce micro scale displacement and provide a wide bandwidth response
as well as being lightweight. Such advantages make them suitable for flow

control purposes, as demonstrated by Mossi et al. [25-27].

1.1.3 Lambda Wing Aerodynamics

Lambda wing platforms have been the subject of experimental
investigation by Australia, Canada, UK and US over more than a decade.
They studied the development of wing flows and their subsequent impact on
flight mechanics for lambda wing configurations [28]. The fundamental
geometric features of pure edge-aligned or near-lambda wings are the
presence of a concave trailing edge crank at or near mid-semispan, and a
convex trailing edge crank outboard, closer to a pointed wing tip. These
allow lambda wings to combine increased aspect ratio and taper with
platform edge alignment, relative to a single-panel swept-tapered wing. The
introduction of cranks presents some problems for the aerodynamic
performance of these wings.

The introduction of a local minimum in chord associated with the
inboard trailing edge crank results in a local maximum in section lift
coefficient at the inboard crank. Conversely, the outboard crank generates a
local minimum in local lift coefficient. A second local maximum in lift
coefficient occurs between the local minimum at the outboard crank and the
tip, where loading goes to zero. Hence peak local lift coefficient on lambda

wings will occur either near the inboard crank or slightly inboard of the



pointed wing tip. The onset of flow separation can be assumed to happen at
or near either of these local maxima in lift coefficient. At low speeds,
assuming low levels of camber, the tendency will be towards flow separation
caused by the adverse pressure gradient downstream of the leading edge
suction peak. At transonic Mach numbers, the local loading at the inboard
crank will tend to be exacerbated by the unsweeping of isobars locally across
the crank, increasing the tendency towards shock induced flow separation at
this location. These flow separation mechanisms have been observed on a
range of lambda wing platform tests performed during the 1990s.

A consequence of the onset of flow separation near the inboard crank
is the rapid outboard spread of the flow separation from the onset location,
producing fully separated flow over the outboard wing panel and any trailing
edge devices installed there. This has significant implications for the flight
mechanics and controllability of lambda wing configurations in general and
flying lambda wing configurations in particular. For the latter, lack of
auxiliary control surfaces and short moment arm for trailing edge devices
imply a relative lack of available control power in pitch. The loss of
effectiveness of outboard control surfaces also implies reduced lateral

control authority.

1.1.4 Flow Separation on Lambda Wing Flight Mechanics

The natural consequence of the onset and development of flow

separation over the outer portion of the lambda wing is that the centroid of



lift of the wing will tend to shift inboard and forward, resulting in change of
static margin, or pitch-up [28]. Pitch-up is the usual consequence of
combining high sweep and aspect ratio for aft-swept wings, with the
boundaries and palliatives for this behavior being the subject of much study
in the 1940s and 1950s [29]. It appears that lambda wings are inherently
more susceptible to large, rapid, unstable pitch breaks than simple swept
tapered wings of the same sweep and aspect ratio. The US Air Force
Research Laboratory (AFRL) and UK Defense Research Agency (DRA)
conducted tests of a simple 40° edge-aligned lambda wing and identified
serious shortcomings in both lift curve slope and maximum useable lift
relative to conventional swept-tapered wings of similar leading edge sweep
and aspect ratio [30].

Given a fixed wing platform, the usual means of addressing the issue
of pitch-up at low speeds, as indicated by Ref. 29, is to delay flow separation
by weakening the adverse pressure gradients downstream of the leading edge
using camber, either through simple droop or the introduction of a wing
leading edge device. The tests described in Ref. 30 included a variety of
leading edge flap settings, which had a limited impact on the pitch-up
problem. Subsequently much of the further experimental investigations into
the characteristics of the pure lambda wing involved high Reynolds number
testing of half-models with high-lift systems for low speed launch and
recovery, and for transonic maneuver. The bulk of the high Reynolds number
testing for lambda wings involved US-manufactured models being tested in

UK tunnels. Unlike the earlier tests, these involved aerodynamically



designed wings with representative levels of twist and camber. Transonic
tests at high Reynolds number [31] indicated that the pitch-up problem
persisted at likely conditions for high-subsonic maneuver, although the flow
separation mechanism for these wings was shock induced, rather than related

to leading edge separation.

1.1.5 1303 UCAYV Configuration

Unmanned combat air vehicles (UCAVs) possessing lambda wing
platforms continue to be of interest to the international aerospace community
from both an experimental and computational perspective. Their three-
dimensional configuration can give rise to complex flow patterns, whereby
the occurrence of separation and stall can vary substantially along the span.
Flow separation, transition from laminar to turbulent flow, and nonlinear
vortex dynamics such as vortex interactions and breakdown are examples of
the types of flow features that may be encountered when considering such
geometries.

In recent years, the 1303 UCAV configuration, developed by the U.S.
Air Force Research Laboratory in conjunction with The Boeing Company
[32], has been examined using both experimental and computational
techniques, as shown in Fig. 1.3. Experimentally, wind-tunnel investigations
at moderate Reynolds numbers have been performed by Bruce [33] and
McParlin et al. [34] using a variety of leading edge geometries, as well as by

Ghee [35] and Ghee and Hall [36]. Ol [37] characterized the sectional flow



structure at lower Reynolds numbers in terms of patterns of mean velocity
and Reynolds stress using particle image velocimetry (PIV) in a water
channel facility. Dye visualization of the processes of flow separation and
vortex formation were addressed in a water facility by Nelson er al. [38].
Kosoglu [39] employed dye visualization to qualitatively describe the three-
dimensionality, in conjunction with PIV, with emphasis on the flow structure
in planes that were oriented parallel to the wing surface. This geometry has
also been studied computationally by a wide range of researchers as part of
The Technical Cooperation Program under the auspices of the Aerospace
Systems Group’s Technical Panel 5 (AER TP-5) using both low-order
structured [40-42]. The general conclusion drawn from these works was that
the computational fluid dynamics coupled with an appropriate turbulence
model was effective at predicting the magnitudes of lift and drag forces at
the lower angles of attack where the flow remains primarily attached, but
was unable to maintain this performance at the higher angles where
separation becomes more widespread.

For some UCAV applications, limits on useable lift may be
acceptable assuming no demanding requirements for maneuver in up-and-
away conditions, however, limiting useable lift has a much more significant
impact on air vehicle performance at launch and recovery phases of the
mission. Low useable maximum lift coefficient implies high landing and
take-off speeds, and hence becomes a configuration size driver, an issue for
all potential UCAVs, but particularly for those with aspirations towards

carrier-based operations. Therefore, the onset of flow separation from the



leading edge of lambda wing UCAVs is a driving factor in their cost and size,
and their suitability for operations from aircraft carriers.

Technologies that broaden the roles and capabilities of UCAV are of
significant interest to the aerospace community. This is due to a sharp rise in
the demand and applications for UCAV for both military and civilian
operations. Active flow control is one such technology that holds
considerable promise in advancing the aerodynamic performance and
maneuvering of UCAV. The technology is based on the use of small-scale
actuators that elicit desired changes in the flow state by altering the balance
of flowfield energy using flow-manipulation methods. Patel et al. [43]
studied the use of dielectric barrier discharge plasma actuators for hingeless
flow control over a 47 ° 1303 UCAV. They implemented at the wing
leading edge to provide longitudinal control without the use of hinged
control surfaces. Amitay [44] experimentally investigated the application of
leading edge separation control on an UAV with 50 ° leading edge in a full-
scale close-return wind tunnel using arrays of synthetic jet actuators. A
numerical analysis of 1303 UCAV with and without simple deployable
vortex flaps was also conducted to understand the flowfield environment
around the vehicle [45,46]. Cung et al. [47] examined the critical design for
the 1303 UCAV to provide increased fidelity for the aerodynamic analysis
required for a carrier landing suitability. In addition, an optimization study
has been conducted attempting to minimize drag in the cruise configuration

subject to constraints designed to avoid flow separation at take-off [48].



1.2 Objectives and Contributions

The objective of this dissertation is to study flow characteristics of
synthetic jets for efficient flow control performance to bring an improvement
of the wing aerodynamics acting on Blended Wing Body (BWB)
configuration, which is modified from 1303 UCAV. It consists of two parts:
flow characteristics of synthetic jets depending on exit configuration and

flow control strategy over BWB configuration.

® Flow Characteristics of Synthetic Jets

The focus of the first part is to investigate the local flow feature and
vortex structure, and analyze wall shear stress distributions in terms of flow
control effect. In order to achieve the goal, the flow characteristics of a
conventional rectangular slot and a multiple serial circular exit are firstly
investigated. Based on the observed flow features, comparative studies of the
circular exit are then conducted with variations of a hole gap and a hole
diameter. Finally, by comparing the results of the flow characteristics, most
effective exit configuration is obtained when other flow control parameters

are identical.

® Flow Control of Wing
Based on the results of exit configuration, the second part deals with
flow control strategy over BWB configuration. Experimental and numerical

data are examined by analyzing the baseline characteristics of BWB

10



configuration when synthetic jet is off. Based on the aerodynamic data and
flow structure, synthetic jet actuators are installed to prevent leading edge
stall at high angles of attack. Selective-actuators-on case is examined to find
effective flow control method. Two types of exit locations are considered for
analyzing flow mechanism: one is inboard array jets, and the other is
outboard array jets. Flow control strategy of low speed flight is also applied
to flow control of high speed flight. By comparing the results of the flow
control characteristics, flow control strategy at high angle of attack is

established over BWB configuration in overall flight condition.

1.3 Organization of Thesis

The dissertation is organized as follows. In Chapter II, a brief
description of the governing equations are given. In Chapter I, flow
characteristics of synthetic jets depending on the exit configuration are
described. Then, baseline flowfield structure and flow control strategy over
BWB configuration are analyzed in Chapter IV. Finally, conclusions are

drawn in Chapter V.
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Chapter 11

Numerical Approaches

2.1 Governing Equations

The governing equations for compressible viscous fluid motion are

given in a conservative form using Cartesian-tensor notation of

where © is the density, u; is the velocity component in x;
coordinate direction, p is the pressure, and 4 is the absolute viscosity.
Equation (2.1) and (2.2) are the equation of mass conservation and the
equation of momentum conservation, respectively. It is necessary to include
the equation of energy conservation along with the equation of state to give a
complete equation does not need to be solved for incompressible flow
problems unless the heat transfer on the boundaries and the temperature

distribution in the flowfield are a matter of concern.
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If the density of the flow is constant, equation (2.1) can be reduced

to

o,

=0 2.3
. (23)

and dividing equation (2.2) by density © results in

A ~ Ou,
%+i(uiu_):_a_z>+i |G O 25 O 2.4)
o ox;* "’ ox, ox, | (ox; ox, 3 7ox,

where v is the kinematic viscosity and the pressure p absorbs the
density, i.e., p=p/ ©. The divergence of velocity is zero from equation (2.3),
but it is left in equation (2.4) on purpose because the velocity field is not
divergence free until the solution is converged. When the divergence free
condition is applied and v is assumed to be constant for laminar flow

calculations, equation (2.4) is then reduced to

ou, 0O op o’u,
U . - 4y—1=r
(u,uj) ox Va o, (2.5)

It should be noted that equation (2.3) and (2.4) give a complete
description of the motion of an incompressible fluid. Thus, the equation of

energy conservation will be solved only when necessary.
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2.2 Turbulence Models

For an adequate description of turbulent flow field within the
framework of a Reynolds Averaged Navier-Stokes (RANS) formulation,
Menter’s standard k-®@ model Shear Stress Transport (SST) model [51],
Menter’s k-o SST developed in 2003 [52], and DES (Detached Eddy
Simulation) based on k- SST model [52,53] are employed. These
turbulence models are composed of two transport equations of the turbulent

kinetic energy k& and the dissipate rate o.

2.2.1 The Standard Menter’s k- SST Model

The k- w model [49] performs well and is superior to the k- € model
[50] within the laminar sublayer. However, the .- @ model has been shown
to be influenced strongly by specification of freestream value of © outside
the boundary layer. There, the k- @ model does not appear to be an ideal
model for applications in the wake region of the boundary layer. On the
other hand, the k- € model behaves superior to that of the k-@ model in the
outer portion and wake regions of the boundary layer, but inferior in the
inner region of the boundary layer. To include the best features of each
model, Menter has combined different elements of the k- € and k- @ models
to form a new two-equation model. This model incorporates the k- @ model
for the inner region of the boundary layer, and it switches to the k- € model

for the outer and wake region of the boundary layer.

14



The original k-® model is multiplied by a function F; and the
transformed &- € model by a function (/- F;). The blending function F} is set
to be one in the near wall region and zero far away from the wall surface.

Both the models are combined as:

_+i(pa)uj):lr-_%_ﬁpa) +i{(y+aw,u,)2w} (2.5)

y
v, 0x, ox; x;

“2(1-F)po, L
) 8xj E)xj

The constant appearing in Eq. (2.5) are evaluated in the following

relation by using the blending function;

O =Fd, +(1-F ), (2.6)

where @, represents the constants associated with the k—w
model (when £, =1), and @, represents the constants associated with the

1

k —& model (when F1 =0) and the constants for @ are specified as

follows;
7/1=ﬂ1/ﬂ*—0(01/(2/\/? 72=ﬂ2/18*_0102’(2/\/?

c,=085, o,=10, 0,=05, o, =0.856

B =0.09, B =0075, B =0.0828, k=041
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In addition, F| is a switching function from the k—® model to
the k—& model based on the distance from the nearest solid surface and

defined as follows ;

@2.7)

4
Jk 5001/] 4p0wzk]

' ’ CDkwy 2

F, =tanh| min max( 5
pay yao

where y is the distance to the nearest surface and CDy,, is the positive

portion of the cross-diffusion term

CD,, =max| 2po,, l%a—”,lo-m (2.8)
" Ox; Ox,

The eddy viscosity is defined to limit the turbulent shear stress as

_ 0.31pk
H max [0.310,QF, |

(2.9)

where is §2 is the absolute value of the vorticity and F, is included
to prevent singular behavior in the freestream where §2 goes to zero and

given by:
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(2.10)

2
F, = tanh max( \/Z ,50201/J
pay yo

Note that it is generally recommended to employ the production

limiter, which replaces the term of P in the k-equation by:

P=1, % — min(P, 203 wk) @.11)
X .

J

The boundary conditions and freestream values are given as follows:

U’? U?
o <K juppers <7
10°Re, 10Re,

10U

o0
< Opfioia < I

farfield (2.12)

00

Jarfield

k,,=0

wall —

o = 60v
" Bedy’

The Ly 1s the approximate length of the computational farfield
domain from the wall, and a freestream turbulent viscosity u, has a value
between 10 and 107 times the freestream laminar viscosity. The Ad is the

distance of the first point away from the wall.
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2.2.2 The k- SST Model (Menter et al., 2003)

The k- SST-2003 has several relatively minor variation from the
original SST developed in 1994. The model enhancements cover a modified
near wall treatment of the equations, which allows a more flexible grid forms.
This advantage reduces the problem of grid induced separation for industrial
flow simulations. The changes are in the definition of eddy viscosity and in
the production limiter. The magnitude of vorticity in the eddy viscosity is

changed to the strain invariant (S) in its definition as follows:

031k ) is
A nax[0.31, 55, | @13)

where S = 2SU.Sl.j
The limiting constant and the second term of CD,,, is also changed

as follows:

P =min(P,105 wk)

=max| 2po, lﬁa—‘”,lo—m
P @ Ox; 0Ox,

- (2.14)

ko

The changed coefficients are y, =5/9, y, =0.44.
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2.2.3 SST-DES Model (Strelets et al., 2001)

Detached Eddy Simulation (DES) is a hybrid turbulence model
developed by Spalart and associates (Spalart ef al., 1997). Although the DES
formulation is immediate only on the basis of the S-A or other models which
use a distance to the wall as a turbulence length scale, the DES/S-A link is
not fundamental, and other models can be built into DES. The idea behind
the DES model of Strelets et al. (2001) is to switch from the standard SST-
RANS model to an LES model in those regions where the turbulent length,
predicted by the RANS model is larger than the local grid spacing. In this
case, the length scale used in the computation of the dissipation rate in the
equation for the turbulent kinetic energy is replaced by the local grid spacing.

The length scale of this model in terms of k and ® reads as

I, =k"/(f o) (2.15)

This length scale should be replaced in with the DES length scale

[ =min(l,_,,C,,A) (2.16)

?’

In SST-DES formulation, dissipative term of the k-transport equation

is expressed as DES length scale.
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Dy = pfkar=pk™ /1,_,

. . (2.117)
D, = pk™ /1
Eq. (2.21) can now be rewritten as
Dis = pBkaw
(2.18)

D} = pB koF,,,

where

/
F .. =max| —=_1]
DES [ CDES A j

The grid spacing A is the maximum local grid spacing (A
=max(Ax, Ay, Az))in case of a Cartesian grid, [3* is a constant of the
SST model. Just like the classical, RANS, DES formulation has two
branches, k-@ model and k-¢ model. Although in the major part of the region
where DES functions in LES mode only the k-¢ model is important, since
precisely this branch is active there, we still have performed separate
calibrations of the Cpgs constants for the two branches and then blended the

values obtained with the use of Menter’s blending function F; (Menter,

1993):
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Cops =(-F )Ci‘; + Ecjj;” (2.19)

where Cﬁ; =0.61, C];E_:’ =0.78 from the numerical experiments

about isotropic turbulence.

2.2.4 Zonal SST-DES Model (Menter et al., 2003)

The main practical problem with the DES formulation is that there is
no mechanism of preventing the limiter of becoming active in the attached
portion of the boundary layer. This will happen when the local surface grid
spacing A is less to the boundary layer thickness A < ¢& with ¢ of the
order of one.

For fine grids, the switch from RANS to DES can take place
somewhere inside the boundary layer and produce a premature (grid-
induced) separation. In order to reduce the grid influence of the DES-limiter
on the RANS part of the boundary layer, the SST model offers the option to
protect the boundary layer from the limiter. This is achieved again with the
help of the zonal formulation underlying the SST model. The following
modification significantly reduces the influence of the DES limiter on the

boundary layer portion of the flow:

Dy = pBke

. . (2.20)
DMJ)ES = pﬂ ka)FM—DES
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where

F,, pps =max (Z"—” (- Fm),lJ with F,,=0,F,F,
DES
In this equation, Fssr can be selected from the blending functions of
the SST model. Fggr =0 recovers the Strelets et al. model. F; and F’, are the
two blending functions of the SST model. F,shields more of the boundary
layer and is therefore the preferred default. However, it should be noted that
even F, does not completely eliminate the problem, but reduces it by an

order of magnitude, A <c¢& where cis the order of 0.1.
2.3 Pseudo-Compressibility Method

One of the early techniques proposed for solving the incompressible
Navier-Stokes equations in primitive variable form was the artificial
compressibility method of Chorin [54]. In this method, the continuity
equation is modified to include an artificial compressibility term that
vanishes when the steady-state solution is reached. With the addition of this
term to the continuity equation, the resulting Navier-Stokes equations are a
mixed set of hyperbolic-parabolic equations, which can be solved using a

standard time-dependent approach. The continuity equation is replaced by
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o, oy
or 0Ox,

=0 (2.21)
where ©* is an artificial density and 7 is a fictitious time that is
analogous to real time in a compressible flow. The artificial density is related

to the pressure by the artificial equation of state

*

=B (2.22)

where [ is the artificial compressibility factor.
To relate the pressure fields with the velocity fields, the artificial
compressibility relation is introduced by adding a pseudo-time derivative of

pressure to the continuity equation as

P _ —BV -u (2.23)
or

The time derivation term in equation (2.4) is differenced using a
backward second-order three-point implicit formula and moved to the right-

hand side of the equation:

1.5 = 2u! +0.5u" an
At

0=-

(2.24)

where ¢t is the physical time step and the superscript # denotes

the time level. To get the solution of equation (2.24) which satisfies equation
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(2.3) at the physical time level n+/, the iterations will be performed until

n+l

u; is divergence free. The velocity field and pressure field will be
modified during the iteration procedure to satisfy both equation (2.3) and
(2.24). But, as the time-derivative term is absent from equation (2.3), it is not

possible to update the pressure field. To relate the pressure field with the

velocity field, the following pseudo-compressibility relation is introduced:

A n+l n+l
% =—ﬁ[iu +%v+£w} (2.25)

Iteration will be performed on equation (2.25) as pseudo-time

increases. Also a pseudo-time derivative of velocity is added to the left-hand

side of equation (2.25):
n+l n+l n n-1
ou; __LSu™ = 2u7 +0.5u Pyt (2.26)
ot At

Then, equation (2.25) and equation (2.26) can be combined into one

equation and it is written in a vector form as follows:

n+l
aQ — _Rn+1 _ Sn+1 (227)
ot

where
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S =3 = =

u +p
uy
uw
uk

uw

Vi+p
W
vk

v

N>

I3}
=

o
~<

Pw
wu
wy
G= 5
w4 p
wk
0
Z,
Tyy
yZ
(v+o,v,)
VoV, )—

s =Lu (150" ~20" +0.50"
At

I, =diag[0,11,1,1]
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As additional time scale is introduced to make use of the pseudo-
compressibility method for unsteady problems, this procedure is called the
method of dual time stepping. At each physical time level n+1, equation
(2.27) will be solved as pseudo-time goes on until convergence is obtained.

The flux Jacobian matrices, have three different eigenvalues as will
be shown in next chapter. For higher Reynolds number, the flow is
predominated by convection. Equation (2.27) is hyperbolic in space and
pseudo-time in the limit of Re—°°. The physical-time step term behaves
like a source term to the hyperbolic equation. Thus, the upwind differencing
methods developed for the hyperbolic system of equations of the
compressible flow problems can be used to discretize the inviscid flux terms.

For the steay-state calculation, 7/t is set to infinity and the
quantities at physical time levels n-/ and n can be set to the freestream
conditions. If the steady-state solution at physical time level n+1/ is different
from the freestream condition, which is the condition for all calculations, the
source-like term will vanish. Then equation (2.27) is simplified for the

steady-state calculation by dropping the superscript n+1 as:

9Q_ _p (2.28)
or

The governing equation for the steady-stat calculation is very easily
derived from the time-accurate formulation by dropping the source-like term,
and the resulting equation is exactly the same with the equation derived for

the steady-state calculation only by others. The steady-state solution is
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calculated with the unsteady solver by neglecting one term and proceeding in

one physical time step with the time step Af¢ of infinity.

2.4 Transformation of the Incompressible Navier-
Stokes Equations with Turbulence Model

The three-dimensional, incompressible Navier-Stokes equations
coupled with two-equation turbulence model are non-dimensionalized by

freestream conditions and the characteristic length:

* * P *
ul =— ’ pl = 2 2 vV =—
uao poouoo Voo
(2.29)
* Vl‘ * Xl- * t
V=, x =L, =—no
v, L Lu,

Then, the incompressible Navier-Stokes equations couple with the .-

@ SST model can be written in Cartesian coordinates as

o0 0 0 0

X N Y(E-E)V+Z(F-F)+—(G-G)|+S.-8 2.
81’ |:ax( v)+ay( V)+az( V):|+ T ( 30)
where
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Q = 3T = =2

[ pu | [ By ] C Bw ]
uw+p vu wu
uv Vi+p wy
E = F = G = 2
uw W w +p
uk vk wk
| uw | | vo | | W
0 ] [ 0 |
T, Ayx
fxy W
Tsz F :L TAyz
" Re
(v+o,v,) (v+ow,)—
ow ow
(v+o,v,)— (v+o,v,)—
Oox oy
_ 0 -
TAZX
7,
G :L TAzz
" Re k
v+o,v
( k t) oz
(v+ awv[)—w
L oz |
. _
0
0
0
T, Ou, .
ii_ﬂ wk
Re 6xj
Ou, 1 ok ow
vt —Re— o’ +2(1- F)o, —————
Ox . ® Ox; O,

J
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0
150" = 2u" +0.5u""
1| 15" =2v" +0.50""
Af| 15w —2w" +0.5w""
1.5k™" = 2k" +0.5k""

| 150" —20" +0.50""

The Eq. (2.30) is transformed in generalized curvilinear coordinates

as

%%Z{%@‘ ”V)+%(ﬁ— ”V)+i(é—év)}+s}—§ (2.31)

where

pU
uU+¢& p
1 vU+&p
J wU+& p

kU

oU

/14
uV+n.p

.1
E= 7(§XE +EF+£G)=

1| vV+np

J wV+n.p
kV
oV
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~ o1
E =~ (SE+EF+£G,)=

F=-
J
G, -+
J

G

(SE+S,F+¢.G)=

(an +n,F+ nZG) =

ngE+gF+gGF

11

J Re

11

J Re

30

11

J Re gxzcxz + gyr’\yz + ngzz

pw
uW +¢ p
1| vW+C,p
J wW+¢.p

kw

oW

0
§xTAxx + gyfy)c + fzfzx
éxfxy + §yTAyy + é:zz’:zy

(v+ow,)(Ek, +Ek, +EEK,)

(V +o,V, )(fxa)x + §ya)y + fza)z)

0

sz-xx + nyryx + nzrzx

nxfxy +n,7, + njzy
nxTsz + nyé-\yz + 7722’:22
(v+o,v, )(nxkx +n,k, +1.k, )

(v+o,v, )(nxwx +1,0, + nza)z)

0
i +¢, T+ T,
(i1, +4.1T,
(e +C, T, +C.1,
(v+ow,) Sk, +S k, +Cok,)

(V+O'th)(§xwx +¢,0, +§Za)z)




S O O O

- 1 1
S, ==8,=— r 3
J J ii—ﬂ*a}k
Re 6xj.
) 1
e, O Re- o +2(1- F)o, LK 22
axj 2 a)6xj axj_

0
1.5u™ = 2u™ +0.5u""
1 1] 15" =2v" +0.50""
J At 15w =2w" +0.5w""

1.5k"" = 2k" + 0.5k
150" —20" +0.50""

U=Su+Sv+Siw
V=nu +n,v+n.w

W:é'xu+é’yv+gzw

2.5 Space Discritizaion Method

2.5.1 Differencing of Inviscid Flux Terms

The inviscid flux terms in the &£, 77, and ¢ directions in Eq.

(2.31) are discretized using a finite difference method as follows:
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(8E OF an
0o on 0¢ ), (2.32)

=E, -E, +F | -F | +G

1 1 1
i+, ).k i—,j.k i, j+ =k i j=k bt ijsk=>
2/ 27 ) ) 77 S

where E s F , and G are the modified fluxes, and i, j, and k are
spatial indices. The finite difference method is very similar to a semi-discrete
finite volume method which is based on the local flux balance of each cell.
But in a finite difference method, the metrics of the transformation and the
dependent variables are defined at mesh points instead of at cell face.

As the discretized equation, Eq. (2.32), is in a central differencing
form which is non-dissipative by itself, the modified fluxes should include
numerical dissipation models which are explicitly added to the physical flux

terms:

i+l,j,k 2 i+l,j,k
P =t(f,,+E,,)-D 33
=—(F, k) 2.
el - o\ T el (2.33)
2 2
~ 1/~ - .
=—(G, .., +G, . )—
i,j,k+% 2 ( ik ik ij ok

The dissipation models are often called filters, since they work like
low pass filters which damp out high frequency modes and suppress the

tendency for odd and even point decoupling.
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Spatial differencing can be either central or upwind differencing,
depending on the numerical dissipation model in Eq. (2.33). The dissipation
coefficient for a system of equations must be a matrix to meet the
requirement of unwinding, and a scalar coefficient can be used for central
differencing. The order of accuracy of the dissipation model will approach
first order if discontinuities are present. However, since there is no
discontinuity for incompressible flows, such as shock waves, the accuracy

should be higher than first order.

2.5.2 Upwind Differencing Method

Upwind differencing simulates the wave propagation properties of
hyperbolic equations and automatically suppresses unnecessary oscillations.
For incompressible flows, the inviscid fluxes are not homogeneous of degree
one in the state vector Q, that is, the following relations do not hold as for

compressible flows:

E=A40, F=B0, G=CO (2.34)

Hence, the usual flux vector splitting methods does not work here.
Therefore, the inviscid fluxes are upwind-differenced using a flux-difference
splitting based on Osher’s upwind differencing scheme [55].

First-order accuracy in space can be obtained by defining the

numerical dissipation model in equation (2.34) as
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. 1(. ~, .\
Di+l/2:E( i+1/2_AEi+1/2)’ (2.35)

where AE* is the flux across positive or negative traveling waves
and the subscript j and & are dropped for simplicity. The same method can be

applied tothe 77 and ¢ direction terms. The flux difference is taken as
AEiruz = Ai(Q)AQM/z ) (2.36)

where the flux difference is evaluated at the midpoint by using the

arithmetic average of Q:
0 ==n_= (2.37)
and the ZQ term is given by

AQHI/Z = Qm - Qi (2.38)

For three-dimensional problems, a similarity transformation for the

Jacobian matrix given in Eq. (2.36) is introduced as

A =XAX (2.39)
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where

Azdiag[&,/iz,/lj,/u]

A, =0+k, (2.40)

and c is the scaled artificial speed of sound given by

1 ’ 2 2 2
c=\/(6’+§ktj + Bk +k; +k2),

O=ku+kyv+kw, (2.41)
(_loe  _les 105 _1og
J ox Y J oy J 0z J ot
&=&n,¢ for i=1,2,3.

It should be noted that the subscript i here represents the coordinate

direction. The matrix of the right eigenvectors is given by

0 0 pBc—k/2) —p(c+k /2)
X, = X, Xy o uly+ Pk, u, + Pk, (2.42)
Vo Y VAt Pk, ul, + pk,
z, z,, WA+ pk, u, + pk,
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.- ox . = ox
Coog,T Y og,

&, =n,6,& for i=1,2,3,

&,=¢,8n for i=1,2,3,

and its inverse is given by

1
X'=
-k 4

Xy (kv—k w)+y, (kow—ku)+z, (ku—kv)
x, (k,w=kv)+y (ku—kw)+z,(kv—ku)
~A(c+k 12)/(2pc)
~A(c=k /2)/(2f¢c)

Vi (Aw+ Bk) =z, (4v+ Pk,)
-y (w+ Bk.)+z,(4v+ Bk,)
k (c+k /12)/(2c)

k. (c—k /12)/(2c) (2.43)
zy (Qu + Bk,) = x, (Aw+ Bk.)
—z, (Au+ pk ) +x, (Aw+ k)

k,(c+k 12)/(2c)

k,(c—k /2)/(2c)

Xk (/11v+,3k},)—ykk (Au+ pk,)
—x,(Av+ pk,)+ v (Au + Bk,)
k (c+k /2)/(2c)

k (c—k /2)/(2c)

The diagonal matrix A, can be split into positive and negative
running characteristics which have only positive and negative diagonal

entries, respectively.

36



] = diag ||| 2], | .|
A, =N +A,
2.44

. A +A (249
A=

2
- Ai_|Ai|
A =——

2

The A" and A matrices are computed by decomposing the

diagonal matrix in Eq. (2.39) using the relations in Eq. (2.44):

A= XA+ A X = XX+ XA (2.45)
Thus we get
47 = XN X!
. (2.46)
A =X N X

If we define an absolute Jacobian matrix as

4= x A (2.47)

then we get
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A - A (2.48)

with Eq. (2.48), Eq. (2.35) can now be rewritten as

. 11~
Di+1/2 = E‘AHI/Z

(0.-0) (2.49)

2.5.3 Low Dissipative Upwind Differencing Method

To reduce excessive numerical dissipation in a non-flow-aligned grid
system, Kim et al. introduced a new spatial discretization technique [56].
Through the analysis of TVD limiters, a criterion was proposed to predict
cell-interface states accurately both in smooth region and in discontinuous
region. According to the criterion, they developed a new way of re-
evaluating the cell-interface convective flux in AUSM-type methods.
Considering the regions where LES computation is adopted of DES, upwind
schemes which are implemented in most solvers seem to be too dissipative
for LES [57]. Therefore, the idea of the newly formulated AUSM type flux
for multi-dimensional flows is adopted as:

If (CDR _CDL)((D -0)<0; (DL,I/Z =0,

L ,superbee

If (@,—®,)® ~0)>0;

L,superbee
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0,(®, —D,)(D -0 -
CDL 12 — ¥ + max[ ,( X L)( Lswperbee L):I 1’1’1111|:|CDR (DL| 5 q)L sup erbee _CDL|:|
‘ ((DR _q)L)|q)L,superbce _(I)L| 2 ’
0,(D, —D,)(D -0 -
(DR L=, " maX': 9( L R)( R ,superbee R):| min |®L q)R| , (DR erbee _(DR|
’ ((DL _(DR)|CDR,superbee _CDR| 2 -

(2.50)
where

_Left __ _Right . s ie: :
q)L,l/Z =4 q)R,]/Z =q,,;, (q:primitive variables)
2

+%q>"+0(m3)

L,superbee = cDreal,i-%—l/Z

sz

R,superbee = real ,i+1/2 - 3

D"+ O(Ax)
2.5.4 Higher Order Spatial Accuracy
In order to obtain higher order spatial accuracy, a Monotone

Upstream-centered Schemes for Conservation Laws (MUSCL [58])

interpolation is adopted as:

Left 1
9, =q, +Z[(1_K)(q" ~q.)+(1+x) (g, —4,) ]
2.51)

i 1
a5y =g, _Z[(H ) (G —4,)+(1-5) (4 =41 |
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where q denotes the primitive variables. For constant k=1/3, the
order of spatial accuracy is third, and the second order accuracy for k=-1, 0,
1. Especially for k=1, it becomes a central-difference scheme of second order.

Because the MUSCL scheme is developed in the one-dimensional
approach, it is insufficient to control oscillation near shock discontinuity in
two- or three-dimensions. To overcome this limitation, the Multi-
dimensional Limiting Process (MLP) [59] is also adopted. The vertex point
value is expressed in terms of variations across the cell-interface, and by
adopting the multi-dimensional restriction coefficient a, the MLP derives the

multi-dimensional limiting function. The MLP scheme is

Left

1
9i12 =4, +5¢(rLeft)Aqi—l/2

; (2.52)
Right __ -
9i2 =4, 5 ¢(rRight)AQi+3/2
where
P A4 _AGian
Left — > "Right —
Ad; Ag,.30

¢(r) = max(0, min(ex, ar, f3))

2max(l,7,, )(1+max(0,tan 9_,41 ! Vrign j1))

1<a<min| 2,

l+tan9~j
aq’ aq
tan@, =—=, tan@, = —"12
J + J
aq. Ag; i

y
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The Aqiy is variation from center point to the cell-interface. The
coefficient S is the local slope evaluated by a higher order polynomial
interpolation, which is determined by the third-order polynomial

interpolation as follows:

1+2r,,,. 1+2r, ..
eft,i Right i+1
ﬂLeft = 3 ’ Right = 3é t (253)
and the fifth-order polynomial interpolation as follows:
5 - -2/ Viopi T 11+ 24rLeﬁ’i - 3rL¢ﬁ,irLeft,i+1
et 30
(2.54)
B, = -2/ Tright,i+2 T 11+ 24rRight,i+l - 3rRight,[+eright,i
Right — 30

2.6 Time Integration Method

In this chapter, the implicit methods to solve the pseudo-time
equation, equation (2.26), is presented. A first-order Euler implicit formula is
used for pseudo-time derivative to form the matrix equation. The next
consideration is the formation of the Jacobian matrix of the residual vector
of the flux terms required for the implicit side of the resulting equation.
However, the exact Jacobian of the flux vectors is very costly to form.

Instead, an approximate Jacobian of the residual vector can be used with
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different levels of approximation. Then, the matrix equation is solved using

LU symmetric Gauss-Seidel (SGS) relaxation scheme.

2.6.1 Dual Time Stepping

For time-accurate unsteady problems, pseudo-time sub-iteration

strategy is adopted to solve the unsteady, incompressible systems given by:

1 .
10 i (2.55)
J ot

The time derivative term is differenced using a backward second-
order three-point implicit formula and moved to the right-hand side of the

equation:

1.5Q™" = 20" +0.50""
JAL

0=-

—R™! (2.56)

where a superscript n denotes the physical time iteration level.
A pseudo-time derivative of Q is added on the left-hand side of Eq.
(2.56):

100" _ _pr 1.5Q"" -20" +0.50"" _ _pr _ g (2.57)
J or JAt . '
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Since the first-order discretization has better convergence properties
than higher-order in general, the pseudo-time derivative term is discretized

using the first-order Euler implicit formula:

l Q}Hl’m+1 - le’m — _prelmel _ Gnlmsl (2.58)
J At

where a superscript m denotes the pseudo-time iteration level. The
time accuracy of the solution is necessary in terms of the physical time, but
not in terms of the pseudo-time. Therefore, the dual time stepping method
adopted here has second-order time accuracy. Now, Eq. (2.58) can be

rewritten as by using a simple Taylor series expansion:

A

A n+l,m
1 + a_R+_ AQn+1,m _ _Iénﬂ,m _SvnH,m (259)
JATt |00 00

For steady-state calculations, the source-like term S dropped from
the equation because At is set to infinity. Then Eq. (2.59) is simplified for

the steady-state calculation as:

LR AQ™ =—R". (2.60)
JAT | 0Q
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2.6.2 Pseudo-Time Discretization

The system of governing equations, Eq. (2.58), can be rewritten as:

L k) SR (66| e
(2.61)

where the superscript n+1 is dropped for simplicity.

Consider a Taylor series expansion about pseudo-time level m as

follows:

E™ ="+ [—g} AQ" +O(AT?) = E" + ANQ" (2.62)

In a similar fashion the other flux vectors can be linearized as:

F™ = F" + BAQ"
G = G" + CAQ" (2.63)
STmH ~ STm +DTAQm

where

D, = %diag[O, 0,0,0,-28'w,~2 e | (2.64)
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The viscous flux Jacobian in the implicit part is neglected since it
does not influence the solution’s accuracy. Thus, the viscous flux vectors are

approximated as follows:

EmH ~ [m
Frt = f (2.65)

v v

ém+1 ~m
~

Substituting the above linearization in Eq. (2.61) to obtain

140"
J At

+[%(E'” + 21AQ’”)+%(F’” +1§AQ’”)+%(G’” +CAQ" )}

OE™ OF" oG"
- + +
o5 on  0g

]—S*;" —~D,AQ" +8"1 =0
(2.66)

where

AQm — Qm+1 _Qm
Sva ESm + a_S AQm
o0

Rewriting the Eq. (2.66)
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(2.67)

and is factored as

! +6_S+6_A+a_B+6_C_bT AQ’”
JAT 00 0F on o

:_(%(E+Ev)+%(ﬁ+}i)+i(é+év)jm +8m 8" =—R"
(2.68)

where [ is the identity matrix and R stands for the residual vector

including viscous terms. The flux Jacobian matrices are split according to

the signs of the eigenvalues of the flux Jacobian matrices as:

]r + o+ - - + D+ - D- + A A= A m _  pm
[7’+5§A +6,4 +6,B"+6,B+6,C"+5,C —DTJAQ =-R

(2.69)

where
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1 oS

iy @ :
and & denotes a finite difference operator in each direction.
2.6.3 LU-SGS Scheme
Yoon et al. [60] introduced an implicit algorithm based on a Lower-

Upper factorization and Gauss-Seidel relaxation. Rewriting Eq. (2.69) in

detail yields

; o R A . R R n
{i‘i' A=A+ AL A+ B/J‘r N Bjtl +B,.,-B;
J (2.70)

i,j,k

+é; - é]:——l + ék_+1 - Ak_ _[)T]AQm =-R"

and Eq. (2.70) can be rewritten in a compact form as:
I[r > D A a y + e D + - A + - m
KJ +p(A)+p(B)+ p(C)J[ —Dp -4+ 4, - Bj—l + Bj+l -G+ Gy } AQ

2.71)

and the flux Jacobian matrices are split approximately to yield

diagonal dominance as
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B = A pd). 5 = 3B p(h).C = 5(Cxpi) @72)

p(A)= 4" =4, p(B) =B - B ,p(C)=C; - C;

where p(A4) =K|/1(A)| and K denotes a constant that is between
1.01 and 1.5. In the present work, X is given 1.1 for incompressible

problems. Rewriting Eq. (2.71) yields

(ri,j,kl - [)T YAQ" — ’a;AQm + ‘:li_ﬂAQm - é;ﬁAQm + B;HAQm
~C AQ" +C; ,AQ" =—R"

i,j,k

(2.73)

where

1 N N N
vr.., =——+p(A)+ o(B)+ p(C 2.74
Lk = T p(A)+ p(B)+ p(C) (2.74)

The above factored equation is solved as a series of following lower

and upper sweeps.
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Lower sweep :
. e A ~L s . n
(741 _DT)AQi,j,k = _Ri ik T AL A kB A
~_ A%k
j k— IAQI s k-1 Ai+1,j,kAQi+1,j,k
—_ * A - A *
Bi j+1,kAQi,j+1 kT Ci s k+1AQi Skl

R i,j,k +4 i— ljkAQl -1,j,k + lj IkAQi,j—l,k (275)
1]k lAQtjkl
—DCV’J,C

Upper sweep :
(74l — DT)AQl gk = felm, et 2’:—1 J kAQinjl gk T é;r,'fl kAQir,nJ>1,k
+C+;k 1AQ1]k 1 A:+11k Qm;k
Bijj+1,kAQimj+l kT éiij k+1AQimj,k+1
R jk+Al+1,j kAQl 1,k+B Lk QAZj—l,k (2.76)
,]k IAszk 17 z:rljkAQingljk
Bitj+1,kAQimj+1 k z s k+1AQz L] k+1

= DCVi,j,k _Ai:rl,j,kAQ;:l-l,j,k Bz Jj+Lk Q,J+1 k Ci,j,k+1AQir,nj,k+l
Consequently, the LU-SGS scheme can be written in the following

form:

LD'UAQ" =—R" (2.77)
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2.7 Synthetic Jet Boundary Condition

Rumsey et al. reported that the velocity distributions near the orifice
exit might exhibit some anomalies not captured or modeled by CFD, but
they also mentioned at CFDVAL2004 that reasonably good qualitative
results could be obtained compared to experimental results from the point of
view of global flow features [61,62]. In addition, the ‘top hat’ condition
neglecting the spatial variation of the jet was employed to obtain physically
meaningful results [15,16]. Based on these results, suction/blowing type
boundary condition proposed by Kral et al. [63] was adopted in the present
work to model a synthetic jet actuator. Perturbation to the flow-field was

introduced by the jet velocity as
ii,(£=0,7=0,¢,t)= A4, f({)sin(ot)d ,, (2.78)

where & denotes the stream-wise direction, 1 for the cross-slot
direction. u, is the velocity vector and d; is a unit vector in the jet direction.
Spatial variation over the orifice was neglected and assumed as a top hat
distribution ( f(¢)=1) in the form. Pressure boundary condition at solid
surface was obtained by the momentum equation ignoring viscous effects.
The time harmonic velocity perturbation was considered and then the

boundary condition becomes

D__p% 2.79
oz P> (2.79)
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Chapter 111
Flow Characteristics of Synthetic Jets

3.1 Two Types of Synthetic Jet Exit

Synthetic jets induce trains of vortex interactions. The alternating
ejection and suction across the jet exit produces periodic vortices, which
accompany the momentum transfer to an external flow field. The structure of
a periodic vortex strongly influences momentum transfer, which, in turn,
determines the performance of separation control. Since the exit
configuration of a synthetic jet strongly affects the jet vortex structure, the
assumption follows that the exit configuration of a synthetic jet is closely
related to the flow control capability. The performance of synthetic jets
essentially comes from the interactions of jet vortices with external flow
fields. Therefore, geometric parameters that are critical to the formation of
jet vortices, such as exit configuration, must be explored before determining
the proper range of the key parameters.

In our previous work, Kim et al. [64] performed experimental and
computational investigations on the characteristics of synthetic jets for
different exit configurations under various flow conditions. They considered
two types of exit configurations whether the vortex structure of exit is either

a two-dimensional vortex pair or a three-dimensional vortex ring: one is a
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conventional rectangular slot and the other is a series of circular holes.
Comparative studies were then conducted for a quiescent condition, a cross
flow field, and a forced separated flow. This study has revealed the
numerous flow field characteristics produced by synthetic jets. At the same
time, however, the vortex structures produced by interactions of a synthetic
jet with external flow fields have not been fully understood. The present
study expands on the work by Kim et al. and addresses flow characteristics
of synthetic jets depending on the exit configuration under a cross flow
condition.

From this perspective, two types of exit geometries are considered
for two types of vortex structures: a rectangular type and a serial circular exit.
The rectangular exit produces, except for the edge of the exit, a two-
dimensional vortex pair, while the circular exit produces an axisymmetric
vortex ring. However, if the vortex ring interacts with adjacent ones in serial
circular jets, it may exhibit a three-dimensional structure. Since different
vortex structures will yield different mixing effects, comparative studies on
the two vortex structures are carried out while other parameters are kept the
same.

Figure 3.1 shows the schematic of each exit configuration. The
rectangular exit has a width of 0.6 mm and a span of 50 mm, and the circular
exit has 17 circular holes, which is composed of 1.5 mm hole diameter and
1.5 mm hole gap. In order to maintain the same geometrical condition, the
total exit area, the total jet momentum, and the span length were set the same

for each jet configuration.
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3.2 Code Validation

The cases of the conventional rectangular slot and the multiple serial
circular exit were considered for code validation. The geometric details and
experimental data can be found in Ref. 64. The Reynolds number of the
circular hole diameter is 1000, the freestream velocity is 10 m/s, the jet
frequency is fixed at 50 Hz, and the maximum velocity of the synthetic jet is
40 m/s. The synthetic jet boundary conditions can be determined from the
flow condition.

The computational coordinate system is shown in Fig. 3.2. The X-
direction is along the streamwise direction, the Y-direction is along the
spanwise direction of the exit, and the Z-direction is along the normal
direction from the wall. The origin of the coordinate is the center of the span.
Figure 3.3 shows the computational domain and boundary conditions used in
the simulation. The inlet of the flow domain was located 150 mm upstream
of the jet exit, and the outlet was set at 450 mm downstream of the jet exit.
The height and width of the computation domain were 300 mm and 250 mm,
respectively.

Since the flow field was symmetric with respect to the XZ plane
from the origin, only a half of the flow field was modeled to save the
computational time. The inlet condition was specified using the steady mean
velocity profiles of a fully turbulent incompressible flow. A symmetric

boundary condition was used on the surface on the both side of the XZ plane.
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The outlet pressure condition was employed at both the flow outlet domain
and the surface opposite to the wall.

Verification study has been performed in term of grid refinement and
time step sensitivity. To examine the grid refinement, three grid densities
were considered for the rectangular and circular exits. From the comparison
of the computed results depicted in Fig. 3.4a, the differences between fine
mesh and medium mesh are less than 2%, which is thought to be adequate
for reliable computations. Thus, mesh systems of 8 and 13 million grid
points were considered for the rectangular exit and the circular exit,
respectively. Using the chosen grid system, the time-step sensitivity was also
examined. In order to maintain sufficient temporal accuracy, sub-iterations
were conducted in pseudo-time until the maximum flow divergence of the
converged solution at the fixed physical time became less than 1.0x107.
Three levels of different time steps were tested: 60, 90, and 120 steps per
synthetic jet period. Figure 3.4b shows the velocity profiles according to the
number of time steps. The computational differences between 90 and 120
time steps were less than 2 percent, indicating that 90 time steps could
adequately resolve the time-dependent nature of the flow fields within the
URANS formulation. Computed results were obtained after reaching a
sufficient level of time-periodic behavior.

Figure 3.5 shows the distribution of the time-averaged velocity
profiles of the boundary layers along the downstream direction in the
rectangular and circular exits. The computed results show a reasonable

agreement with experimental data. Therefore, the numerical simulation is
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believed to be fully capable of simulating the behavior of synthetic jets for

the cross flow condition.

3.3 Characteristics of Rectangular and Circular Exits

The whole results are divided into two parts: analysis of flow
characteristics, and evaluation of effective shape for the rectangular and the
multiple serial circular exits using synthetic jets. The objective of the first
part is to understand the flow structures and the flow control effectiveness
for rectangular and circular exits. In the second part, comparative studies
were conducted according to the hole parameters of the circular exit. The
results are obtained under the same operation conditions, such as jet
frequency, total jet momentum. Though not presented here, the choice of the
grid system and the time step was based on the resolution study, as in the

case of the code validation.

3.3.1 Flow Structures

Figure 3.6 presents the results of the time-averaged vortical
structures in cross flow interaction for the rectangular exit. In case of the
rectangular exit, a long two-dimensional vortex pair is observed along the
spanwise direction, and a semicircular vortex is seen at the end of the slot
under quiescent conditions [64]. For the cross flow field, the vortex pair part

negatively interacts with the free stream, which makes the vortex strength
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weaker along X-direction and Z-direction. The semicircular vortex favorably
interacts with the freestream to strengthen the initial vortex, and thus, it is
able to survive longer than the vortex pair part and strongly affect the flow
near the end of the slot. As a result of the interactions, a weak strength of the
vortex pair part along the spanwise direction and a relatively strong strength
of the semicircular vortex part near the slot end are observed.

On the other hand, the circular exit significantly changes the vortical
structure from the slot center to the slot end, as shown in Fig. 3.7. For the
quiescent condition, the circular exit yields vortex rings at each hole and the
vorticies exhibits an additional three-dimensional flow structure by the
interaction of serial vortex rings along the spanwise direction. [64]. Through
the three-dimensional nature of the interaction between jet vortices and the
freesteam in serial circular jets, the overall vortical structures are stronger
and relatively more sustainable, and its influence on the flow field is much
more visible than rectangular case. This means that the circular exit affects
local flow characteristics more widely than the rectangular exit.

Figures 3.8 and 3.9 present the evolution of a jet vortex formation
and streamlines. The time sequences of the iso-surface vorticity and
streamlines provide insight on the interaction between the synthetic jet and
the freestream. During the blowing phase, flows are separated at the edge of
the exit, and form a vortex structure. The vortex structure moves away
through the cross flow interactions, and affects the flow characteristics

afterward. During the suction phase, the suction component mainly exists in
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the near field of the jet exit, while the blowing component persists in the far
field region.

As shown in Figs. 3.8e-f and 3.9¢-f, the flow structures of the two
exits are not significantly different in suction phase, which means that the
suction effect is minor than the blowing component. The overall flow
structures (or patterns of streamlines) during blowing phase is as follows. In
case of the rectangular exit, the vortex pair with semicircular vortex is
generated along the spanwise direction (Phase 45 °, Fig 3.8a). The vortical
structure is strong towards the end of the exit due to the three-dimensional
effect, which is attributed to the induced flow velocity toward the exit due to
the finite length of the exit (Phase 90 °, Fig 3.8b). As the vortex size of the
slot end becomes larger, the clockwise rotating flow appears from the slot
end to the slot center, and this grows toward the normal direction from the
wall (Phase 135 °, Fig 3.8c). The streamlines of normal direction are
dominant near the jet exit, thus the jet flow is quickly subdued after suction
phase (Phase 180 °, Fig 3.8d). For the circular exit, the serial vortex rings
uniformly grow along the spanwise direction from phase 45 ° to phase 90 °
(Fig. 3.9a-b). As a result of the interactions with an external flow field, jet
vortices develop into the downstream direction, and the clockwise rotating
flow at the slot end is relatively smaller (Phase 135 °, Fig. 3.9¢). For phase
180 ° (Fig. 3.9d), the vortical structure moves away from the jet exit, and
effect of jet vortices is far-reaching along the streamwise distance. This is

consistent with the results of the time-averaged vortical structures, which
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indicates that the circular exit produces a more sustainable vortical flow

compared to that of the rectangular one.

3.3.2 Flow Control Effectiveness

The variation in wall shear stress is a useful indicator of the effect on
flow separation delay [65]. The smaller the decrease of the wall shear stress
ratio curve, the more the flow field can preserve the jet vortical structure.
From this perspective, the flow control effect of the exit configuration was
evaluated by comparing the time-averaged wall shear stress distributions for
two types of synthetic jets. Figure 3.10 shows wall shear stress ratio along
the streamwise and the spanwise directions. The X-axis is the spanwise
distance, and the Y-axis is the ratio of jet-on values (ty.; ) to jet-off values
(Tw rer ) along the streamwise distance. The streamwise locations are 5, 20, 50,
80, 120, and 200 mm from the origin, and the spanewise locations are from y
=0 mm to y = 40 mm. In case of the rectangular exit, at x = 5 mm, overall
wall shear stress ratio is much higher and increases toward the end of the slot,
but the values quickly decrease after x = 20 mm. Combined with the result
of Fig. 3.8, this indicates that the vortex pair with the semicircular vortex
favorably affects strength of initial jet vortex. However, the clockwise
rotating flow caused by cross flow interaction is ineffective for transfer of
initial jet momentum further downstream and makes the vortex persistency
weaker. For the circular exit, the wall shear stress values are relatively

preserved along the streamwise direction. The distributions are oscillatory
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due to the exit configuration. The maximum values coincide with the center
of the circular holes, and the minimum values are located between two
adjacent holes. The peak value, which is caused by the semi-clockwise
vortex of exit end, moves into the exit center along the downstream direction.
From the results of flow structures, the rotating flow of exit end is smaller
than that at the rectangular exit, and thus the vortical flow effect is far-
reaching to the flow field. This indicates that the serial vortex rings
favorably interacts with the freestream to preserve the initial vortex, so it is
able to survive longer to have an effect on the flow fields.

Figure 3.11 shows the slope of the time-averaged wall shear stress
ratio. This can readily indicate as a way to compare the effectiveness of flow
control along the downstream direction. The small slope of the wall shear
stress ratio means the preservation of the jet effect. A similar behavior can be
seen more clearly over all locations. Upon comparing the values of two exits,
the rectangular exit has about 50 percent reduction, while the circular exit
has about 30 percent reduction in the wall shear stress distribution along the
streamwise direction. Judging from the comparisons, it is observed that the
circular exit is relatively more effective for separation delay since it

preserves the vortex structure from the jet exit better the rectangular exit.
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3.4 Characteristics of Circular Exits Depending

on Hole Parameter

Numerical simulations were performed by changing the major
parameters of the multiple serial circular exit: the circular hole gap (G) and
the hole diameter (D) of 0.5L-2L. The reference length (L) used for the
circular hole diameter is shown in Fig. 3.1. Table 3.1 presents the range of
the hole parameters and the notation of each exit configuration. In order to
maintain the same total jet momentum condition and span length, the total
number of circular holes and the jet peak velocity are varied, as shown in

Table 3.2.

3.4.1 Variation of Hole Gap

The flow characteristics were analyzed for hole gaps of 0.5L, 1L,
and 2L with the same hole diameter 1L. Figure 3.12 shows the iso-vorticity
surface contours of each exit at the blowing phase from 60 ° to 120 ° under
the quiescent condition. In case of G0.5D1, an additional mixing vortical
structure is created between the two single circular holes by the interaction
of serial vortex rings along the spanwise direction, which leads to a greater
effect of vortical structures on the spanwise flow characteristics. For G2D1,
overall vortex rings of the circular exit exhibit a three-dimensional flow
structure without additional mixing between two adjacent holes.

A similar behavior can be seen in the vortical structure for the cross

flow condition. Figure 3.13 shows the time-averaged vorticity magnitude
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contours along the spanwise distance right after the jet exit in the cross flow
interaction. The vortex rings of G0.5D1 case interact greatly with adjacent
ones in serial circular jets, while the jet vortices of G2D1 case have a small
interaction with each other. Flow characteristic of G1D1 case have a medium
between G0.5D1 case and G2D1 case in terms of the initial jet interaction.

The close-up view of flow structures at blowing peak are shown in
Fig. 3.14. Since the blowing component affects the far field region, the
vortex structure of the blowing phase is important for sustaining vortical
flow characteristics. The flow structure at blowing peak depends on the
interaction of initial jet vortex along the spanwise direction. G0.5D1 case has
a large semi-clockwise rotating vortex at the end of the slot, while G2D1
case has a series of vortex rings without rotating flow at the slot end. Based
on the results of the rectangular exit and the circular exit, it is observed that
the clockwise rotating flow of the rectangular exit have a positive effect on
the strength of initial jet vortex. Furthermore, in case of the circular exit, the
additional mixing by the interaction of serial vortex rings produces a more
sustainable vortical flow characteristic in the cross flow interaction. From
this perspective, G1D1 case is a proper choice for relatively stronger and
more sustainable vortical structure.

Figure 3.15 shows the slope of the time-averaged wall shear stress
ratio depending on the hole gap. In the case of G0.5D1, the overall wall
shear stress distributions are quite similar to those of the rectangular case.
The flow structures of G0.5D1 negatively interact with the freestream, which

makes the vortex persistency weaker and leads to a sharp decrease of the
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wall shear stress ratio along the streamwise direction. For G2D1 case, the
increase of the wall shear stress ratio is observed near the jet exit, which
implies that the small vortex interaction is ineffective for increasing the
initial vortex strength. By considering effective initial strength and
persistency of jet vortices, together with all of the previous comparisons, this
confirms that suitable hole gap beneficially changes the local flow feature

and vortex structure for effective flow control.

3.4.2 Variation of Hole Diameter

Flow characteristics were analyzed according to the hole diameter
and the hole gap of 0.5L, 1L, and 2L, as shown in Fig. 3.16. The
distributions of wall shear stress ratio depending on the hole diameter are
quite similar, and the gap = 1L cases display a favorable distribution for each
hole diameter. This indicates that the hole gap is more dependent on flow
control effectiveness than the that of the hole diameter.

Based on the comparisons, the flow control characteristics of a
synthetic jet are greatly dependent on the exit configuration, and the circular
exit with a suitable hole configuration provides a notably better performance

than the rectangular exit with all the other parameters fixed.
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Chapter IV
Active Flow Control of Wing

4.1 Experimental Reference

4.1.1 BWB Configuration

The 3-D wing configuration was modified from the Boeing/AFRL
1303 UCAV model. This BWB model was made based on the NACA
64A201 airfoil. The modifications from 1303 UCAV model were wing span
length and twist angle. The mean aerodynamic chord was 1.184 m and the
wing span was 2 m. The twist angle at wing tip was -5 °. Total weight of
BWB configuration except for support fixture was about 100 kg. Details of
BWB configuration are shown in Table 4.1. Figure 4.1 shows BWB model
upper surface with synthetic jet and pressure tap locations. The leading edge
of wing was instrumented with 7 modules of synthetic jet actuator, where the
leading edge slot is divided into two individually addressable sections. Each
module was a width of 80 mm, a length of 78 mm, a height of 8 mm, and a
weight of 100g. Total weight of 7 modules is 0.7% of BWB model.
Actuators were powered by two 63.5 mm piezoelectric disks. There was a
break between the three inboard actuators and the four outboard actuators

along the leading edge of approximately 15 mm because of structural
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constrains. The model was equipped with chord-wise 8 lines of pressure taps
between n = 0.3 and n = 0.9. These taps were limited to the leading edge and
trailing-edge region. The pressure distributions were analyzed along
chordwise direction and spanwise direction. As shown in Fig. 4.1, the X-
direction is along the streamwise direction, the Y-direction is along the
spanwise direction of the exit, and the Z-direction is along the normal
direction from the wall. The origin of the coordinate is the apex of the wing.
In order to be lightweight and increase jet momentum, dual-
diaphragm and piezoelectric actuators is used for 3-D flow control. Jet
momentum is produced by the volume change of a cavity by two
piezoelectric diaphragms, as shown in Fig. 4.2a. The manufactured synthetic
jet module is presented in Fig. 4.2b. The performance of piezoelectric
synthetic jet actuator was tested in a quiescent condition and separated-flow
condition [66]. In previous Chapter, the results indicate that the circular exit
configuration with a suitable hole configuration is effective for active flow
control experiments. Therefore, the exit configuration of actuator was
circular exit having 17 circular holes of a hole diameter of 1.5 mm, a hole

gap of 1.5 mm.

4.1.2 Experimental Setup

Experimental tests were conducted in the KARI (Korea Aerospace
Research Institute) subsonic wind tunnel, as shown in Fig. 4.3. The working

section is 4 m wide X 3 m high X 5 m long. The baseline and active flow
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control enhanced aerodynamic performance of the full-scale BWB model
(Fig. 4.4), were measured in wind-tunnel testing. Static pressure was
obtained using a net pressure scanner. Forces and moments were acquired
via an external six-component balance. In order to perform the surface flow
visualization, tufts were installed on the upper surface along the streamwise
direction. For uncontrolled case, model configuration was tested at angles of
incidence, from 0 ° to 20 ° at zero sideslip for force and pressure
measurements. For controlled case, synthetic jet modules near the leading
edge were operated in the post-stall regime to examine the flow control
performance of a synthetic jet.

The mean chord Reynolds number was 9.6x10° with freestream
velocity of 20 m/s. In the controlled case, synthetic jet actuators were

operated at 40 m/s peak velocity with a frequency of 200 Hz.

4.2 Baseline Analysis

4.2.1 Code Validation

The Reynolds number based on mean aerodynamic chord is from of
the mean chord length is 9.4x10°, the freestream velocity is 20 m/s.
Turbulence model used in the present computation is the Menter’s SST-DES
model to provide excellent predictions of flow separation.

The 3-D body conforming C-H type of grid is generated around

BWB configuration by using commercial software GridgenV15. The grids
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are clustered properly near the leading and trailing edges and the tip, where
the flow is expected to undergo rapid changes. The grid is nearly orthogonal
at the surface, with the first grid line lying at 0.00001c normal to the wing
surface and 146 and 194 are chosen in the chordwise and spanwise
directions respectively. The outer grid boundary is located at 25 chords from
the wing surface. The geometric growth rate does not exceed 1.05 in any
direction, and the resulting z+ values range from 1 in areas of separated flow,
to over 3 in reattachment regions, to 5 at the leading edge. The 3-D volume
grid is plotted in Fig. 4.5a to illustrate the grid topology, while the grid
clustering near and on the surface of the wing is shown in Fig. 4.5b.
Verification study has been performed in term of grid refinement
with five angles of attack (0 °, 5°, 10 °, 16 °, and 20 °). Figure 4.6 shows the
comparison of computed aerodynamic coefficients with experimental data.
After preliminary computations on a very coarse grid consisting of
approximately 3.1 million cells and spanning a large computational domain,
the clustering near the wing surface has been modified and the extent of the
domain has been significantly reduced. To examine the grid sensitivity, three
grid densities were considered for the control-off case. From the comparison
of the computed results, computational differences between fine mesh and
medium mesh are less than 2%, which is thought to be adequate for reliable
computations. Thus, mesh systems of 6.1 million grid points was considered
for the control-off case. Using the determined grid systems, steady and
unsteady flow calculations were performed depending on the range of angle

of attack. The results were obtained to have converged when the integrated
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force coefficient were stable. For unsteady computations, sub-iteration in
pseudo-time was conducted until the maximum flow divergence of a
converged solution at the fixed physical time was less than 1.0x107 to
maintain sufficient temporal accuracy. The results of the uncontrolled BWB
configuration were compared with the experimental data overall angles of
attack. Though there are some differences between computational prediction
and experimental measurement, overall comparison indicates that computed

results capture accurately enough to understand the main flow physics.

4.2.2 Flow Characteristics of BWB Configuration

In order to understand the developing flow topology with increasing
angle of attack, flow features of the uncontrolled cases were analyzed by
both experimental and numerical methods.

To examine the flow structure and characteristics, surface pressure
coefficient distributions were analyzed by both experimental and numerical
results over the range 8§ °< angle of attack <16 ° in 2 ° increments, as
shown Fig. 4.7. Left figures are based on interpolation data of experimental
sectional pressure coefficient, which indicate the qualitative flow features on
the wing surface. Right figures are computed surface pressure coefficient
contours. As shown in Fig 4.6, the stall angle is about 10 ° in the
aerodynamic coefficient curves. The computed results agree fairly well with
the experimental data except near the region of stall. From the experimental

and numerical results, the general behavior near the post-stall region is
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captured accurately enough to understand the main characteristics of flow
physics.

At angle of attack of 8 ° (Fig. 4.7a), leading edge vortex core is
shown as a stable low-pressure region. At angle of attack of 10 ° (Fig. 4.7b),
the suction area appears along the leading edge, which means that the
leading edge vortex is developed on the upper surface. The small separation
flow is also observed near the wing tip of the wing. At angle of attack of 12 °
(Fig. 4.7¢), leading edge vortex breakdown is shown in the inboard section
of the wing. When vortex breakdown take place, the vortex core suddenly is
expanded and the flow separation of outboard region is accelerated. At angle
of attack of 14 ° (Fig. 4.7d), the large separation region appears on the
outboard region. As a result, the vortex breakdown region and separated-
flow region are merged into each other, and the multiple patterns of
separation present on the wing surface. At angle of attack of 16 ° (Fig. 4.7e),
the size of the suction area becomes larger in the inboard region and the
separated flows expand from the outboard section to the inboard section.

Figure 4.8 shows iso-vorticity contour colored pressure coefficient.
The vorticity contours present the tendency of flow structure with increasing
angle of attack. The leading edge vortex core develops from the aft of
leading edge and flow separation starts from outboard region of the wing as
angle of attack increases. Through an analysis of computed flowfields, it is
observed that both the leading edge vortex breakdown in the inboard section
and the flow separation in the outboard section are critical in determining the

aerodynamic performance.
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4.3 Flow Control of BWB Configuration

The objective of the first part is to understand flow control
mechanism depending on jet location based on the baseline flow feature. In
the second part, flow control strategy of low speed fight is applied for flow

control of high speed flight.

4.3.1 Flow Control Depending on Jet Location

In order to examine the overall flow control performance in the post-
stall region, all synthetic jet modules near the leading edge were operated
from angle of attack of 10 ° to angle of attack of 20 ° in 1 ° increments.
Figure 4.9 shows the increment of lift to drag ratio versus angle of attack in
the post-stall region. Synthetic jets affect the flow control of BWB
configuration for all angles of attack, and the improvement of aerodynamic
coefficients is most visible near the stall angle.

Although the all-actuators-on case affects the flow control and the
lift to drag ratio enhancement, it causes large weight and power of the
synthetic jet, which may not effective against an efficient design and low
power supply. Thus, to investigate an effective flow control strategy, which
means high performance and low power, the flow control experiments were
performed by changing the number of synthetic jet modules. Angle of attack
is fixed at angle of attack of 12 °, which is the maximum enhancement in lift

to drag ratio.
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Figure 4.10 shows total increment and increment per module of lift
to drag ratio depending on the number of synthetic jet modules. The
increment of lift to drag ratio per module refers to flow control efficiency.
When operating synthetic jet module increases, overall control performance
increases and control efficiency decreases. The change tendency is similar
depending on the number of jet modules. Cases including #6#7 jets and #1#2
jets represent more effective results in operating conditions of two, three,
and four jets on.

Since the actual flow control mechanism and flow structure can be
fundamentally different between #6#7 jets-on case (inboard jets) and #1#2
jets-on case (outboard jets), numerical simulation was conducted depending
on the jet location. To test the grid sensitivity, three sets of grids with
increasing grid densities were considered for each case. From the
comparisons of the computed results in Fig. 4.11, 17 million grid points was
chosen in selective-actuators-on case.

Figure 4.12 shows time-averaged iso-surface vorticity colored
pressure coefficient of the two cases. The inboard jets favorably interact to
delay the leading edge vortex breakdown, and thus, it is able to extend the
leading edge vortex and make stable flow near the jets. The outboard jets
suppress the formation of the flow separation in the outboard region. The
vortices produced by the outboard jets continuously disturb the large
separation vortex, which leads to substantial reduction of separated flow.

In order to compare the flow control characteristics depending on the

jet location, the time-averaged surface pressure coefficient contours were
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examined, as shown in Fig. 4.13. For inboard jets, synthetic jets are located
in developing leading edge vortex. By operating inboard jets, the starting
point of leading edge vortex breakdown is moved toward the outboard
section and jets also affect outboard flow region. For outboard jets, synthetic
jets are located in the separated flow region. Synthetic jets affect the
outboard flow feature and reduce the separation region. In both cases, a more
stable flow structure is developed on the suction surface. The change of local
flow pattern and decrease of suction area on the upper surface are also
observed experimentally in pressure coefficient contours based on the
interpolation data.

Figures 4.14 and 4.15 are time-averaged pressure coefficient
contours compared with the uncontrolled case from n = 0.6 to 1= 0.9. The
axis is a normalized value of the length divided by the reference length,
which is a half-span of the wing. Flow control mechanism depending on the
jet location can be clearly observed. For inboard jets, jet location is about
form n = 0.4 to n = 0.5. The starting point of vortex breakdown is moved
toward the outboard section from 1 = 0.65 to 1 = 0.75. They also provide a
stable flow structure in the outboard region. The outboard jets, which is
located in about from n = 0.7 to n = 0.8, make the leading edge vortex
strength stronger at 1 = 0.6 and decrease the size of flow separation at each
section from n = 0.7 to n = 0.9. This confirms that the inboard jets provide
delay of leading edge vortex breakdown, while the outboard jets affect

separation control.
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Judging from the comparisons, it is observed that selective-
actuators-on case based on the baseline flow characteristics is effective for
changing the local flow feature and vortex structure to bring a significant
improvement of the wing aerodynamics acting on BWB configuration in the

stall angle.

4.3.2 Application of Flow Control in High Speed Flight

Based on baseline analysis according to freestream velocity,
selective-actuators-on strategy of low speed flight is applied to flow control
of high speed flight. Figure 4.16 shows aerodynamic coefficient according to
freestream velocity by wind tunnel test. When the freestream velocity
increases, lift increases and drag decreases at the same angle of attack.
Because of BWB configuration, aerodynamic performance is enhanced at
high speed flight.

In order to understand the developing flow topology with increasing
angle of attack in high speed flight, flow features of the uncontrolled cases
were analyzed. The Reynolds number based on mean aerodynamic chord is
from of the mean chord length is 3.8x10°, the freestream velocity is 80 m/s.
Mesh systems of 6.1 million grid points, which was the results of grid
sensitivity test in freestream velocity of 20 m/s, was considered. Baseline
analysis in high speed flight was performed over the range 10 °< angle of
attack <18 ° in 2 ° increments. Figure 4.17 shows the comparison of

computed aerodynamic coefficients with experimental data. The results of
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the uncontrolled BWB configuration were compared with the experimental
data overall angles of attack in high speed flight.

To examine the flow structure and characteristics at freestream
velocity of 80 m/s, surface pressure coefficient distributions were analyzed,
as shown Fig. 4.18. Flow patterns of high speed flight are similar to flow
characteristics of low speed flight with increasing angle of attack. However,
compared to freestream velocity of 20 m/s, the starting point of leading edge
vortex breakdown is shown toward outboard section and unstable flow
structure of outboard region is smaller in overall angle of attack. From this
perspective, flow control strategy of low speed flight is applicable to flow
control of high speed flight at the same control angle of attack of 12 °.

Inboard jets (#6#7 jets) and outboard jets (#1#2 jets) are conducted
for flow control of high speed flight under the same mesh system (17 million
grid points). Figure 4.19 shows time-averaged iso-surface vorticity colored
pressure coefficient of the two cases. Because both of them are located in
developing leading edge vortex, they affect delay of leading edge vortex
breakdown and flow structure of outboard region. The strength of leading
edge vortex is stronger and unstable flow region is effectively decreased in
outboard region. From the numerical results in high speed flight, lift to drag
ratio is increased about 16 percent, respectively.

Figure 4.20 is time-averaged pressure coefficient contours compared
with the uncontrolled case. From 1 = 0.75 to n = 0.9, synthetic jets decrease
the size of flow separation at each section. Judging from the comparisons, it

is observed that flow control strategy of low speed is effectively applicable
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to flow control of high speed, and stall characteristics and control

performance are remarkably improved in overall flight speed condition.
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Conclusion

To bring an improvement of the wing aerodynamics acting on the
three-dimensional aircraft configuration, flow characteristics of synthetic jets
depending on exit configuration were analyzed, and flow control using
synthetic jets was then conducted over BWB configuration.

Flow characteristics of synthetic jets were numerically investigated
for different exit configurations under a cross flow condition. For the
rectangular exit, the vortex pair with the semicircular vortex negatively
interacts with the freestream, which makes the vortex persistency weaker
further downstream. In case of the circular exit, the serial vortex rings are
uniformly developed into the streamwise direction, and the vortical structure
favorably interacts to maintain the strength of the initial vortex. Thus, the
circular exit is able to affect much wider flow region than the rectangular
one. Comparative studies were then conducted according to the hole gap and
the hole diameter of circular exit with all the other parameters fixed.
Detailed numerical simulations suggest that the hole gap has much more
significant effect on flow control than hole diameter. Based on the
comparisons, regardless of hole diameter, the circular exit with a proper hole
gap produces desirable interactions between jet vortices and freestream,
which leads to a stronger and relatively more sustainable vortical structure.

The 3-D wing configuration was BWB configuration modified from

the 1303 UCAV model. The leading edge of wing was instrumented with
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synthetic jet actuators, which have designed circular exit. Flow features of
the uncontrolled and controlled cases were analyzed by both experimental
and numerical methods. For uncontrolled case, the leading edge vortex
breakdown develops from inboard region and flow separation starts from
outboard region of the wing as angle of attack increases. In order to
investigate an effective flow control strategy, selective-actuators-on case was
examined in terms of high performance and low power. For inboard jets, jet
vortices are able to extend the leading edge vortex, and favorably interact to
delay the leading edge vortex breakdown along spanwise direction. For
outboard jets, jet vortices continuously affect the outboard flow feature,
which leads to substantial decrease the size of flow separation. Based on the
baseline analysis according to freestream velocity, flow control strategy of
low speed flight is applied for flow control of high speed flight.
Consequently, synthetic jets change the global flow-field structure
effectively, and stall characteristics and control performance are remarkably
improved in overall flight speed condition.

Judging from the results, it is observed that the synthetic jet under
suitable operating conditions beneficially changes the local flow feature and
vortex structure to bring a significant improvement of the wing
aerodynamics acting on the three-dimensional aircraft configuration in the

stall angle.
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Table 3.1 Notation of the hole parameters

Gap
0.5L 1L 2L
Diameter
0.5L G0.5D0.5 G1D0.5 G2D0.5
1L G0.5D1 G1D1 G2D1
2L G0.5D2 G1D2 G2D2

Table 3.2 Circular hole configurations and operating conditions

Hole configuration Total number of circular hole Jet peak velocity (m/s)
GID1 17 Upeak
G0.5D0.5 22 1.43 Upeax
G0.5D1 12 0.88 Upeak
G0.5D2 33 0.57 Upeax
G1DO0.5 13 1.76 Upeax
G1D2 22 0.62 Upeax
G2DO0.5 14 2.20 Upeax
G2D1 11 1.19 Upeax
G2D2 8 0.73 Upeak




Table 4.1 Specifications of BWB configuration

Span 2m
Center chord length 1.184 m
Mean aerodynamic chord 0.708 m
Leading edge sweep 47 degree
Trailing edge sweep 30 degree
) -5 degree
Twist angle
(down)
Moment reference point
L 0.602 m
(at 35% in wing plane)
. -0.033 m
Moment reference z-location
(aft of apex)
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Figure 1.1 Schematic of the synthetic jet
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Figure 1.3

Three-view of 1303 UCAYV wind tunnel model
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Figure 3.12 Iso-vorticity surface contours in quiescent condition;
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Figure 3.14 Close-up view of flow structures at blowing peak

(a) rectangular exit; (b) G0.5D1; (b) G1D1; (¢) G2D1
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Figure 3.16 Time-averaged streamwise distributions of wall shear stress

depending on hole gap
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Figure 4.1 BWB model upper surface with synthetic jet and pressure tap
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Figure 4.2 Synthetic jet actuator installed BWB model

(b) Manufactured synthetic jet
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(a) Front view
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Figure 4.4 BWB wind tunnel model installed in KARI subsonic wind tunnel
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(b) Close-up view of surface grid

(a) 3-D view of the computational grid

Figure 4.5 Computational mesh on BWB configuration
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Figure 4.6 Comparison of lift and drag coefficient curves (control-off case)
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Experimental results

Numerical results
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(d)AOA=14°
(e) AOA=16"°
Figure 4.7
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Figure 4.8 Iso-surface vorticity contours at various angles-of-attack
(control-off case)
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Experimental results Numerical results
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Figure 4.16 Lift to drag curves according to freestream velocity [66]
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Figure 4.17 Comparison of lift and drag coefficient curves in high speed flight
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Figure 4.18 Surface pressure coefficient at U,=20 m/s and 80 m/s
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(a) Control-off

(b) Inboard jets-on

(¢) Outboard jets-on

Figure 4.19
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Time-averaged iso-surface vorticity contours in high speed flight

113



1431y paads Y3y ur suepd asimueds ay) Je S.AN0JU0I JUIDIJJI0I danssdAd pagerdse-awil], (7' 21n31

i ax ®qrx
! L, 80 90 %0 20 0 L 80 90 w0 c0 0 90 ¥0 20
b — .
u 10 60 =l
z0
ok -
€0 €0 €0
o - oy
ol | 80 90 _¥0 20 0 §r | 80 90 v0 20 0 90 _ ¥0 20 0
m Lo N VO m b0 g0="U
i zo izo iz
€0 €0
Pax P ax
gL | 80 90 _¥0 20 gL | 80 90 %0 20 0 80 90 ¥0 2O
e m——— 1 = 3
N b0 N b0 SLo=LU
r -
LA i zo
€0 €0
x Fax x
§r | 80 90 _¥0 20 gt V 80 90 +0 20 0 g0 90 +0 20
N L0 N O L0 = U
r -
i zo =20
€0 €0
uo-sjaf preoquy Jjo-[onuo) UOI}BO0 T

uo-sjof preoqinQ

114



F<]
S

ynthetic jet<]

o

[

o
[€)

syn
thetic jet<
= o]_g_

W
o
&a&o
Wmﬂﬂ MLO_E
%M Mw%%
™~ T
w > R ao ;_zgwmo#
— . b=t ~
Qmmﬂr K L:l_]wﬁ. o o
M_Bmm %ﬂng%EEJOMﬁTL
,_.Wv ﬁumO]_rOEEWGL ) <0
iod @E T 3 wir M o nm_o o o) Um ol e wr
i <0 Hf L.E X ﬂ_v _.__ _ ~X 0 sy
‘.al_o HE@IﬂlLI]Miu_H&IL:iP_ITEO%
M o 3 o < ~ o] of ol _U_m A oF
ﬁlmﬂn_mo mvmzo]OT@lm_mu”ﬁoLmoA 1w_1_
Eo.ae_ﬁ wovﬂﬁoﬂvoﬂmoﬂo;&
: g = m1m __wqﬂuo a%z%
n_u.Uﬂ V&lﬁlﬂao—uw—vﬂo@u»PﬁT
__Eomx ﬁutEoﬂnlzﬁio oul_%‘_ o
= Ju%ové;?ow;.ovﬂ¢50
Woﬁ 0| M~ N - oWﬁn
> ulqyz:gq_éﬂyq =
of Ofww Aoﬁ_ﬁ/]ev;l ! oﬂol wMa_‘_:
,Lyq,%uﬁ _oTo1 aﬂlqoga}mq_.
o B E o o ® 4 .
@HM %ﬁolv#%th%mﬂﬂ
E__l H;I ‘M Z._.: 0 T ﬁo o —EE EO oy ‘_wlo_ﬂ
E._q doUrVﬂ n,mowMXovo m.__o“_
Eo]‘._ﬁ_v M]&Mﬁdﬂﬂadm ‘I_Ex_ﬂ
ovoO_u : T 8T m@foﬂ1
;B mﬁoﬁot Hév_l.ﬁ@rﬂm
m%mﬂ: mm1ﬂwoﬂﬂawwm£m
;0_7 heo_ _IT EOE] ) 0l
i mmg_%wé %@ﬂl.mi
T yo i) - ‘l,._._.‘q‘.mv/»
SmL ﬂﬂ__lm wA‘.#O ;00 .
tkﬂ_l o;w:ﬂnﬁw._d.oﬂbﬂlq
.wﬁzmcﬂmm}lar ﬂmm_mm
= o ~ U]L o = T o .Mn o
o VﬁﬁLdo—uﬂuAﬁzE
wwlasr @@E
A}_oﬂqg
:lﬁkdmwro
ﬂéh 7
n_mozl
.z_.E

115



X0
© K o
o T W
%M%W%&%ﬂw
_ﬂmmﬂ - _E]@_ﬂaoﬂa
_ooll : = 5 0 il
ﬂLovwﬂM%ﬂqmﬂfmﬁTwﬁ_&ﬂﬁ
_71r%mMﬁlﬂu_x OMmﬂEooﬁ r
w 2 m © 7 < b o o o
S #Hevﬂovmnlﬂ@lﬁylmﬂu oF ,
E_omﬂm7@_ﬂmﬂ dﬁﬂéﬁﬂ#i o = W
T ok Tz ﬁ.].wx__o__]oz o T
Jl“.rao_uuc Moi“d; Eo&lo
;A_oL. B + lei 2 3 — O
ﬂm_ELH:mﬂﬂ;lo.w ;o_Lio_uﬂm_ﬁd;ﬂw omm. o
:.;O —_— ‘Ul _._._O‘Aluﬂro \q_OlE.#O ﬁ_l_xq OT
mﬂ@ﬂ%w& Eowﬂaog% TS T
o R
wawazo,&&mnc_.mﬁwelomwo@wad. o BT 3
Aﬁﬂ%ﬂuﬂlﬂ E_,Tm_mM ﬂvﬂon,mM ﬂ_f%o_e :MM
Hf%ﬁﬁe%aﬁ@o_ = X & Quﬂ T M s i
ﬂ@ﬂdhorg%tamﬁ%%uﬁm = = o -
maﬁﬂo%m@.mm ﬂzmwwg =LY jo o
ﬁa%TATo_uQ]rﬂ,_xﬂr.q_o;ﬂoﬂEooE ov_oge Jo i
o o o ooz o A oF do N
T E.ﬂuo_a M N L_omm 5 X A ol Ty o
= % o= T o 2 O o _ K e oy ©
_soﬁaNEM.. oﬂ]ﬂﬂl ﬂﬂlo_ao Jmaewﬂ Cev
+ ~ | .
ﬂw ,__GLquWJM_}ﬁdo_Eo ﬂaﬁmymﬁ_u o uwmyu
+ 9 o o X e T B . oo g T b & S
o o oF W o T © ™ Wy v - ¥ ED
@m.qam @%M@ s U TR 5
s&%ﬁ%om%&wﬂ%zomws _Eﬂno B
g@%wHTaoZ;owigfﬁ W w T e S
xLﬁlmﬁmanﬂﬂo_uomm_ﬂmmﬂlaaﬂo Wm:o m,ruu_aqwan
W E_E o o T _E‘_ ﬁ._l o X0 ‘..A_IL 3 ﬁ_u T
ol ﬁw o) A o 5 o % o =
ﬁﬁﬁlm_/mzo iﬂze d| nJ%
| N
mn s 9 o E
X O Nk N
.6ﬁ‘0|

116



	Chapter I Introduction                           
	1.1 Literature Review     
	1.1.1 Synthetic Jet            
	1.1.2 Piezoelectirically-driven Synthetic Jet        
	1.1.3 Lambda Wing Aerodynamics                    
	1.1.4 Flow Separation on Lambda Wing Flight Mechanics           
	1.1.5 1303 UCAV Configuration                            

	1.2 Objectives and Contributions            
	1.3 Organization of Thesis         

	Chapter II Numerical Approaches        
	2.1 Governing Equations                                     
	2.2 Turbulence Models                 
	2.2.1 The Standard Menter’s k-ω SST Model                        
	2.2.2 The k-ω SST Model (Menter et al., 2003)                 
	2.2.3 SST-DES Model (Strelets et al., 2001)                          
	2.2.4 Zonal SST-DES Model (Menter et al., 2003)         

	2.3 Pseudo-Compressibility Method               
	2.4 Transformation of the Incompressible

	Equations with Turbulence Model           
	2.5 Space Discritizaion Method    
	2.5.1 Differencing of Inviscid Flux Terms         
	2.5.2 Upwind Differencing Method                 
	2.5.3 Low Dissipative Upwind Differencing Method                    
	2.5.4 Higher Order Spatial Accuracy              

	2.6 Time Integration Method               
	2.6.1 Dual Time Stepping                                
	2.6.2 Pseudo-Time Discretization           
	2.6.3 LU-SGS Scheme      

	2.7 Synthetic Jet Boundary Condition        

	Chapter III Flow Characteristics of Synthetic Jets    
	3.1 Two Types of Synthetic Jet Exit       
	3.2 Code Validation             
	3.3 Characteristics of Rectangular and Circular Exits           
	3.3.1 Flow Structures           
	3.3.2 Flow Control Effectiveness              

	3.4 Characteristics of Circular Exits Depending on

	Parameter                    
	3.4.1 Variation of Hole Gap       
	3.4.2 Variation of Hole Diameter          

	Chapter IV Active Flow Control of Wing       
	4.1 Experimental Reference     
	4.1.1 BWB Configuration         
	4.1.2 Experimental Setup          

	4.2 Baseline Analysis          
	4.2.1 Code Validation        
	4.2.2 Flow Characteristics of BWB Configuration               

	4.3 Flow Control of BWB Configuration             
	4.3.1 Flow Control Depending on Jet Location           
	4.3.2 Application of Flow Control in High Speed Flight               


	Conclusion         
	References     


<startpage>13
Chapter I Introduction                            1
 1.1 Literature Review      1
  1.1.1 Synthetic Jet             1
  1.1.2 Piezoelectirically-driven Synthetic Jet         3
  1.1.3 Lambda Wing Aerodynamics                     4
  1.1.4 Flow Separation on Lambda Wing Flight Mechanics            5
  1.1.5 1303 UCAV Configuration                             7
 1.2 Objectives and Contributions             10
 1.3 Organization of Thesis          11
Chapter II Numerical Approaches         12
 2.1 Governing Equations                                      12
 2.2 Turbulence Models                  14
  2.2.1 The Standard Menter¡¯s k-¥ø SST Model                         14
  2.2.2 The k-¥ø SST Model (Menter et al., 2003)                  18
  2.2.3 SST-DES Model (Strelets et al., 2001)                           19
  2.2.4 Zonal SST-DES Model (Menter et al., 2003)          21
 2.3 Pseudo-Compressibility Method                22
 2.4 Transformation of the Incompressible Navier-Stokes
Equations with Turbulence Model            27
 2.5 Space Discritizaion Method     31
  2.5.1 Differencing of Inviscid Flux Terms          31
  2.5.2 Upwind Differencing Method                  33
  2.5.3 Low Dissipative Upwind Differencing Method                     38
  2.5.4 Higher Order Spatial Accuracy               39
 2.6 Time Integration Method                41
  2.6.1 Dual Time Stepping                                 42
  2.6.2 Pseudo-Time Discretization            44
  2.6.3 LU-SGS Scheme       47
 2.7 Synthetic Jet Boundary Condition         50
Chapter III Flow Characteristics of Synthetic Jets     51
 3.1 Two Types of Synthetic Jet Exit        51
 3.2 Code Validation              53
 3.3 Characteristics of Rectangular and Circular Exits            55
  3.3.1 Flow Structures            55
  3.3.2 Flow Control Effectiveness               58
 3.4 Characteristics of Circular Exits Depending on Hole
Parameter                     60
  3.4.1 Variation of Hole Gap        60
  3.4.2 Variation of Hole Diameter           62
Chapter IV Active Flow Control of Wing        63
 4.1 Experimental Reference      63
  4.1.1 BWB Configuration          63
  4.1.2 Experimental Setup           64
 4.2 Baseline Analysis           65
  4.2.1 Code Validation         65
  4.2.2 Flow Characteristics of BWB Configuration                67
 4.3 Flow Control of BWB Configuration              69
  4.3.1 Flow Control Depending on Jet Location            69
  4.3.2 Application of Flow Control in High Speed Flight                72
Conclusion          75
References      77
</body>

