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Abstract

Ionic liquids (ILs), or room-temperature ionic liquids (RTILs), have at-

tracted considerable attention from both academia and industry, due to

their peculiar properties and wide applicabilities as electrolytes. In this dis-

sertation, we study both their dynamic properties as a glass-forming liquid

and the applicability as electrolytes in supercapacitors via molecular dy-

namics simulations.

In the first part, we study how dynamic heterogeneity in ionic liquids

is affected by the length scale of structural relaxation and the ionic charge

distribution by adopting two differently charged models of ionic liquid and

their uncharged counterpart. In one model of ionic liquid, the charge distri-

bution in the cation is asymmetric, and in the other it is symmetric, while

their neutral counterpart has no charge with the ions. It is found that all

the models display heterogeneous dynamics, exhibiting subdiffusive dynam-

ics and nonexponential decay of structural relaxation. We investigate the

lifetime of dynamic heterogeneity, τdh, in these systems by calculating the

three-time correlation functions to find that τdh has in general a power-law

behavior with respect to the structural relaxation time, τα: τdh ∝ τ ζdhα . Al-

though the dynamics of the asymmetric-charge model is seemingly more
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heterogeneous than that of the symmetric-charge model, the exponent is

found to be similar, ζdh ≈ 1.2, for all the models studied in this work. The

same scaling relation is found regardless of interactions, i.e., with or without

Coulomb interaction, and it holds even when the length scale of structural

relaxation is long enough to become the Fickian diffusion. This fact indi-

cates τdh is a distinctive time scale from τα, and the dynamic heterogeneity

in these systems is mainly affected by the short-range interaction and the

molecular structure.

In the second part, we study electric double layer capacitors (EDLCs) in

the parallel plate configuration of graphene oxide (GO). Electric double layer

capacitors (EDLCs), or supercapacitors, offer high power densities and mod-

erate energy densities for energy storage applications. The oxidation range

of electrode is varied from 0% (pure graphene) to 100% (fully oxidized GO)

by decorating graphene surface with hydroxyl groups. Two different elec-

trolytes, 1-ethyl-3-methylimidazolium tetrafluoroborate (EMI+BF –
4 ) as an

ionic liquid (IL) and its 1.3 M solution in acetonitrile as an organic elec-

trolyte (OE), are considered. While the area-specific capacitance tends to

decrease with increasing electrode oxidation for both electrolytes, its details

show interesting differences between OE and IL, including the extent of de-

crease. The difference in the capacitances between them is pronounced at

the cathode of low oxidation, and the anion is identified as the key species

in screening ability that makes the difference in the capacitance. Hydrogen

bonding between the hydroxyl groups of GO and the anions is the major

factor that yields this unexpected result. For detailed insight into these dif-

ferences, the screening mechanisms of electrode charges by electrolytes and

their variations with electrode oxidation are analyzed with special attention
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paid to the aspects shared by and the contrasts between IL and OE.

Keywords: ionic liquids, dynamic heterogeneity, glassy dynamics, electric

double layer, supercapacitor, graphene oxide
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Chapter 1

Overview

Ionic liquids (ILs), or room-temperature ionic liquids (RTILs), are a new

class of organic molecules that are composed of cations and anions and usu-

ally have melting points near room temperature. Because the components

of ILs can be varied in a great number of combinations, one can in princi-

ple design appropriate IL solvents for specific purposes in applications. Due

to their high polarity, ILs are also able to dissolve a wide range of differ-

ent solute molecules, so they can be used in extracting carbon dioxide, for

example. Because ILs have a negligible vapor pressure due to their strong

Coulomb attraction, they are considered to be “green” alternatives to typical

volatile, inflammable and toxic organic solvents. [1,2]

ILs are mostly composed of bulky, asymmetric cations and small, sym-

metric anions. Their size disparity as well as structural complexity inhibits

crystallization and helps them to remain in liquid states, in spite of the

strong Coulomb attraction. Due to these reasons, they exhibit different dy-

namical behaviors from normal liquids. The unique property is represented

by glassy dynamics, which has been studied very well in glass-forming liq-
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uids, such as supercooled liquids and polymer melts. Due to their complex

molecular structure, ILs also have various interactions, e.g., electrostatic in-

teraction, cation-π interaction, π-π interaction, hydrogen bonding, etc. The

bulky structure also enables them very stable with a wide range of thermal

and electrochemical window. ILs thus have been widely used as electrolytes

in supercapacitors and solar cells. [2]

Currently ILs are attracting significant interest both from academia and

industry due to their unique properties and possible applications in diverse

areas, as presented above, and both aspects are studied in this disserta-

tion. A property arousing the fundamental curiosity towards ILs is glassy

dynamics, represented by dynamic heterogeneity, and one of the promising

applicabilities of ILs is electrolytes in supercapacitors.

1.1 Heterogeneous dynamics of ionic liquids

In Part I, we study the dynamic heterogeneity of ILs with simple toy models

via molecular dynamics simulation. [3,4] ILs exhibit slow dynamical behav-

ior that are typically characterized by subdiffusivity and nonexponential

relaxation as in glass-forming liquids. The overall nonexponential dynamics

in glass forming liquids is ascribed to the superposition of exponential re-

laxations with different relaxation times, or heterogeneous dynamics, which

is the case with glass-forming liquids including ILs. [5–56] Time and length

scale of dynamic heterogeneity is important for obtaining microscopic under-

standing of dynamical behavior of liquids. [20–41] and polymer melts, [50–53]

Despite such interest, the dynamic length and time scales of ILs and the

relation between them have not been thoroughly understood. [19]
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We focus on the issue of the correlation between the local charge distri-

bution of cations and the dynamic heterogeneity of ILs by investigating the

lifetimes of dynamic heterogeneity by calculating their three-time correla-

tion functions (3TCFs). The validity of the 3TCF as a quantity measuring

the dynamic heterogeneity is examined from the relation between the time

scale of the 3TCFs and that of the two-point correlation functions, such as

the structural relaxation and the relaxation of rotational motion. Moreover,

we explore breakdown of the Stokes-Einstein relation, one of the well-known

features found in liquid systems showing glassy dynamics. The dependence

of the dynamic heterogeneity time scale on the length scale of the structural

relaxation time is explored to show that it is a time scale distinct from that

of diffusion.

1.2 Electrolyte applications of ionic liquids

In Part II, we study the electric double layer capacitors (EDLCs) having

ionic liquid electrolytes, one of the applicabilities of ILs used in indus-

try. [57,58] EDLCs, or supercapacitors, are promising devices having high

power density and energy density. What provides them with high capaci-

tance is electric double layer formed at electrode surface, and it completely

screens at sub-nanometer length scale the electric potential applied by the

electrodes. The electric double layer being crucial for an EDLC’s high ca-

pacitance, ILs are used as ionic species in electrolyte. Because their high

viscosity makes them electrically less conductive, ILs mixed with acetoni-

trile, a conventional organic electrolyte, have been used in order to improve

the electric conductivity.
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Electrodes also determine properties of EDLCs as well as electrolyte.

Graphene has many advantages as electrodes, and has been studied inten-

sively, recently. Reduced graphene oxide (GO), however, has not been stud-

ied in simulation studies of EDLCs while it has been taken into account in

recent experiment studies since it is very likely to have oxygen impurity in

the process of reducing graphene oxide to make pristine graphene. We firstly

reported the computational study on the interfaces between GO and liquid

by varying the configuration on the GO electrodes, [57] where the electrode

oxidation is controlled by the concentration of hydroxyl groups (-OH) on

the GO surface.

Experimental debate on the relation between oxidation of graphene and

capacitance of the EDLC prompted our study. Some studies have shown that

oxidation enhances capacitance [59,60] while others suggest that graphene ox-

ide have lower capacitance than pure graphene. [61–67] We found in our latest

simulation study, [57] where we used pure ionic liquid electrolyte, EMI+BF –
4 ,

that capacitance decreases with increasing oxidation in the electrode, which

were ascribed to two factors: hindered reorganization ability of ions and

widened electric double layer by hydroxyl groups in the electrode. The pur-

pose of this present study is to find the relation between the oxide impu-

rity in GO and the electrostatic properties of EDLCs, and to uncover the

charging mechanism underneath it by comparing pure IL electrolyte and its

mixture with acetonitrile.
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Part I

Dynamic Heterogeneity of

Model Ionic Liquids
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Chapter 2

Introduction

Most ILs consist of bulky, asymmetric cations and small, symmetric an-

ions. It has been reported that IL is much more viscous than its coun-

terpart of neutral binary mixture, [13,68] and it becomes less viscous as the

charge is distributed more homogeneously on the molecule, mostly on a

cation, [6,69–71] leading us to expect that Coulomb interaction may influ-

ence their glassy dynamics, and that the charge distribution of an ionic

component can significantly affect dynamic properties of the IL. According

to experimental [68,72,73] and simulation [6–19,74–76] studies, ILs exhibit slow

dynamical behavior that are typically characterized by subdiffusivity and

nonexponential relaxation as in glass forming liquids.

The overall nonexponential dynamics in glass forming liquids may be as-

cribed to either homogeneously nonexponential relaxation behavior or the

superposition of exponential relaxations with different relaxation times in

two limiting cases. Extensive studies performed so far point toward the

picture that the latter, heterogeneous dynamics, is the case with ILs, [6–19]

which is in accordance with previous studies on other glass forming liq-
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uids, [5] such as supercooled liquids, [20–47] polymer melts, [48–53] and col-

loids. [54–56] Time and length scale of dynamic heterogeneity is important for

obtaining microscopic understanding of dynamical behavior of liquids, and

they have been subject to intensive investigations, recently, in supercooled

liquids [20–41] and polymer melts, [50–53] but very few in ILs. [19] The dynamic

length scale adapted from the framework of conventional critical phenomena

has been widely used in studies on dynamic heterogeneity. [5,19–25,35–37] The

importance of time scale of dynamic heterogeneity in glassy dynamics and

in glass transition also has been shown in both numerical and experimen-

tal research mainly from its phenomenological approach. [24–34,50–53] Despite

such interest, the dynamic length and time scales of ILs and the relation

between them have not been thoroughly understood.

Coarse-graining ILs is a very common strategy in reducing the compu-

tation time because performing simulations for ILs is very time-demanding

due to not only their intrinsically slow dynamics but also Ewald summation

method, which is inevitable for calculating long range interactions. In an ef-

fort to make the simulations of ILs efficient, various levels of coarse-grained

models have been developed for studying their structural and dynamic prop-

erties. [6,8–10,13,14,77] Since our purpose of this study is to characterize the

qualitative behavior of dynamic heterogeneity and to find the origin of it

in ILs in molecular level, a simplest possible model maintaining glassy dy-

namics is the most suitable for this study.

For that purpose, we utilize two different, simple models of ILs intro-

duced by a previous study. [6] One model mimics the case of symmetrical

charge distribution in cation molecules, while the other asymmetric one in

cations. In both models, asymmetry in the cation shape is introduced to pre-
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vent the ILs from crystallizing. We also explore the neutral model with the

same molecular shape. With these models, we study the dynamic properties

of IL systems via performing molecular dynamics simulations. In particular,

we focus on the issue of the correlation between the local charge distribution

of cations and the dynamic heterogeneity of ILs by investigating the life-

times of dynamic heterogeneity by calculating their three-time correlation

functions (3TCFs) in these systems.

The validity of the 3TCF as a quantity measuring the dynamic hetero-

geneity is examined from the relation between the time scale of the 3TCFs

and that of the two-point correlation functions, such as the structural re-

laxation and the relaxation of rotational motion. Moreover, the dependence

of the dynamic heterogeneity time scale on the length scale of the struc-

tural relaxation time is explored. We find that the lifetime of the 3TCFs is

the distinct time scale of dynamic heterogeneity, and we believe that this

work is the first that has investigated the relation between the time scale of

dynamic heterogeneity and the length scale of the structural relaxation in

ILs.

The remainder of Part I is organized as follows. In Chapter 3 theoret-

ical background of dynamic heterogeneity is briefly reviewed. Chapter 4 is

devoted to model descriptions and simulation methods. In Chapter 5, we

present our main results on the lifetime of dynamic heterogeneity in the

model IL systems, and discuss our findings. Finally, we summarize the re-

sults and conclude in Chapter 6.

9
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Chapter 3

Theoretical background of dynamic

heterogeneity

We first briefly review the dynamic heterogeneity in the frame work of the

four-point correlation functions, and in the breakdown of Stokes-Einstein re-

lation. The former relates the dynamic heterogeneity directly relate to the

glass transition by obtaining dynamic length scale that grows with tempera-

ture decreasing. In the latter the two time scales corresponding to diffusion

and structural relaxation, respectively, are decoupled, and the dynamical

heterogeneity induces the two dynamical processes decoupled. The two phe-

nomena have not yet been found to rule out each other.

3.1 Four-point correlation functions

The formalism of four-point correlation functions has been widely studied

as a frame work of dynamic heterogeneity. [5,20–23,37,41] A four-point density
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Figure 3.1: Overview of four-point correlation functions. G4 correlates S0

and Sx, and F4 does S0 and St. τ1 = t1 − t0, tw = t2 − t1, and τ2 = t3 − t2.

correlation function,

G4(y, t) = [〈ρ(x0, t0)ρ(x0, t0 + t)ρ(x0 + y, t0)ρ(x0 + y, t0 + t)〉

− 〈ρ(x0, t0)ρ(x0, t0 + t)〉2], (3.1)

detects the correlation between the dynamics at the different positions x0

and x0 + y, where 〈· · · 〉 and [· · · ] respectively denote average over the ref-

erence time t0 and the reference space-point x0, and ρ(x′, t′) is the micro-
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scopic density at position x′ and time t′. Since this correlation function was

originally coined for spin glass systems, [5,78] in order for Eq. (3.1) to be

applicable in a continuous position space correlation between ρ(x0, t0) and

ρ(x0, t0 + t) is coarse-grained in position space with ξ1: ρ(x0 + y, t0) and

ρ(x0 + y, t0 + t) with ξ2. [5,23] Eq. (3.1), thus, becomes

G̃4(y, t; ξ1, ξ2) = [〈ρ(x0, t0)ρ(x0 + y, t0)ρ(x0 + ξ1, t1)ρ(x0 + ξ2 + y, t1)〉

− 〈ρ(x0, t0)ρ(x0 + ξ1, t1)〉 〈ρ(x0, t0)ρ(x0 + ξ2, t1)〉], (3.2)

and it correlates the dynamics of S0 and Sx delineated in Figure 3.1 with

t1 − t0 = τ1 = t. The characteristic length scale of dynamic heterogeneity,

ξdh, is obtained by varying y with the parameters usually fixed at τ1 = τα,

ξ1 = ξ2 = 2π/k. [23] The time scale of the four-point correlation function is

extracted from the four-point dynamic susceptibility, χ4(k, t), which is the

dynamic correlation between two regions integrated over all space of y. Its

explicit form, When G̃4(y, t; ξ1, ξ2) is Fourier transformed in ξ1 = ξ2 = 2π/k

and y to become S4(q, t; k), and then a four-point dynamic susceptibility

is defined: χ4(k, t) = S4(q = 0, t; k). χ4(k, t) is the dynamic correlation

between two regions integrated over all position space of y, a four-point

dynamic susceptibility, χ4(k, t) =
∫
dyG̃4(y, t), is obtained.

χ4(k, t) = N
[ 〈
F̂s(k, t0, t0 + t)2

〉
−
〈
F̂s(k, t0, t0 + t)

〉2 ]
, (3.3)

depicts the dynamic fluctuation of the two-point correlator, F̂s(k, t0, t0 + t).

The characteristic time scale, t4, of dynamic heterogeneity in this frame

work is defined as the time at which the dynamic fluctuation is the maxi-

mum. It has been reported, however, to be proportional and similar to the

13



time scale, τα, of a two-point density correlation function, i.e., t4 ∝ τα, [40,41]

and the models studied in this dissertation are no exceptions.

On the other hand, a three-time correlation function (3TCF) defined

analogously to Eq. (3.2) yields a time scale distinct from t4. The dynamical

correlation between different time windows is expressed as [25–28,32,33,53]

F̃4(τ1, tw, τ2;k1,k2) = 〈ρ̂(−k1, t0)ρ̂(k1, t1)ρ̂(−k2, t2)ρ̂(k2, t3)〉

− 〈ρ̂(−k1, t0)ρ̂(k1, t1)〉 〈ρ̂(−k2, t2)ρ̂(k2, t3)〉

=
〈
F̂s(k1, t0, t1)F̂s(k2, t2, t3)

〉
−
〈
F̂s(k1, t0, t1)

〉〈
F̂s(k2, t2, t3)

〉
, (3.4)

where the two-point correlator, F̂s(k, t′, t′′), correlates between ρ̂(−k, t′) and
ρ̂(k, t′′) in Eq. (3.4). By adopting F̂s(k, t′, t′′) = 1

N

∑
j cos[k ·∆rj(t

′, t′′)] as

in Eq. (5.3) and fixing the length scale, k1 = k2 = q, the first term of

Eq. (3.4) becomes〈
1

N

N∑
j=1

cos [q ·∆rj(t0, t0 + τ1)]

× 1

N

N∑
l=1

cos [q ·∆rl(t0 + τ1 + tw, t0 + τ1 + tw + τ2)]

〉
. (3.5)

For brevity of this argument we will consider the self part of Eq. (3.5), i.e.,

j = l of the summations. We thus define the 3TCF as [24,25,28,32,33,53]

F4(τ1, tw, τ2; q) =

〈
1

N

N∑
j=1

{
cos [q ·∆rj(t0, t0 + τ1)]

× cos [q ·∆rj(t0 + τ1 + tw, t0 + τ1 + tw + τ2)]
}〉

, (3.6)
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which correlates the dynamics between the two time intervals, (t0, t0 + τ1)

and (t0+τ1+tw, t0+τ1+tw+τ2), or the dynamics of S0 and St in Figure 3.1.

The rotational form of the 3TCF is defined straightforward by substitut-

ing Pl(ûj(t′′) · ûj(t′)) for cos[q ·∆rj(t
′, t′′)] in Eq. (3.6). While G4 detects

heterogeneous dynamics in different positions, thus is able to extract the

length scale of dynamic heterogeneity, F4 does in different times, thus, the

time scale of dynamic heterogeneity. Although F4 is defined analogously to

G4, it can be understood intuitively.

When the waiting time becomes greater, tw→∞, the dynamics of the two

time intervals are uncorrelated that F4(τ1, tw, τ2; q) converges to Fs(q, τ1)Fs(q, τ2),

where a physical meaning of Eq. (3.6) can be derived. Given a dynamic fluc-

tuation of particle j in a certain time duration τ1, with the 3TCF we can

figure out how long it must wait for the memory of this fluctuation to be lost.

Here, the first part of Eq. (3.6) acts as a dynamic filter. [52] For faster par-

ticles cos [q ·∆rj(t0, t0 + τ1)], the first part of F4(τ1, tw, τ2; q), has smaller

values, but for very slow particles the cosine value is close to one. Slower

particles have more contribution on F4(τ1, tw, τ2; q), so the dynamic filter

selects subpopulations of particles moving slower.

After dynamically filtering slow particles, we quantify how fast the sub-

populations recover to the average dynamics. The time scale of dynamic

heterogeneity is the lifetime of the correlation function, [25,33]

∆F4(tw; q, τ1, τ2) =
F4(τ1, tw, τ2; q)− Fs(q, τ1)Fs(q, τ2)

F4(τ1, 0, τ2; q)− Fs(q, τ1)Fs(q, τ2)
, (3.7)

and from this we can focus on the dependence of dynamic heterogeneity on

tw. The value of ∆F4(tw) indicates how much dynamically heterogeneous

the system is, and the time scale at which the ∆F4(tw) goes to zero is that
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of dynamic heterogeneity.

The waiting time is an important variable to quantify the correlation

between the dynamics at the two time intervals. It is required to fix some

of the parameters, q, τ1, and τ2 before studying the dependence of the

3TCF on the waiting time. It is obvious to set τ1 = τ2 = τα since the

dynamic heterogeneity is observed to be more prominent at time scale close

to τα ≈ t4. We, then, fix the length scale with 4 different q values indicated

in Figure 5.8 from q∗ to q0/2. The lifetime of ∆F4, τdh(q), is defined such

that ∆F4(tw = τdh; q, τα, τα) = e−1, and its rotational form is τdh,R.

3.2 Dynamic heterogeneity and the Stokes-Einstein

relation breakdown

The Stokes-Einstein (SE) relation, D ∼ kBT/η, where η is shear viscosity,

is valid in wide range of liquids, but it breaks down in glass forming liquids

near glass transition temperature, and it has been adopted as an evidence

showing glassy dynamics. Two alternate relations have been adopted in

studies on the violation of the SE relation in order to reduce computation

time requiring for calculating the shear viscosity. In one group of studies

τ is used as the approximation for η, Dτ/T thus becomes constant. [79,80]

In the others η is approximated to be τ/T to make Dτ constant. [8,42,47]

Following the latter way we look for the breakdown of the SE and the

Debye-Stokes-Einstein (DSE) relations. When the dynamics of the system

is well described by mean-field behavior, Fs(q, t) = exp[−q2Dt] and Cl(t) =

exp[−l(l + 1)DRt], thus q2Dτα = 1 and l(l + 1)DRτ
(l)
R = 1.

The breakdown of the SE relation has been investigated intensively in
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kinetically constrained models (KCMs), [8,34,35,42,47] which is basically sim-

ilar to the lattice gas model. The uniqueness of the models is that the

interaction between the defects is not included in its Hamiltonian, but is

included through kinetic constraints. The two time scales, the persistence

time and the exchange time, represent two dynamic processes, the struc-

tural relaxation and the diffusion, respectively. The persistence time, τp,

is defined as the waiting time for a particle to encounter its first excita-

tion, and the exchange time, τx, is defined as the time interval between

successive excitation events. In a stochastic process, the distributions of the

two times are identical with Poisson distribution. When temperature cools

down, the two processes become decoupled, and it describes the decoupling

between diffusion and structural relaxation. In this context, it has been

received that the breakdown of the SE relation is related to the dynamic

heterogeneity. [8,34,35,42,47]
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Chapter 4

Models and simulation methods

We will firstly introduce toy models of ionic liquids and a neutral model by

removing the charges from the IL models, and describe detail information of

them. In order to compare our main results, the SE relation and the lifetime

of dynamic heterogeneity, to other well-known models, for supercooled liq-

uids which have been studied intensively for glassy dynamics. Only a brief

information of the well-known models, except the models in Section 4.1, is

included in the corresponding sections, Sections 4.2.1 to 4.2.3, because the

detailed description of the models can be found in the references therein.

4.1 Toy models of ionic liquids and their neutral

counter part

Most ILs consist of bulky, asymmetric cations and small, symmetric anions.

Preferred choices for cations include 1-alkyl-3-methylimidazolium, pyridinium,

pyrrolidinium, tetraalkylammonium, and tetraalkylphosphonium ions, and

for anions tetrafluoroborate (BF4), hexafluorophosphate (PF6), trifluoromethane-
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cation anion 
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ACM 

C1 C2 

-1 

-1 

+1        0 

0.5     0.5 

UCM 0 0  0 

A 

Figure 4.1: Schematic representation of the three models: the symmetric-

charge model, or SCM (top) and the asymmetric-charge model, or ACM

(middle) representing ILs, and the uncharged model, or UCM (bottom) of

uncharged glass forming liquids with the same molecular structure. In SCM

two spherical cationic components share the positive charge equally for each

having 0.5 e, and in ACM only one sphere (C1) has the positive charge, 1.0

e. Their uncharged counterpart UCM, however, does not have any charged

components.

sulfonate, and bis(trifluoromethylsulfonyl)imide ions. Although it is not pos-

sible that the ions take different charge distribution with the molecular

geometry fixed in real experiments, it has been reported that the liquid

becomes less viscous as the charge is distributed more homogeneously on

the molecule from simulation studies, [6,70,71] where it is expected that the
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charge distribution of an ionic component can significantly affect dynamic

properties of the ILs. We thus choose two extreme cases of charge distribu-

tion: symmetric and asymmetric.

Our key purpose is to focus on the effect of charge distributions of IL

molecules on their dynamic properties and find their qualitative trends, or

scaling relations, rather than to reproduce quantitatively exact values of real

systems. We are exempted from realizing molecular details, and in order to

make the simulation efficient we employ two simple, coarse-grained models

of ILs that were previously introduced in Ref. 6 and an uncharged model as

a counterpart of the two IL models. Their schematic molecular structures

are shown in Figure 4.1. Because the molecular details are simplified by

coarse-graining, including charge fluctuation in the molecules is not a clever

tactics, we fix the partial charges neglecting the polarization effect. We

choose a two-site model for the cation since it mimics an IL system better

than a single-site cation model, and it simplifies more than preexisting three-

site and four-site coarse-grained models. [8,13,14] Less symmetric molecular

structure of this model not only prevents the crystallization that would

occur more easily in a single-site model, but it also enables us to investigate

rotational dynamics, thus we can investigate translational and rotational

glassy dynamics with this model. Its simplicity relative to other coarse-

grained models enables us to simulate for a longer time.

In both models of ILs, the anion is represented by a single spherical

particle (A) of mass, m, 200 amu, and the cation by two spherical particles

(C1 and C2) connected through a rigid bond, where the mass of each particle

is set to be 100 amu so that the total mass of cation is the same as that

of anion. In the symmetrically charged model (SCM) the two spheres have
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the same charges (+0.5 e, where e is the elementary charge), while in the

asymmetric-charge model (ACM) one (C1) of the two spherical particles has

+1.0 e and the other (C2) zero. The anion has −1.0 e for both models. The

uncharged model (UCM) has the same molecular structure as the IL models

except that all the components do not have charges, but we stick to “cation”

and “anion” for big and small species of UCM for the sake of convenience. On

top of the Coulomb interactions between charged particles, they also interact

with Lennard-Jones potential with each other in all models. We could find

no crystallization within the simulation times at each temperature, except

that ACM crystallizes at T = 1.73, right below the lowest temperature

studied for ACM.

We perform classical molecular dynamics (MD) simulation using the

above models. All the MD trajectories are obtained from GROMACS 4.5

MD package program. [81] The total potential energy is given by the sum of

the pairwise interactions of two different types: the repulsive Lennard-Jones

(LJ) potential and the Coulomb potential,

Utotal =
∑
<i,j>

{ULJ(rij) + UCoulomb(rij)} , (4.1)

where < i, j > indicates that the sum is performed over the i-th and j-th

coarse-grained particles, and

ULJ(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6

+
1

4

]
H(rcut − rij) (4.2)

and

UCoulomb(rij) =
1

4πε0

qiqje
2

rij
. (4.3)
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Here,H(rcut−rij) is the Heaviside step function, where the cutoff distance is

set to be rcut = 21/6σij in order to make the Lennard-Jones potential purely

repulsive by adopting the Weeks-Chandler-Andersen (WCA) potential. [82]

In all the models εij = ε = 2 kJ/mol and σij = σ = 0.5 nm for all i, j-pairs,

and the bond between the two spheres is rigid with a bond distance d = 0.8σ.

qi is the partial charge of i species (Figure 4.1). With the unit length, energy,

and mass, σ, ε, and m, respectively, the other units are converted by the

following relations: unit time, t0 = (mσ2/ε)1/2 = 5 ps, unit temperature,

T0 = ε/kB = 240.5 K, unit charge, q0 = (4πε0σε)
1/2 = 0.08484 e, and unit

pressure, P0 = 262.2 atm.

The model parameters used in this study are comparable to ones from

previous simulation studies on ILs, ranging from EMIM to BMIM for the

cation and tetrafluoroborate (BF4) or PF6 for the anion. [8,13,76,83] With

those parameters SCM remains as liquid state at room temperature. As

the purpose of this study is focused on finding out general properties of

ILs with respect to the charge distribution on the molecules, these simple

models with plausible parameters are thought to be good enough model

systems to investigate dynamic properties.

All simulations are performed at the fixed reduced density ρ∗ = ρσ3 =

0.716, where ρ = (N++N−)/V is the total number density with N+ and N−
being the number of cations and anions, respectively. In our simulations we

use a total of 4096 ions, i.e., 2048 pairs of IL molecules in our simulations,

Npair = N+ = N− = 2048 contained in the cubic simulation box of a linear

dimension of L = 17.88, and a periodic boundary condition is applied. The

box size is determined by equilibrating with NPT simulation at P = 10

and T = 1, for SCM, and we fix all the simulation boxes of all models at
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(a) UCM (b) SCM (c) ACM

Figure 4.2: Snapshots of UCM (a), SCM (b), and ACM (c) at the lowest

temperature of each model. Dark (gray or black) and white particles respec-

tively denote cations and anions. For ACM we distinguish the uncharged (0

e) component from the charged (+1.0 e) one with black and gray. Compared

to UCM, IL models show alternating structure preventing the same species

from being positioned at the nearest neighbor.

all temperatures with this value. Even if the systems are in high pressure

condition and have different pressures by fixing the volume with the same

value, the qualitative trends of dynamics should be little affected. [84] We

also checked our results with different size of systems such as Npair = 512,

1024, 2048, and 4096 to find no significant finite size effect with Npair =

2048 on the structural relaxation times. We employ the NV T ensemble

combined with the Nosé-Hoover thermostat in our simulations. The time

step is chosen as δt = 0.0004, and the relaxation time constant for the

thermostat as 200δt. Both the LJ potential and the Coulomb potential are

truncated at 5. For calculating long-range electrostatic interaction PME is

used. The Verlet leapfrog algorithm is employed to integrate the equations of
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motion. Each system is first equilibrated from a higher temperature until the

energy fluctuation is found to be stable for around its structural relaxation

time, τα, and then a production run is carried out from this equilibrated

configuration to obtain a sample trajectory, whose total run time is about

40 times of the τα at each temperature. At all temperatures studied in this

work, 10 independent trajectories are produced, and structural and dynamic

properties are averaged over those trajectories.

4.2 Models of glass-forming binary mixtures

4.2.1 Kob-Andersen model

The Kob-Andersen (KA) model is a mixture of two species, A and B, and the

ratio of the numbers of two particles, NA : NB = 8 : 2. [85] The interactions

between the particles are purely the Lennard-Jones potential given by

ULJ(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6

+
1

4

]
, (4.4)

where the relations of the energy and the size parameters between each

species are εBB = 0.5εAA, εAB = 1.5εAA, and σBB = 0.88σAA, σAB =

0.8σAA, respectively. The interaction is cut off at r = 2.5σij. The two species

have the same masses: mA = mB. The reduced units for length, tempera-

ture, and time are σAA, εAA/kB, and
√
mAσ

2
AA/εAA. The integration time

step is set to δt = 0.001, and the total number density is fixed with ρ = 1.2

with NA = 4000 and NB = 1000. The temperatures are scanned over T =

5, 2, 1, 0.7, 0.6, 0.55, 0.5, 0.47, 0.45, 0.44, 0.43, and 0.42.
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4.2.2 Wahnström model

The Wahnström model has the ratio, NA : NB = 5 : 5. [86] The interactions

between the particles are the same as Section 4.2.1, with the relations of

the parameters, εBB = εAA, σAA = 1.2σBB, and mA = 2mB. The interac-

tion is cut off at r = 2.5σij. The relation between different species satisfies

the Lorentz-Berthelot rules, σAB = (σAA + σBB)/2 and εAB =
√
εAAεBB.

The reduced units for length, temperature, and time are σBB, εBB/kB, and√
mBσ

2
BB/εBB. δt = 0.001, and ρ = 0.75 with NA = 4000 and NB = 4000.

The temperatures are scanned over T = 1, 0.7, 0.63, and 0.58.

4.2.3 Wahnström model with WCA potential

The LJ potential in the Wahnström model is replaced with the WCA po-

tential with other parameters fixed as in Section 4.2.2. [47] The temperatures

are scanned over T = 5, 1, 0.5, 0.44, 0.4, 0.38, and 0.36.
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Chapter 5

Results and discussion

5.1 Liquid structure

The structure of the models is firstly investigated by calculating the radial

distribution functions (RDFs), g(r), for all the models, where r is the dis-

tance between the centers of mass of the ions. While we have calculated

RDFs at all the temperatures studied in this study, those at the highest

(T = 6 for both IL models, and 1.14 for UCM) and the lowest (T = 1.04,

1.75, and 0.29 for SCM, ACM, and UCM, respectively) temperatures are

shown in Figure 5.1. gCC, gAA, and gCA are the RDFs of cation-cation,

anion-anion, and cation-anion pairs, respectively. Both IL models have sim-

ilar liquid structures at high temperature (left panels of Figure 5.1).

Firstly, we note that all the models exhibit typical structures of amor-

phous liquid, and they do not show any sign of crystallizations at all tem-

peratures we have studied. The first peak of RDF determines the closest

length scale, which is 1 for all the species in UCM, the same as the value

of σ of our models. In the ILs’ RDFs the first peaks between the equally
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Figure 5.1: Center of mass radial distribution functions, RDFs, at the highest

temperatures (left) and the lowest temperatures (right) of SCM (top), ACM

(middle), and UCM (bottom), respectively.
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Figure 5.2: The static structure factors, S(q), are obtained by integrating

g(r) (Eq. (5.1)), and although it may not have high statistical quality, the

position of the peaks are quite robust.

charged species (σ+ = 1.46 and σ− = 1.5 for SCM, and 1.54 and 1.32 for

ACM) appear at a distance longer than σ due to the repulsive interactions

while those between the oppositely charged species (σ± = 0.92 and 0.94 for

SCM and ACM, respectively) at a distance shorter than σ due to attractive

interactions. The difference between σ± and σ+ or σ− is consistent to the

alternating structure of the IL models found in Figure 4.2.

The static structure factor, S(q), is obtained from Fourier transform of

the g(r),

Sαβ(q) = (1− δαβ) + 4π

∫ ∞
0

r
sin qr

q
{gαβ(r)− 1}dr, (5.1)

where α and β are indices for ion species, cation or anion (see Figure 5.2). In

all pairs, except for cross pairs in IL models, the first peak, q(αβ)
max of Sαβ(q)

are consistent to the first peak, r(αβ)
max , of gαβ(r). In IL models , however,

q
(CA)
max does not fall into rmax but rather close to 2π/r

(CC)
max or 2π/r

(AA)
max .

gCA(r) is approximately shifted by −0.5 from gCC or gAA, and this shift

causes the phase change of S(q) since the first peak of g(r) contributes the
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most to the S(q). In the equivalent equation, S(q) = 1/N〈ρkρ−k〉, where
ρk =

∑
<ij> cosq · rij , most contributions are from rij ≈ rmax. If the two

length scales, 2π/qmax and rmax, coincide, S(q0) is positive. But in the case of

C-A pair because qmax ≈ 2π/1.5rmax, most contributions are negative, thus

gives the negative peak of SCA(q). Among the two different length scales we

firstly choose r(CA)
max , and then r(CC)

max and r(AA)
max , close to 2π/q

(CA)
max > r

(CA)
max for

each species in order to investigate dynamic properties in the next section.

The shapes of the RDFs of both IL models are generally similar to each

other. At the high temperature, T = 6, the structures of RDF are very

similar in both cases while the maximum peak splits into two peaks in

anion–anion RDF for ACM. For example, in the case of anion-anion RDF

of ACM at T = 1.75, there is a distinct second peak located at r ≈ 1.8 while

it is weakened in SCM. Also, the cation-cation RDF appears more broader

in ACM than in SCM. The fact that positive charges are distributed more

asymmetrically in ACM than in SCM makes it possible for cations to have

more local arrangements, which yields a broader first peak in ACM. The

environments where a particle is positioned are different for both models.

SCM provides less complex environment due to symmetry in the charge

distribution of the cation despite the geometrical asymmetry while for ACM

an anion forms a strong ion pair preferentially to one (C1) of the two cationic

components, which is a feasible motive inducing structural heterogeneity,

and this may affect dynamic properties. We will discuss this point later in

this Part.

30



5.2 Dynamic properties

The self part of the van Hove correlation function, [87]

Gs(r, t) =

〈
1

N

N∑
j=1

δ [∆rj(t0, t0 + t)− r)]

〉
, (5.2)

is a distribution function for a particle moving a distance r for the time

duration t, where ∆rj(t0, t0 + t) = rj(t0 + t)− rj(t0), rj(t′) is the position

vector of the center of mass of the ion j at time t′, and 〈· · · 〉 denotes average
over the reference time t0. Figure 5.3 shows the displacement distributions,

P (log10(δr); t) = 4π ln 10δr3Gs(δr, t) of a selected system.

A two-point correlation function characterizing structural relaxation is
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Figure 5.3: Time dependence of the displacement of SCM for the cation

(left) and the anion (right) at T = 1.04. t increases from left to right. With

the longer t, the van Hove function becomes the more similar to Gaussian,

the solid line with the longest t.
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Figure 5.4: ISFs (left) at the selected temperatures (from left to right de-

creasing temperature) for the cation (full line) and the anion (dashed line)

at the length scale, q = q∗ = 2π/σ±, where σ± is the peak position of gCA
(Figure 5.1) in SCM (top), ACM (middle), and UCM (bottom).
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the self-intermediate scattering function (ISF),

Fs(q, t) =

〈
1

N

N∑
j=1

exp [−iq ·∆rj(t0, t0 + t)]

〉

=

〈
1

N

N∑
j=1

cos [q ·∆rj(t0, t0 + t)]

〉
, (5.3)

which is obtained by Fourier transform of Gs(r, t). We take q = q∗ = |q∗| =
2π/σ±, where σ± is the distance at the first peak of the radial distribution

function, gCA(r), of the cation-anion pair, and it is set to be the shortest

length scale, the distance between the cation and the anion, q∗ = 6.83,

6.68, and 6.28 for SCM, ACM, and UCM, respectively. We compare the time

scales of Fs(q∗, t) and Fs(q0, t), where the latter is more conventional. [8,44] q0

for the cation and the anion respectively are the maximum positions of the

static structure factors, SCC(q) and SAA(q), calculated by Fourier transform

of gCC(r) and gAA(r), and the values are q0 = 4.83(4.83), 4.99(5.07), and

4.69(4.69) for cation(anion) of SCM, ACM, and UCM, respectively. We will

compare the results with two more different q values: π and q0/2. For the

wave vector, q, being isotropic, we calculate Fs(q, t) in terms of cosine as

in Eq. (5.3) instead of exponential for dynamic filtering discussed later in

section 5.3. The α-relaxation time, τα(q), is defined such that Fs(q, t =

τα) = 1/e.

The rotational dynamics is also taken into account in order to find its re-

lation to the translational dynamics. The correlation function characterizing

rotational dynamics is defined as

Cl(t) =

〈
1

N

N∑
j=1

Pl(ûj(t) · ûj(0))

〉
, (5.4)
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where Pl is Legendre polynomial of order l, and ûj(t
′) is the orientation

vector of the j-th cation at time t′. The rotational relaxation time, τ (l)
R , is

defined such that Cl(t = τ
(l)
R ) = 1/e, and we take l = 2 for its experimental

significance. [46,54]

Comparing the length scales, q0 and q∗, we find that with q∗ the Fs(q, t)

and C2(t) show the more similar decays, and the two time scales of the cation

are comparable, τ (2)
R ≈ τα(q∗), with the scaling relation, τ (2)

R ∝ τα(q∗),

shown in Figure 5.6. Fs(q∗, t) and C2(t) at the selected temperatures for the

cation (full line) and the anion (dashed line) are shown in Figure 5.4. Both

correlation functions at high temperatures show single decay while at low

temperatures the process splits into two steps and the long time decay is

nonexponential, and this nonexponentiality becomes greater as temperature

decreases. According to experimental [29,30,50] and simulation studies [48,49] on

glass forming liquids, this nonexponential decay of translational dynamics

is attributed to heterogeneous dynamics.

τα of ACM increases more steeply than for SCM as temperature de-

creases (Figure 5.6). All the models show Arrhenius behavior at high tem-

perature, and they start to show super-Arrhenius behavior at T <2.5, 3.6,

and 0.6 for SCM, ACM, and UCM, respectively, τ ∝ exp [A/T ν ], where

ν > 1, thus fragile. Two major fitting laws of the super-Arrhenius behavior

of fragile liquids are VFT and parabolic [88,89] forms, which have different

origin of fragility: whether there is finite temperature glass transition (the

former) or there is no such transition (the latter). Both are fitted well (Fig-

ure 5.6), however, in the temperature range of our simulations. Since ACM

is easy to crystallize below the lowest temperature in this work, the range is

quite narrow. SCM and UCM are not thought to be in deeply supercooled
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Figure 5.5: MSDs at the selected temperatures (from left to right decreasing

temperature) of SCM (top), ACM (middle), and UCM (bottom), where the

left panels indicate translational motion for the cation (full line) and the

anion (dashed line), and the right ones rotational motion of the cation.
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regime that in this temperature range we cannot discuss the validity of the

two explanations. From its appearance perspective ACM seems the most

fragile.

Another way of obtaining the dynamical properties is through the mean

squared displacement (MSD) defined as

〈
∆r2(t)

〉
=

〈
1

N

N∑
j=1

|∆rj(t0, t0 + t)|2
〉
, (5.5)

and the mean squared angular displacement (MSAD) as

〈
∆φ2(t)

〉
=

〈
1

N

N∑
j=1

|∆φj(t0, t0 + t)|2
〉
, (5.6)

where

∆φj(t
′, t′′) =

∫ t′′

t′
dtωj(t), (5.7)

and ωj(t) is the angular velocity of the j-th cation at time t. [43–45,56] The

translational diffusion constant is obtained from the Einstein relation, [87]

D = limt→∞
〈
∆r2(t)

〉
/6t, and we fit the MSDs at the long time regime,

i.e., the time scale at which
〈
∆r2(t)

〉
∝ t. The rotational diffusion constant,

DR = limt→∞
〈
∆φ2(t)

〉
/4t, is obtained from the MSADs. The MSDs for

the cation and the anion and the MSADs for the cation are calculated for

several temperatures ranging from T = 1.04 to 6 for SCM, T = 1.75 to 6

for ACM, and T = 0.29 to 1.56 for UCM as presented in Figure 5.5. At low

temperature the time scales for all the systems can be separated into three

distinct time regimes: the ballistic regime at short time (
〈
∆r2(t)

〉
∝ t2),

the diffusive regime at long time (∝ t), and the subdiffusive regime at

intermediate time (∝ tα, 0 < α < 1). All the models show subdiffusive
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dynamics at the intermediate time scale at low temperature, and this time

regime becomes longer as temperature decreases. The rotational diffusion,

however, is quite different from the translational one in that the subdiffusive

regime is much shorter for the former at low temperature. The time scales

represented by ISFs are comparable to those by MSDs (Figure 5.5), in that

the process at the short time decay falls into the ballistic regime, the long

relaxation time corresponds to the diffusive regime, and the plateau at the

intermediate time scale is attributed to the subdiffusive motion.

This subdiffusive behavior is one of distinct properties of glass formers,

and has been perceived as being ascribed to a multiple step process. When

a particle is trapped in a cage by other particles, it takes time to escape,

which causes the subdiffusive dynamics. [15,16,18,76] According to simulation

studies on IL systems, [16,17] the dynamics becomes heterogeneous at the

time scale a particle is about to escape the cage. From this context one may

expect that the rotational motion shows less heterogeneous dynamics.

It is obvious that the Coulomb interaction makes the dynamics slower

comparing the ISFs and the MSDs knowing from the temperature range of

IL models and UCM. Comparing the translational motion of the two IL

models, SCM is faster than that in ACM at the same temperatures. Since

the masses and the molecular geometry of each species for both models are

set to be the same, the difference of the translational motion is mainly due

to the difference in the molecular charge distribution in a cation. It is no-

table that in the experiment study the relative diffusion constants of cations

in systems having cations with charge delocalized, [69] such as 1-butyl-3-

methylimidazolium and 1-butylpyridinium ions, are greater than those in

systems with charge localized, such as N -butyl-N -methylpyrrolidinium and
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Figure 5.6: Left: τ (2)
R is scaled by τα(q∗) very well: τ (2)

R ∝ τ1
α. The re-

orientational and the structural relaxation is coupled very well. Center:

τα(q∗) is plotted versus 1/T. (+) and (−) respectively indicate the cation

and the anion. The temperatures for UCM is indicated at the top scale.

Right: At high temperature τα(q∗) and T are fitted by the Arrhenius law,

τα = τ∞ exp [T∞/T ]. ACM looks the most fragile. The arrows at the bottom

indicate the onset temperature for the parabola fitting, and the arrows at

the top indicate the singular point from the VFT fitting.

N -butyl-N ,N ,N -trimethylammonium.

Comparing the structural relaxation time of each ion species, the anion,

having the smaller size than the cation, relaxes faster than the latter at

high temperature of all models (see Figure 5.4). With cooling down the

anion relaxes more slowly than the cation for IL models, and the relaxation

of both species for UCM collapses. The faster relaxation of the cation in

ILs is consistent to previous studies. [8,12,74] Since the geometry and all the

other parameters are the same for all the models, this discrepancy between

the ion species of ILs is attributed to the charge distribution.
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Figure 5.7: The scaling relation, D ∼ τ−ζDα , shows weak violation of the SE

relation with the exponents, ζD between 0.75 and 0.9 at low temperature

and at the short length scale, q = q∗. As the length scale becomes longer

the SE relation recovers. DR is much more decoupled from τ
(2)
R than the

breakdown of the translational SE relation. q values are noted in the figure,

and for brevity only the shortest and the longest length scales are indicated

for the anion.

On the other hand, the MSD in ACM shows quite a different trend from

the ISF. The diffusive motion of the anion is faster than the cation, and the

reverted trend at the subdiffusive regime occurs only at low temperature.

Since in typical ILs the cation has greater D than the anion, [8,69] the ACM

is considered as an extreme case in charge distribution.

Figure 5.7 shows the breakdown of the SE relation at low temperature.

Dynamic heterogeneity induced by the correlated motion of mobile particles,

or hierarchical nature of dynamics can explain this breakdown. [42,47] At

T ≈ 2 for IL models and T ≈ 0.6 for UCM, the diffusion constants, D and

DR, and the relaxation times, τα and τ (2)
R , start decoupling with temperature
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decreasing. It is noticeable that the temperatures at which the diffusion

constant and the relaxation time start to decouple fall into those where the

subdiffusive regime starts to arise apparently.

This weak violation of the SE relation gives them the scaling exponent

values between 0.75 and 0.9 at low temperature, via D ∼ τ−ζDα , and the val-

ues of ζD are shown in Figure 5.7. At long length scale translational motion

converges to the Fickian diffusion, which has been considered as homoge-

neous dynamics. The rotational diffusion, however, show strong decoupling

between DR and τ
(2)
R . While τ (2)

R show similar trend with τα (Figures 5.4

and 5.6), the rotational diffusion at low temperature does not become as

slow as the translational one (Figure 5.5). With this strong violation of the

DSE relation one might interpret the rotation motion is more dynamically

heterogeneous than translation motion. This is unveiled in the next section.

5.3 Dynamic heterogeneity

Previous studies have calculated for τdh from a differently defined correlation

function, ∆(tw), by integrating F4(τ1, tw, τ2; q) over τ2, [32,34]

∆(tw; q, τ1) =

∫ ∞
0

dτ2

[
F4(τ1, tw, τ2; q)

Fs(q, τ1)
− Fs(q, τ2)

]
, (5.8)

which measures the difference between the filtered dynamics and the bulk

dynamics. The time scale of dynamic heterogeneity, τ (∆)
dh , from Eq. (5.8)

is defined as ∆(tw = τ
(∆)
dh )/∆(0) = 1/e. Otherwise defined time scale of

dynamic heterogeneity has been employed in other studies. [24,28] One can

replace ∆(τ
(∆)
dh )/∆(0) with the one obtained by integrating the 3TCF over

both τ1 and τ2, [24,28]. We check in the insets of Figure 5.8 the consistency
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Figure 5.8: τdh can be scaled by τα through the scaling relation τdh ∝ τ ζdhα ,

where all the systems (left: SCM, center:ACM, right: UCM) have similar

scaling exponent, ζdh ≈1.2. The solid line is a guide. For the anions, only the

longest and the shortest length scale are plotted for brevity, but the trend

is the same as for the cations. (Insets) τ (∆)
dh ∝ τdh at all systems with q = q∗

except at the lowest temperature of ACM showing a little discrepancy. It is

ascribed to the statistical error of τ (∆)
dh since it needs longer trajectories to

integrate (see Eq. (5.8)).

between the two time scales, τ (∆)
dh ∝ τdh, and we expect that the time scales

in Refs. 24 and 28 will show the same relation. Rotational motion shows a

little discrepancy at ACM, but it is ascribed to the statistical error of τ (∆)
dh

since it needs longer trajectories to integrate. We, therefore, choose τdh for

the characteristic time scale of dynamic heterogeneity in further discussion.

Consequently, the relation between τdh and τα, is obtained in Figure 5.8.

From the results of D and the τα ACM shows slower dynamics, leading us

to expect that τdh of ACM will be greater than that of SCM and UCM, thus

greater dynamic heterogeneity. When the models are compared at the same
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temperatures, it seems as if charge induced the dynamic heterogeneity and

as if asymmetry in charge distribution strengthened it. [13] τdh, however, can

be scaled by τα through the scaling relation τdh ∝ τ ζdhα , where ζdh ≈ 1.2

in all the systems: ACM at the shortest length scale, q = q∗, may seem an

exception with a bit greater value, but it converges to ≈ 1.2 at longer length

scales.

It is noteworthy that UCM is another kind of 50/50 binary mixture

glass-forming liquids, some of which have been widely used as model sys-

tems [24,25,33,47,86] to study glassy dynamics. The most distinctive feature of

UCM from the others is that the cation is made up of two components.

As other binary mixture models UCM shows heterogeneous dynamics, and

its heterogeneity does not change by assigning charges into its component

because the dynamics of both SCM and ACM are not much different from

that of the uncharged counterpart, UCM, if the temperatures are rescaled

(see Figure 5.6), and all the models have the same exponent, ζdh. It was

reported the time scales of dynamic heterogeneity have different scaling

behavior with respect to τα when the types of short-range interaction dif-

fer. [24] Since the short-range interaction and the structure of the models in

this study are the same, we believe that dynamic properties are not affected

by long range interaction, but rather by the molecular structure, which are

determined by short range interaction. [8]

As atomistic models, the results of binary mixture glass systems are

worth while to be compared although the definitions of τdh were a little

different. Ref. 33 found the exponent ≈ 1.08 for the soft sphere model using

a 3TCF with a correlator different from the one used in this study. Ref.

24, where the 3TCF similar to that in this study was employed, manifested
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that the fragile liquids have greater values of ζdh than the strong liquid,

e.g., ζdh ≈ 1.25, 1.9, and 1.5 for the fragile liquids: Kob-Andersen, Wahn-

ström model, and the soft sphere models, respectively, while a strong liquid

model mimicking SiO2 shows ζdh ≈ 0.9. This power-law relation is a general

phenomenon in all the above models including the three models studied in

this dissertation. The scaling relation is also comparable to that of KCMs,

which are spin models for supercooled liquids. According to the study in

Ref. 32, for both strong and fragile models ζdh ≈ 1, where they showed

that a fragile system displays slightly more heterogeneous dynamics: 1.06

Table 5.1: Comparison of the exponent, ζdh, values with other models

τdh ∝ τ ζdh
α

Models IL/UCMa Wahnb WCAc KAb SSb SSd NTWb KCMe

ζdh 1.2 1.9 1.4 1.25 1.5 1.1 0.9 1d

a IL models include SCM and ACM. All the models studied in this study have the

same exponent.
b Ref. 24. KA: Kob-Andersen 80/20 LJ binary mixture, Wahn: Wahnström 50/50 LJ

binary mixture, SS: Soft sphere 50/50 soft core binary mixture, NTW: tetrahedral

network-forming 1:2 mixture
c Wahnström model modified with the WCA potential, obtained from Section 4.2.3.
d Ref. 33. SS: the same model as SS in Ref. 24 with τdh calculated from a different

correlator
e Ref. 32. ζdh = 1.06 for the East model, a KCM for a fragile liquid, and 0.98 for the

FA model for a strong liquid.
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for the fragile liquid and 0.98 for the strong liquid. The models studied in

this dissertation are all fragile and have the value of ζdh > 1 that they do

not show inconsistent results to the trend between the fragility and ζdh. The

exponent values are summarized in Table 5.1.

The length scale dependence on the SE relation and ζdh is investigated

in the binary glass-forming liquids from Section 4.2. In Figure 5.9 all the

models show weak violation of the SE relation at a short length scale, q ∼ q0,

and the Fickian diffusion recovers at longer length scale. We again found

the universal power-law behavior: τdh ∝ τ ζdhα , and ζdh does not change with

the length scales. The results are consistent to the IL models and UCM.

Moreover, in the perspective of dynamic heterogeneity time scale, it

is also notable that translational and rotational motions are strongly cou-

pled, both having the same exponent, ζdh, despite the strong decoupling in

diffusion between the two motions (see Figures 5.7 and 5.8). For the dis-

cussion on this we employ a previous study on supercooled model system

with dumbbell molecules, [44] where the authors ascribed this inconsistency

to the inadequacy of the definition, Eq. (A.1). They found that
〈
∆φ2(t)

〉
increases diffusively even when the orientation of the molecule is actually

trapped and doing librational motion. This leads decoupling between DR

and D with the former increasing further. It needs in-depth investigation

to tell if this interesting discrepancy comes from real physics or contribu-

tion from the librational motion in rotational dynamics. Nevertheless, we

used this definition because there is no other way, at the present, of cal-

culating angular displacement unboundedly. If the librational motion were

possible to be expressed in a proper way, excluding the librational motion

from stacking fallaciously to increase MSAD continuously, the breakdown
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Figure 5.9: Comparison to the glass-forming binary mixture models intro-

duced in Section 4.2. The scaling relation, D ∼ τ−ζDα , shows weak violation

of the SE relation. As the length scale becomes longer the SE relation re-

covers. q values are noted in the figure, and for brevity only the shortest

and the longest length scales are indicated for the anion. τdh can be scaled

by τα through the scaling relation τdh ∝ τ ζdhα , where all the systems (left:

KA, center:Wahnström, right: Wahnström with WCA) do not change their

exponent, ζdh with different length scales, q. The solid line is a guide. For

the small particles, denoted by (B), only the longest and the shortest length

scale are plotted for brevity, but the trend is the same as for the cations.
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of the DSE relation would not be that severe.

Now, it seems appropriate to note an interesting finding that the length

scale of structural relaxation reflects very little the dynamic heterogeneity,

in contrast to the breakdown of the SE relation (see Figures 5.7 and 5.9).

As the length scale increases, the ISFs become exponential and the diffusion

and the structural relaxation are coupled. From this perspective it should

follow the dynamics of Brownian motion at a long length scale. Time scale

of dynamic heterogeneity studied in this dissertation, however, maintains

the same exponent regardless of the length scale. It persuades us to believe

that the dynamics is Fickian at the long length scale but still heterogeneous

although we did not capture a tangible evidence as in Ref. 55. It is obvi-

ous that τdh is a characteristic time scale of dynamic heterogeneity that is

distinguished from the two-point time scales, τα and τ (2)
R .
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Chapter 6

Conclusions

We investigated how the charge distribution on ions and the length scale

of the structural relaxation effects the dynamic properties and the dynamic

heterogeneity of IL systems by performing the molecular dynamics simula-

tions on two simple models of ILs and their neutral counterpart: symmetric-

charge model (SCM), asymmetric-charge model (ACM), and uncharged

model (UCM). We found that all the models maintain amorphous liquid

structures, and they show nonexponential relaxation and subdiffusive be-

havior at low temperatures.

Coulomb interaction lowers the temperature at which glassy dynamics

appears, and the asymmetry in charge distribution provokes the time scale

of dynamics longer. SCM shows similar dynamic properties of typical ILs

in that the cation shows faster process than the anion in both structural

relaxation and diffusion. Relations between τα and temperature show that

all models behaves like fragile liquids. The SE relation breaks down at short

length scales, and it recovers as the length scale increases. The rotational

motion, however, shows strong decoupling between the diffusion and the
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relaxation time: strong breakdown of the DSE relation.

We correlated a four-point correlation function to its two-point cor-

relation function by adopting the 3TCF, analogously to the conventional

four-point correlation function. The lifetime, τdh, of dynamic heterogeneity

defined from the 3TCF, scales very well with the time scale, τα, of the two-

point correlation function: τdh ∝ τ ζdhα with ζdh ≈ 1.2, which holds for both

the translational and the rotational correlation functions with the same ex-

ponent. This power-law relation is a general phenomenon in glass-forming

liquids, similar to the relation between ξdh and τα, although the exponent

is dependent on the models from other studies: fragile liquids have greater

values than strong liquids. The rotational dynamics also shows the same dy-

namic heterogeneity giving the same ζdh value despite the strong breakdown

of DSE relation. It is apparent that the time scale of dynamic heterogeneity

is a distinctive time scale from the two-point correlation functions, such as

the structural relaxation and the rotational relaxation.

The exponent, ζdh, is irrelevant to the charge distribution on the mole-

cule, type of interactions, and even the length scales of the two-point cor-

relation function. With the longer length scale the structural relaxation

is detected, the more it becomes Fickian while the dynamics is seemingly

maintaining its heterogeneity. We expect that our results provide useful in-

sight on the relation between the dynamic heterogeneity and the types of

molecular interaction although the 3TCFs need more theoretical supports

compared to the conventional four-point correlation function. The length

scale and other properties of dynamic heterogeneity of these models are to

be obtained in our further study.
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Part II

Electric Double Layer

Capacitors with Ionic Liquids

and Graphene Oxide
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Chapter 7

Introduction

Electric double layer capacitors (EDLCs), or supercapacitors, are promis-

ing devices having high power density and energy density. [90] What provides

them with high capacitance is electric double layer formed at electrode sur-

face, and it completely screens at sub-nanometer length scale the electric po-

tential applied by the electrodes. [90–94] The electric double layer being cru-

cial for an EDLC’s high capacitance, it has ionic species either in aqueous or

organic electrolyte. Another class of electrolytes used in EDLCs is ionic liq-

uids (ILs), which are mostly made up of bulky cations and small symmetric

anions, e.g., 1-ethyl-3-methylimidazolium tetrafluoroborate (EMI+BF –
4 ).

Although ILs are considered as green alternative to toxic, volatile conven-

tional organic solvents, their high viscosity makes them electrically less con-

ductive. ILs mixed with acetonitrile, a conventional organic electrolyte, have

been used in order to improve the electric conductivity. [90,94–100]

Another important component of supercapacitors, critical for EDLC per-

formance, is electrodes. Graphene-based materials have received extensive

scrutiny due to their excellent properties, including high stability, electri-
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cal conductivity, surface area, and electrolyte wettability. [94,101,102] Many

simulation studies have been performed by modeling pristine graphenes

with IL electrolyte, [93,98–100,103–106] as well as experimental studies. [107–111]

Graphene oxide (GO), however, has not been investigated thoroughly in

simulation studies of EDLCs while it has become an experimentally “hot”

materials in recent studies [57,59–67,112–117] due to the fact that oxygen impu-

rity is likely introduced in the process of reducing graphene oxide to make

pristine graphene. [118,119]. It turned out that hydrogen bonding between the

oxygen impurity in GO electrodes and the electrolyte molecules is one of the

main factors that affects the capacitance. [57,116,117]. The results on capac-

itance are, however, controversial; while some measurements suggest that

oxidation enhances capacitance, [59,60] others indicate that GO has lower

capacitance than pure graphene. [61–67] Computer simulations have mainly

focused on pure graphene systems. [93,98–100,103–106]

We firstly reported the computational study on the interfaces between

GO and liquid by varying the configuration on the GO electrodes, [57] where

the electrode oxidation was controlled by the concentration of hydroxyl

groups (-OH) on the GO surface, whereas many other computational stud-

ies [120–126] which have investigated the properties of GO itself. Very recent

MD studies with GO electrodes [57,116,117] show that capacitance decreases

with increasing electrode oxidation. In this study, we compare IL-based GO

supercapacitors [57] to OE-based systems. Screening mechanisms of electrode

charges, their variations with electrode oxidation and influence on capaci-

tance are analyzed. Comparison of IL and OE systems is made.

The remainder of Part II is outlined as follows. Chapter 8 is devoted to

model descriptions and simulation methods. In Chapter 9, we present our
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main results on structural properties in the model systems, and discuss our

finding. Finally, we summarize the results and conclude in Chapter 10.
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Chapter 8

Models and simulation methods

The simulation system, consisting of an electrolyte confined between two

GO electrodes in the parallel-plate configuration (Figure 8.2), is the same

as in our previous work. [57] Two different types of electrolytes, a pure ionic

liquid (IL) and an organic electrolyte (OE), were considered. [57,98–100] The

IL system comprises 256 pairs of EMI+and BF –
4 ions, while the OE system

is composed of 62 EMI+BF –
4 pairs and 634 acetonitrile molecules, corre-

sponding to a ∼ 1.3 M solution of EMI+BF –
4 . The supercapacitor system

with IL (“IL supercapacitor”) was studied in detail in our previous work. [57]

Therefore, in the present paper, we will focus mainly on the supercapcitor

with OE (“OE supercapcitor”) and give only the highlights of the IL super-

capacitor results to show the aspects shared by and the contrasts with the

OE supercapacitor.

The model descriptions employed here are identical to those of Ref. 57.

Specifically, two GO electrodes, each modeled as a flat, rigid graphene sheet

with area 3.396× 3.431 nm2, are separated by d(= 6.6 nm) and situated at

z = ±z0 (z0 = 3.3 nm) parallel to the xy-plane. Each electrode consists
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Figure 8.1: Structure and partial charges of each species of the electrolyte.

All equivalent H or F atoms have the same partial charges.

of 448 carbon atoms and is decorated by hydroxyl (–OH) moieties, which

are the sole oxidative groups in our model. We use Cox and Cun to de-

note oxidized carbon atoms (that are directly bonded to hydroxyl oxygen

atoms) and unoxidized carbon atoms of GO, respectively. The OH groups

are placed in adjacent pairs with the O-Cox-Cox-O dihedral in a trans con-

formation. Two Cox atoms of each oxidized pair are shifted by 0.1Å toward

each other and positioned off the graphene plane by 0.4Å in the direction

of their respective OH groups. The OPLS–AA force field [127] was used to

describe the hydroxyl groups and Cox atoms, while the Lennard-Jones (LJ)

parameters of Ref. 128 were employed for Cun. For IL, the parameters for

EMI+ were taken from Refs. 83 and129, while those for BF –
4 were from

Refs. 130 and131. For CH3CN, the fully flexible six-site description of Ref.

132 was employed.

Molecular dynamics simulation protocols employed here are detailed in

Ref. 57. Briefly, system nuclear dynamics were simulated in an orthorhom-
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Figure 8.2: Model EDLC with an organic electrolyte composed of EMI+,

BF –
4 , and CH3CN. GO electrodes on the left (anode) and right (cathode)

are charged with +5e and −5e, respectively. Both electrodes are 10% oxi-

dized.

bic box with dimensions 3.396 × 3.431 × 30.0 nm3 in the canonical ensemble

at 350 K using the GROMACS program. [133] Long-range electrostatic inter-

actions were computed using the particle-mesh-Ewald method with a 2D

correction factor. [134] The GO electrodes were uniformly charged by assign-

ing partial charges to the carbon atoms, so that surface charge densities of

σS = 0, ±0.215 , and ±0.43 e/nm2—corresponding to total electrode charges

of 0, ±2.5 , and ±5 e—were achieved (e = elementary charge). The electrode

located at z = −z0 (electrode 1) was charged positive while the electrode

at z0 (electrode 2) was charged negative. At least ten different trajecto-

ries were simulated for each charged supercapacitor. In the discharged case,
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five trajectories were simulated. For each trajectory, simulation was carried

out with 6 ns of annealing from 700 K to 350 K and 4 ns of equilibration at

350 K, followed by a 10 ns production run. Ensemble averages were com-

puted using ten independent 10 ns production trajectories thus generated

for the charged case and five trajectories for the discharged case.
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Chapter 9

Results and discussion

9.1 Overall properties of the GO supercapacitors

with oxidation

We begin our analysis by considering the electric potential and specific

capacitance of the GO supercapacitors. The half-cell potential ∆Φi (i =

anode, cathode) and cell voltage ∆Φcell are defined as

∆Φanode = Φ(z = −z0)− Φ(z = 0);

∆Φcathode = Φ(z = 0)− Φ(z = z0) ;

∆Φcell = Φ(z = −z0)− Φ(z = z0) = ∆Φanode + ∆Φcathode . (9.1)

Here Φ(z) is the electric potential at z calculated by integrating the Possion

equation [91,93]

Φ(z) = −4π

∫ z

−∞
dz′ (z − z′)

all∑
α

ρ̄α(z′) ; (9.2)

ρ̄α(z) = A−1
0

∫ x0

−x0

∫ y0

−y0
dx′dy′ ρα(x′, y′, z) ,
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Figure 9.1: Charge density profiles with neat graphene electrodes (a) and

40%-oxidized GO (b), where σS =±0.43 e/nm2. Electric potential profiles

with neat graphene electrodes (c) and 40%-oxidized GO (d). Discharged

data are plotted in thick gray dotted lines, 0.215 e/nm2 in with dashed lines

with open circles, and 0.43 e/nm2 in solid lines with open squares.

where ρα(x′, y′, z) is the local charge density of species α (α = EMI+, BF –
4 ,

CH3CN, or electrode) at position (x′, y′, z), ρ̄α(z) is its average over x and

y,
∑all

α is the sum over all species, and A0 = 4x0y0 is the electrode surface
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area.

The profiles of ρ̄electrolyte(z) and Φ(z) for the charged and discharged

supercapacitors at selected oxidations are illustrated in Figure 9.1, where

the former is the sum of ρ̄α(z) (α = EMI+, BF –
4 , and CH3CN). When

the capacitor with neat graphene is discharged, the Φ near both electrodes

is symmetrical while with 40%-oxidized GO discharged Φ is biased to one

side due to its random configuration of hydroxide groups on GO. When

the electrodes are charged, the charge density of electrolyte with both neat

and GO have plateau regime, i.e., potential of zero charge (PZC), far from

the electrodes. We found that all the capacitor systems in this study show

this plateau. The symmetric charge density with discharged neat graphene

electrodes changes along with charging. ρ̄ of all cases show layered struc-

ture near electrodes. The charges of electrolyte shield the electric potential

exerted by the electrodes in a very short range of distance, ≈ 1 nm from

the electrodes.

The area-specific capacitance, ctotS , defined as the capacitance of the cell,

normalized to the electrode surface area A0, is given by

ctotS =
|σS|

δ∆Φcell ; ciS =
|σS|
δ∆Φi

;
1

ctotS
=

1

canodeS
+

1

ccathodeS
, (9.3)

where ciS (i = anode, cathode) is the area-specific electrode capacitance.

The capacitance of the total cell of both capacitors with σS = 0.43 and

0.215 e nm−2 are plotted in Figure 9.2, and the values of total and half cells’

capacitance with σS = 0.43 enm−2 are listed in Table 9.1.

Figure 9.2 presents the simulation results of the electric potential drops,

δ∆Φcell of each half cell, where δ denotes the difference of the charged and

discharged cases, for example, δ∆Φcell = ∆Φcell (charged)−∆Φcell (discharged).
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Table 9.1: MD results for specific capacitance of graphene oxide superca-

pacitors†

IL OE

Oxidation ctotS c(+) c(−) ctotS c(+) c(−)

0% 2.60 4.88 5.56 2.24 4.87 4.14

5% 2.35 4.85 4.57 2.26 4.86 4.25

10% 2.30 4.73 4.49 2.22 4.66 4.17

20% 2.31 4.96 4.33 2.22 4.62 4.28

25% 2.26 4.83 4.24 2.23 4.55 4.36

30% 2.25 4.49 4.53 2.23 4.33 4.58

40% 2.18 4.31 4.43 2.10 4.29 4.12

60% 2.04 4.06 4.12 1.98 4.04 3.91

70% 1.94 3.75 4.02 1.84 3.90 3.49

80% 1.94 3.83 3.94 1.81 3.85 3.41

100% 1.86 3.63 3.86 1.72 3.72 3.20

† Units: µF cm−2. ctotS , c(+)
S , and c(−)

S are the surface area-normalized

capacitance for the whole capacitor, the anode, and the cathode,

respectively.
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For both IL and OE supercapacitors, δ∆Φcell generally increases with the in-

creasing oxidation of the GO electrodes. In our previous work, this trend for

the IL supercapacitors was attributed to two factors, i.e., decreasing reorga-

nization ability of IL ions and widening gap of double layers as the electrode

oxidation increases. [57] One of the most salient features of Figure 9.2a is the

large difference in δ∆Φcell at 0 and ∼ 100 % electrode oxidation between

the two electrolytes we considered. As a consequence, δ∆Φcell and ctotS for

the IL supercapacitor show, respectively, a rapid increase and decrease from

0 to ∼ 10% oxidation, while those for the OE supercapacitor remain nearly

constant at low electrode oxidation.

The analysis of the half-cell potentials in Figure 9.2c and d reveals that

the origin of the pronounced difference in δ∆Φcell between the two elec-

trolytes at low and high electrode oxidation is the positively-charged cath-

ode. The anode potential with respect to the potential of zero charge (PZC),

viz., discharged electrode, for the OE and IL supercapacitors shows nearly

an identical behavior; it increases almost linearly with the % oxidation of

the GO electrodes. By contrast, δ∆Φcathode—the magnitude of the cath-

ode potential with respect to PZC—shows a markedly different behavior

between the IL and OE. Specifically, δ∆Φcathode for the IL supercapacitor

increases rapidly from 0 to 25 % oxidation, whereas it decreases slightly

for the OE supercapacitor. Above 30 %, OE exhibits more rapid increase

in δ∆Φcathode than IL.
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Figure 9.2: The total electric potential drop (a), δ∆Φcell, of IL supercapaci-

tor (open circle) and OE supercapacitor (filled triangle) vs. % oxidation and

the total capacitance (b), ctotS , converted from δ∆Φcell. The open triangle is

plotted for σS =±0.215 e nm−2 case. The potential drop of the half cell, the

anode (c) and the cathode (d), δ∆Φhalf vs % oxidation. Error bars mark

±σ, where σ is one standard deviation.

9.2 Hydrogen bonding at the screening zone

The cathode-anode asymmetry in the half cell potential is usually ascribed

to differing screening ability of ions, which depends on factors, such as

ion size, shape and charge distribution. [91,98–100,135] While previous compu-

tational works focused mostly on counter-ions and their influence on the
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cathode-anode asymmetry, our prior analysis has suggested the importance

of co-ions for IL. [57] A recent NMR study of microporous carbon superca-

pacitors also indicates that co-ions can contribute to electrode screening by

“desorbing” from the electrode. [136] Here we examine respective roles played

by counter-ions and co-ions in electrode charge screening. In order to do so,

we analyze numbers of cations and anions (and also CH3CN molecules in

the case of OE) in the screening zone (SZ), defined as the interfacial elec-

trolyte region in which the ion number difference between the counter-ions

and co-ions is the same as the magnitude of the electrode charge in units of

e. [98]

The MD results for the ion population in SZ in the IL and OE superca-

pacitors are displayed in Figures 9.3 and 9.4, respectively. We first consider

the IL case. For the discharged IL supercapacitor (Figure 9.3a), the numbers

of the cations and anions in SZ do not vary with the degree of electrode

oxidation. Because of local electroneutrality, the cation and anion popula-

tions in SZ are nearly the same. When the electrodes become charged, the

populations of the counter-ions and co-ions in SZ increase and decrease,

respectively, as expected. However, there is a notable disparity between the

cathode and anode. Reorganization of ion populations in SZ in response to

electrode charging occurs mainly via increase in counter-ions (BF –
4 ) near

the anode (Figure 9.3c), whereas both the counter-ions, EMI+, and co-ions,

BF –
4 , make important contributions at the cathode (Figure 9.3d). The im-

portant role played by BF –
4 in screening the cathode charge as co-ions in

IL was also noted in our prior study. [57]

The situation is quite different for OE and several features are notewor-

§Adapted from Figure 4 of Ref. 57 with permission.
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Figure 9.3: IL supercapacitor: (a) Number of molecules in the screen-

ing zone of the discharged cell. (b) Number of anions hydrogen bonded,

NH-bond, to OH groups of the electrodes.§ (c-d) The change over charging

in the number of molecules in the screening zone is defined as δNSZ
α =

NSZ
α,charged − NSZ

α,discharged. The screening zone is defined to make difference

in δNSZ
α between the cation and the anion is 5, which ranges from ∆z ≤

2.7 nm (0%) to ≤ 2.5 nm (100%). See details in Table B.1.

thy. First, there is no appreciable ion population in the SZ of the discharged

OE capacitor at 0 % oxidation because the ion concentration of OE is very

low, compared to IL; thus the SZ is populated almost exclusively by ace-

tonitrile (Figure 9.4a). Second, as the electrode becomes more oxidized by

66



 0

 15

 0  20  40  60  80  100
 0

 60

N
αS

Z

N
(C

H
3
C

N
/A

ll
)

S
Z

% Oxidation

(a) discharged

α = Cation
Anion

CH3CN
All

 0

 12

 0  20  40  60  80  100

N
H

−
b

o
n

d

% Oxidation

(b) discharged Anion
CH3CN

−15

 0

 15

 0  20  40  60  80  100

δ
N

S
Z

α

% Oxidation

(c) anode, +5e

−15

 0

 15

 0  20  40  60  80  100

δ
N

S
Z

α

% Oxidation

(d) cathode, −5e

Figure 9.4: OE supercapacitor: (a) Number of molecules in the screening

zone of the discharged cell. (b) Number of electrolyte species hydrogen

bonded, NH-bond, to OH groups of the electrodes. (c-d) The change over

charging in the number of molecules in the screening zone is defined as

δNSZ
α = NSZ

α,charged−NSZ
α,discharged. The screening zone is defined the same as

in the IL case, Figure 9.3. See details in Table B.1.

adding OH groups to the graphene surface, the ion densities in the SZ ini-

tially grow, while acetonitrile shows the opposite trend. The formation of

hydrogen bonds between the anions and the electrode OH groups is mainly

responsible for the anion density increase (Figure 9.4b). This in turn in-

creases the cation population in SZ to meet the local electroneutrality con-
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dition. Beyond ∼ 20 % oxidation, however, the number of anion-OH hydro-

gen bonds decreases analogous the IL case (Figure 9.3b). This is attributed

to increasing steric hindrance between the anions and OH groups. [57] This

results in the reduction of the anion and thus cation populations in the SZ.

Our results indicate that the specific interactions between the GO surface

and ions play a central role in determining the ion populations in SZ for the

discharged OE supercapacitor.

Response of OE to electrode charging shows an interesting cathode-

anode asymmetry, which is different from IL. At the anode, the ion density

reorganization in SZ is effected primarily via the increase of counter-ions

BF –
4 (Figure 9.4c). The exception is ∼ 10–30 % oxidation, where EMI+ as

co-ions also make a significant contribution presumably because the reor-

ganization ability of BF –
4 is restricted due to the formation of a maximum

number of hydrogen bonds with electrode OH groups. Nevertheless, the an-

ion dominance in the ion density reorganization near the anode of the OE

supercapacitor is similar to the IL case in Figure 9.3c.

By contrast, the reorganization mechanism of ion populations near the

cathode of the OE supercapacitor varies with the electrode oxidation. Near

the 0 % oxidation, the counter-ions, EMI+, are mainly responsible for ion

density change in SZ, i.e., reorganization occurs via the influx of EMI+ into

SZ, induced by Coulomb attraction. Since co-ions BF –
4 are nearly absent

in the SZ in the discharged case, they cannot contribute to screening of the

negatively-charged cathode. As the electrode oxidation level increases, the

co-ions play a progressively more important role because the BF –
4 popu-

lation in SZ grows due to hydrogen-bonding interactions with OH groups

of the cathode. As a result, between ∼ 20 and ∼ 80 % oxidation, both
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cations and anions make a significant contribution to charge reorganiza-

tion by moving into and moving out of the SZ region, respectively. As

the cathode becomes further oxidized, the counter-ions become dominant

again because of the significant lowering of the co-ion population. The GO

oxidation-dependent co-ion contribution to the cathode screening of the OE

supercapacitor is the major difference from the IL supercapacitor.

The analysis above sheds illuminating light on the disparity between the

cathode and anode and the similarities and differences of the IL and OE. As

noted above, the screening at the anode is mainly governed by BF –
4 through

their population enhancement in SZ for both the IL and OE supercapacitors.

This probably explains the similarity of δ∆Φanode between the IL and OE

supercapacitors (δ∆Φcathode). Furthermore, one can easily imagine that the

anion density enhancement in response to the anode charging will become

more difficult as more OH groups are added to the electrode surface. The

presence of hydrogen-bonded anions and steric hindrance of OH groups

provide a more rigid environment for new incoming anions to enter the SZ

region as well as for existing anions to approach the electrode closely than

the pure graphene electrode with no OH groups. As such, the screening

efficiency of anions decreases with the increasing electrode oxidation. [57]

This explains near linear increase of δ∆Φanode in Figure 9.2c.

At the cathode, both cations and anions contribute to ion density reor-

ganization in SZ for the IL supercapacitor as explained above. Therefore,

upon charging, many anions (which are co-ions in this case) will move away

from the cathode and out of the SZ. In the case of the oxidized cathode,

this will involve breaking of several anion-OH hydrogen bonds. For pure

graphene, on the other hand, the reorganization of anions would be much
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easier because of the absence of hydrogen bonds. This difference in ease of

ion reorganization is the likely reason for the abrupt increase in δ∆Φcathode

and thus a large drop in screening efficiency from 0 to 5 % oxidation for the

IL supercapacitor. Since the degree of anion hydrogen-bonding increases

with the electrode oxidation up to ∼ 20 %, so does δ∆Φcathode. At high

electrode oxidation, a widening gap of double layers caused by steric hin-

drance arising from OH groups is believed to be mainly responsible for the

δ∆Φcathode trend. [57]

In the case of the OE supercapacitor, the BF –
4 population near the

electrode increases with the electrode oxidation in the low oxidation re-

gion (Figure 9.4a) thanks to the hydrogen-bond formation (Figure 9.4b) as

noted above. Thus while the individual ions’ reorganization ability may de-

crease, the number of anions that can contribute to the anode screening as

co-ions increases with electrode oxidation. The initially decreasing trend of

δ∆Φcathode in OE in Figure 9.2d indicates that the latter aspect, not shared

by IL, is more dominant than the former. The large gap in δ∆Φcathode be-

tween the IL and OE supercapacitors at 0 % oxidation is attributed to the

lack of the BF –
4 contribution due to its vanishing population in SZ of the

OE supercapacitor. For & 60 % oxidation, δ∆Φcathode in OE increases more

rapidly than that in IL because the BF –
4 population in SZ of OE decreases

with increasing electrode oxidation (Figure 9.4a), another feature absent in

IL (Figure 9.3a).
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9.3 Screening by cations and anions at the screen-

ing zone

Our analysis thus far is based on the anion and cation numbers in SZ and

their changes in response to electrode charging. For additional insight, we

investigate how individual ionic species influence the system electric po-

tential and screen the electrode charges. To do so, we consider the electric

potential change due to the reorganization of species α

δΦα(z) = −4π

∫ z

−∞
dz′(z − z′) δρ̄α(z′) ;

δρ̄α(z) ≡ ρ̄α,charged(z)− ρ̄α,discharged(z) . (9.4)

It should be noted that Eq. (9.4) satisfies the Poisson equation for individual

ionic species because their total charges are conserved∫ ∞
−∞

dz δρ̄α(z) =

∫ ∞
−∞

dz ρ̄α,charged(z) −
∫ ∞
−∞

dz ρ̄α,discharged(z) = 0 . (9.5)

The results are displayed in Figures 9.5 and 9.6. For convenience, we

shifted δΦα(z) near the anode and cathode differently, viz., δΦα(z = −z0) =

0 near the anode and δΦα(z = z0) = 0 near the cathode. With the neglect

of OH groups, the electric potential arising from the electrode charges is

a linearly decreasing function of z, i.e., Φelectrode(z) = −4πσSz. Therefore

a rapid rise (drop) in δΦα(z) near the anode (cathode) as z increases (de-

creases) from −z0 (z0) represents an efficient screening of the anode (cath-

ode) charges by α. If we measure the contribution of species α to screening

by the difference of δΦα(z) at the electrode and at the screening zone

δ∆ΦSZ
α ≡ δΦα(z = z

(+)
SZ )− δΦα(z = −z0) (anode) ;

≡ δΦα(z = z0)− δΦα(z = z
(−)
SZ ) (cathode) , (9.6)
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Figure 9.5: Profiles of electric potential due to each species of electrolyte

near the anode (a) and near the cathode (b) in the IL supercapacitors. At

the cathode with intermediate oxidation the same charge ion, anion, screens

better than the opposite charge ion, cation.

the behavior of δ∆ΦSZ
α as the electrode oxidation changes closely mirrors

that of δNα
SZ for both the IL and OE supercapacitors. (see Figures 9.7

and 9.8) Furthermore, the ratio of δ∆ΦSZ
cation and δ∆ΦSZ

anion is quite similar

to that of δN cation
SZ and δNanion

SZ , irrespective of the electrode oxidation. This

indicates that the ion number change of SZ analyzed above provides a simple

but reliable measure to quantitate the screening efficiency of ions.

With this in mind, we first consider the results for the IL supercapacitor
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Figure 9.6: Profiles of electric potential due to each species of electrolyte

near the anode (a) and near the cathode (b) in the OE supercapacitors. At

the cathode the same charge ion, anion, screens better than the opposite

charge ion, cation except at the neat graphene electrode (0%).

in Figure 9.5. Regardless of the electrode oxidation level, δΦα(z) of the

anion shows a more rapid rise near the anode and a more rapid drop near

the cathode than that of the cation. This shows clearly that for the IL

supercapacitor, the anions screen electrode charges better than the cations

whether it is the anode or the cathode. [57] We also notice that δ∆ΦSZ
anion at

the cathode changes significantly from ∼ 2.5 to ∼ 2.1 V as the electrode

oxidation increases from 0 % to 10 %. This confirms that the rapid change
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Figure 9.7: −δNSZ
cation and δNSZ

anion, at the anode (a) and at the cathode (b) of

the IL supercapacitor, respectively corresponding to the screening potential,

δ∆ΦSZ
cation and δ∆ΦSZ

anion at the anode (c) and at the cathode (d). δNSZ
anion

and δ∆ΦSZ
anion show very similar behavior with respect to the oxidation, but

those of the cation show less similar than the anion.

in the cathode potential from 0 to ∼ 10 % oxidation arises primarily from

the anion reorganization, i.e., its vacating the SZ, in the IL supercapacitor.

Variations of δΦα(z) with electrode oxidation for the OE supercapacitor

in Figure 9.6 are more complicated than the IL supercapacitor. Nonetheless,

the trends of δΦα(z) variations, e.g., total dominance of cations in cathode

screening at 0 % and high oxidation, closely mirror those of δNSZ
cation and
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Figure 9.8: −δNSZ
cation and δNSZ

anion, at the anode (a) and at the cathode

(b) of the OE supercapacitor, respectively corresponding to the screening

potential, δ∆ΦSZ
cation and δ∆ΦSZ

anion at the anode (c) and at the cathode (d).

|δNSZ| of the anion and the cation shows very similar behavior to δ∆ΦSZ

with respect to the oxidation. It is notable that for IL capacitor (Figure 9.7)

−δNSZ
cation and δ∆ΦSZ

cation does not show as strong correspondence as those of

the anion. δ∆ΦSZ in the OE supercapacitor depends on δNSZ more strongly

than in the IL supercapacitor

δNSZ
anion. This demonstrates that ion number changes in SZ, δNSZ

α , provide a

simple but reliable measure to characterize the screening efficiency of ions.

One counter-intuitive aspect is that though small, co-ions make a negative
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contribution to electrode screening in some cases, viz., cathode at 0 % and

anode at 60 and 100 % oxidation. A small increase in the co-ion population

in SZ, induced by large enhancement of the counter-ion population upon

electrode charging, is responsible for this behavior (cf. Figure 9.4c and 9.4d).

Now, we apply the direct screening potential to the asymmetric po-

tential at both electrodes shown in Figures 9.2c and 9.2d. We ascribe the

similar trend in δ∆Φanode of both supercapacitors to having the same main

screening species, anion. Its monotonic increase with oxidation is induced by

increasing hydroxyl groups, which hinders ions from reorganize and widens

the screening zone. The difference between both supercapacitors are due to

the cathode. At 0% oxidation, the IL supercapacitor shows a better screen-

ing ability than the OE because the former has the cation while the latter

the anion as their major screening species. At the intermediate oxidation,

5 – 60%, both show the similar trends as having the same major species,

anion. The cation has diffuse partial charges and bulky structure, and the

anion has more concentrated partial charges and compact structure (see

Figure 8.1). As suggested in previous studies, [91,98–100,135] we again ascribe

the difference to the molecular geometry and the packing ability, but we

apply it to the potential difference with charging, not to the charged elec-

trode only. It is notable that this simple explanation can still be employed

to the EDLC systems with more complex GO electrodes.

Finally, we make a brief contact with experiments. While several mea-

surements [61–67] indicate that oxygen-containing functional groups in GO

reduce capacitance in accord with our results, some others suggest the op-

posite. [59,60,113,114] One possible explanation for this disagreement is rough

structure of multi-layered GO, in which ions can be intercalated. According
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to several MD studies, confinement of ions in microporous environments

can enhance the capacitance. [104,106,137–139] Pseudo-capacitance is another

possibility, especially in the case of aqueous electrolytes. [59] For electrode

screening by co-ions, our results are in good agreement with a recent exper-

imental finding that anions can desorb from the cathode upon charging. [136]
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Chapter 10

Conclusions

We studied the electric double layer capacitor composed of graphene ox-

ide electrodes in the parallel plate configuration with pure IL electrolyte

and organic electrolyte of IL via molecular dynamics simulation. The area-

specific capacitance of the OE supercapacitor does not vary considerably

with the oxidation of the GO electrodes until intermediate oxidation, but it

monotonically decreases as the oxidation further increases. The difference

between the IL supercapacitor and the OE supercapacitor is the most no-

ticeable at lowest oxidation of GO, 0%, where the capacitance of the latter

is 20% lower than that of the former, and it is dominated by the cathode

capacitance.

Interestingly, BF –
4 , the counterion, is the key species in screening abil-

ity at the cathode of oxidized electrodes in both IL and OE supercapac-

itors, and hydrogen bonding induces this unexpected result. For the OE

supercapacitor, BF –
4 ions play an important role in screening cathode

charges except at very low or high oxidation. Their population enhancement

through hydrogen-bond formation with GO hydroxyl groups, compared to
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pure graphene or fully oxidized GO, enables BF –
4 ions to screen negative

cathode charges by leaving SZ in response to charging. By contrast, at 0 %

and 80–100 % oxidation, EMI+ ions play a central role by moving into SZ

of the cathode upon charging; anions are largely unavailable for screening

because of their very low population in SZ prior to charging. This oxidation-

dependent screening mechanism at the cathode is the main difference from

the IL supercapacitor, for which BF –
4 ions are the main contributor to

cathode charge screening in the entire oxidation range. For anode charge

screening, counter-ions BF –
4 ions play a major role for both IL and OE

supercapacitors (with the exception of the OE supercapacitor at 10 % ox-

idation). By replacing hydroxyl groups with epoxide groups, having less

capability of hydrogen bonding, the capacitance in the OE supercapacitors

are expected to show significantly less capacitance than the IL supercapac-

itors. [116–118]

Our results indicate that BF –
4 show a better screening efficiency than

EMI+ probably because BF –
4 are more compact and symmetric in molec-

ular shape and charge distribution. The ability of ions to interact with GO

electrodes through, e.g., hydrogen-bonding, also plays an important role,

especially in OE. This opens up the possibility of optimizing screening of

the cathode and anode charges separately via differing functionalizations of

electrode materials and/or by using mixture electrolytes.
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Appendix A

Supplementary materials for rotational

diffusion calculation in Part I

A.1 Method of ∆φ(t′, t′′) calculation

The angular displacement of j-th cation from t = t′ to t′′ is calculated with

∆φj(t
′, t′′) =

∫ t′′

t′
dtωj(t) =

n−1∑
k=0

δtωj(t
′ + kδt), (A.1)

where

ωj(t) =
r
(rel)
j (t)× v

(rel)
j (t)

d2
j

(A.2)

is the instantaneous angular velocity of the j-th cation, and t′′ − t′ = nδt,

and r
(rel)
j (t) and v

(rel)
j (t) are the position and the velocity of the reduced

mass of the j-th cation at time t, and dj is its bond length.

For calculating the MSAD, we made a trajectory saved every time step,

dt = 0.0004 or 2 fs, the time step for MD integrator, thus the shortest time

interval, but at low temperatures we took longer time intervals, δt, for the

∆φ integration, for example, we used 100 fs for δt at T = 0.29 UCM.
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Figure A.1: MSAD of UCM at T = 0.29. δt = 2 fs, 10 fs, 100 fs, 1 ps,

and 10 ps (from left to right increasing δt). The first thee curves collapse.

For comparison the MSD of translational motion is plotted with the orange

curve.

With longer δt (> dt = 2 fs), we used the alternate equation,

∆φj(t
′, t′′) =

n−1∑
k=0

δtωj(t
′ + kδt), (A.3)

where

ωj(t) =
ûj(t)× ûj(t+ δt)

δt
(A.4)

is the average angular velocity during δt, where ûj(t) is the orientational

vector of the j−th cation at time t. With δt = dt, the Eq. (A.4) becomes
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Eq. (A.2), and the two Eqs. are equivalent.

A.2 Dependence of the time interval on ∆φ(t′, t′′)

Figure A.1 is the plot of MSAD of UCM at T = 0.29 with δt = 2 fs

(green), 10 fs (blue), 100 fs (red), 1 ps (magenta), and 10 ps (cyan), and the

three shortest δt cases overlap with each other. With the longer δt (≥ 1 ps)

the MSAD shows longer subdiffusive regime. The stacking of small angular

displacements in librational motion contributes less with the longer δt, and

it takes more time for it to reach diffusive regime.

We used the MSAD results with δt = 100 fs at the lowest temperature

for all the systems in this study. Although DR is estimated smaller with

longer δt, the MSAD results with δt ≤ 100fs are believed to be reliable.

The DSE relations in our systems break down much more severely than

the breakdown of the SE relation at low temperatures (see Figure 5.7).

Because τR is calculated correctly, we suspect that DR is calculated much

greater than expected from the DSE relation, compared to the amount

of decoupling in translational SE relation. We would have obtained less

severe decoupling of DSE relation with less DR if we had used coarser time

intervals, δt ≥1 ps, of integration.

With the finest δt at all temperatures, however, we would not obtain

less severe decoupling of DSE relation than shown in Figure 5.7 because DR

tends to have greater value with shorter δt, and MSAD converges at δt = 100

fs, which is the longest time interval for integration in our study. Therefore,

the interestingly severe decoupling of DSE relation is thus technically quite
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a reliable result. The physics underneath it, however, is yet to be looked

into more deeply.

We believe that diffusion in both translation and rotation occurs with

occasional jumps, or excitations. Refs. [8,42] manifested this phenomenon

in translational motion of spin models and an atomistic model. Because we

can observe the subdiffusive behavior even with the finest time interval, δt =

2fs, in Figure A.1, we also expect that the angular jumps can be observed

in ∆φ, but rather continuous, not as abrupt as the translational ones.

Concerning the angular jumps, longer time interval, δt ≥1ps, would

make them to seem abrupt. A proper coarse-graining in time scale could

be one way of circumventing this breakdown, but we are not sure if it will

be proper or just arbitrary a coarse-graining. We are planning to study on

this. Moreover, as we indicated in Part I, because there is no other way, at

the present, of calculating angular displacement unboundedly, we adopted

this definition for angular displacement.
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Appendix B

Supplementary materials for Part II

B.1 Screening zone in the supercapacitors

We introduce the number of ions (or molecules) contained inside the elec-

trolyte volume from the electrode to position z as

Nα,σ(z) ≡ A0

∫ z

−z0
dz′ n̄α,σ(z′) (anode); (B.1)

≡ A0

∫ z0

z
dz′ n̄α,σ(z′) (cathode), (B.2)

where n̄α,σ(z′) is the number density of species α (= cation or anion) at z′

averaged over x and y, σ denotes the charge state of the electrode (charged

or discharged) and A0 = 4x0y0 is the electrode surface area (see Figures B.3

and B.4). The center-of-mass position is employed to describe the loca-

tions of α. The change in Nα(z) with charging is defined by δNα(z) ≡
Nα,charged(z) − Nα,discharged(z). The number difference of the counter-ions
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and co-ions is

δ∆N (anode)
excess (z) = δNanion(z)− δNcation(z) (anode); (B.3)

δ∆N (cathode)
excess (z) = δNcation(z)− δNanion(z) (cathode), (B.4)

The screening zone, SZ, of a charged electrode is defined as the elec-

trolyte volume of z < z
(+)
SZ at the anode and z > z

(−)
SZ at the cathode, such

that

N0 = δ∆NSZ
excess = δ∆N (anode)

excess (z
(+)
SZ ) (anode) ; (B.5)

= δ∆N (cathode)
excess (z

(−)
SZ ) (cathode) , (B.6)

where N0 is the magnitude of the total charge of the charged electrode in

units of e. Thus the total charge of the charged electrode and its screening

zone is 0. For simplicity, we use NSZ
α,σ to denote the number of ions or

molecules of species α in the SZ (NSZ
α,σ ≡ Nα,σ(zSZ)), and δNSZ

α its change

with electrode charging (δNSZ
α = NSZ

α,charged −NSZ
α,discharged) (see Figures 9.3

and 9.4). We can measure the contribution of species α to screening by the

difference of δΦα(z) at the electrode and at z(±)
SZ

δ∆ΦSZ
α ≡ δΦα(z = z

(+)
SZ )− δΦα(z = −z0) (anode) ;

≡ δΦα(z = z0)− δΦα(z = z
(−)
SZ ) (cathode) . (B.7)

Here δΦα(z) (Eq. (9.4)) is the change in electric potential at z associated

with reorganization of species α in response to electrode charging.

MD results for δ∆Nα
excess(z) in the IL supercapacitor with N0 = 5 are

shown in Figure B.1. Intersections of δ∆Nα
excess(z) curves and the N0 = 5

horizontal line (dotted red line) satisfy Eqs. (B.3) and (B.4). We note that
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Figure B.1: Profiles of (a) δ∆N (anode)
excess (z) and (b) δ∆N (cathode)

excess (z) in the IL

supercapacitors with N0 = 5 at selected oxidations. The locations zSZ are

marked as short vertical lines on the x-axis and compiled in Table B.1.

there are multiple intersections. This is due to alternating distributions of

cations and anions near the charged electrodes. [57] Among these, we choose

the smallest volume of the electrolyte that contains both counter-ions and

co-ions as SZ. Our MD results indicate that electric potential, though os-

cillatory, changes little beyond the SZ thus determined. We notice that

SZ generally increases as electrode oxidation increases (Figure B.1 and Ta-

ble B.1). This points to decreasing screening efficiency of electrolytes with

increasing electrode oxidation.
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Table B.1: The range of the screening zone of each oxidation, zSZ.¶

IL OE

Oxidation Anode Cathode Anode Cathode

0% −2.690 2.710 −2.675 2.690

5% −2.695 2.705 −2.640 2.620

10% −2.675 2.690 −2.615 2.630

20% −2.660 2.650 −2.615 2.660

25% −2.620 2.645 −2.640 2.600

30% −2.635 2.635 −2.585 2.560

40% −2.575 2.610 −2.560 2.535

60% −2.550 2.575 −2.555 2.485

70% −2.560 2.555 −2.480 2.545

80% −2.530 2.555 −2.505 2.485

100% −2.530 2.565 −2.480 2.500

¶Units: nm.
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Figure B.2: Number densities in the IL supercapacitors (units: nm−3,

Ref. [57]). The upper and middle panels of each column show, respectively,

the discharged and charged cases while their difference is shown in the lower

panel.
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Figure B.3: Charge densities in the IL supercapacitors (units: nm−3,

Ref. [57]). The upper and middle panels of each column show, respectively,

the discharged and charged cases while their difference is shown in the lower

panel.
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B.3 Charge density profiles
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Figure B.5: Overall charge densities (enm−3) in the OE supercapacitors near
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Figure B.6: Charge densities (e/nm3) of (a) acetonitrile, (b) cations+anions,

(c) cations, and (d) anions in the OE supercapacitors.
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Comparison of right columns of Figure B.6b and c shows that the charge

density profile of cations near cathode is quite different from that of cations

and anions combined except for the 0% case. The charge density profile of

anions near anode, on the other hand, is nearly the same as that of cations

and anions combined (cf. left columns of Figure B.6b and d).
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B.4 Orientation of molecules
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Figure B.7: Probability distribution P (θ) of (a) EMI+ and (b) CH3CN ori-

entations in the first layer with the same criteria in Figures 9.3 and 9.4.

For the discharged case, we use an average value between z
(+)
SZ and

z
(−)
SZ : ∆z < z

(discharged)
SZ , where ∆z is the distance from the electrode, and

z
(discharged)
SZ = (−z(+)

SZ + z
(−)
SZ )/2. P (θ) is normalized as

∫
P (θ) dθ = 1. In (a),

θ is the angle between the normal to the electrode surface and the normal

to the EMI+ ring. Thus θ = 0◦ represents the ring orientation parallel to

the electrode surface. In (b), θ is defined as the angle between the normal to

the electrode surface and the direction from the cyano carbon to the methyl
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carbon of acetonitrile. As θ approaches 0◦, acetonitrile becomes perpendic-

ular to the electrode surface with its N atom facing the electrode. At 180◦,

the orientation of N is toward the bulk solvent.
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B.5 Electric potential profiles
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Figure B.8: MD results for δΦα(z) in Eq. (9.4). In the OE capacitor in

(b), δΦcation(z) and δΦanion(z) show a nonlinear behavior, especially in the

region near z = 0, probably due to low ion concentration. The electric

potential difference of the anode and the cathode due to electrode charges

±5e ranges from ∼ −51.2 V at 0% to −49.8 V at100% oxidation.
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국문초록

이온성액체는양이온과음이온만으로이루어진유기용매이다.양이온은크고

복잡한 분자구조를 갖기 때문에 상온에서도 액체로 존재한다. 이 논문에서는

분자동역학 시뮬레이션 방법을 통하여 이온성 액체의 동역학적 특성 중 과냉

각 액체로서의 특성인 동역학적 불균일성과 이온성 액체가 전해질로 사용된

초고용량 축전기(supercapacitor)에 대한 응용적인 측면을 연구하였다.

먼저, 이온성 액체 분자 안의 전하분포와 거리척도에 따라 동역학적 불균

일성이 어떻게 변화하는 지 연구하였다. 다른 전하분포를 갖는 이온성 액체

모형 두 가지와 구조는 같고 전하가 제거된 모형을 도입하여 전하 분포에 따

른 차이를 확인한다. 한 이온성 액체 모형(대칭전하모형, SCM)에는 전하가

고루분포하고,다른모형(비대칭전하모형, ACM)에는전하가한쪽에만분포

한다. 모든 모형에서 불균일한 동역학적 동태를 보임을 확인하였다. 동역학적

불균일성은 유리상 전이를 이해하는 데 중요한 역할을 하는데, 이 연구에서

는 네시점상관함수를 도입하여 동역학적 불균일성의 시간척도(τdh)를 이온성

액체에서는 처음으로 정량적으로 계산하였다. 동역학적 불균일성의 시간척도

가 구조완화시간(τα)과 보편적인 거듭제곱 법칙(τdh ∝ τ ζdhα )을 보이며, 확산

과정과 탈결합 현상을 보인다. 비대칭전하모형이 걷보기에 동역학적으로 더

불균일한 것처럼 보이나, 거듭제곱 법칙의 지수(ζdh)가 모든 모형에서 동일한

값(1.2)을 갖는다. 이에 따라 정전기적 상호작용보다 근거리 상호작용에 좌
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우됨을 확인하였다. 뿐만 아니라, 거리척도에 대해서도 이 거듭제곱 법칙은

일정하게 유지되어 Fick의 법칙이 성립하는 거리척도에서도 동역학적 불균일

성이 사라지지 않는 특이한 결과를 발견하였다.

또한, 이온성 액체 전해질과 산화그래핀 전극으로 이루어진 초고용량 축

전기의 물성을 연구하였다. 전기이중층 축전기, 또는 초고용량 축전기는 높은

전력밀도와 적당한 에너지밀도를 갖는 에너지 저장장치이다. 이 논문에서는

평행한 산화그래핀 전극 사이에 아세토니트릴에 이온성 액체가 섞인 전해질

이있는전기이중층축전기모형으로부터그래핀의산화도와전해질의종류에

따라 축전용량과 같은 특성이 달라지는 원인이 분자 수준의 상호작용에 있고,

특히 수소결합이 중요한 역할을 함을 규명하였다.

주요어: 이온성 액체, 동역학적 불균일성, 유리 동역학, 전기이중층, 초고용량

축전기, 산화그래핀

학번: 2008-20323
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