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Abstract

Let Uq(g) be one of the quantum generalized Kac-Moody algebras and let

V (Λ) be integrable highest weight Uq(g)-module with highest weight Λ. We

prove that V (Λ) can be categorified from the cyclotomic quiver Hecke algebra

RΛ and supercategorified from the cyclotomic quiver Hecke superalgebras

RΛ. Moreover, since U−q (g) is the projective limit of V (Λ), U−q (g) can also

be categorified via the quiver Hecke algebra R and supercategorified via the

quiver Hecke superalgebras R.

Key words: categorification, perfect basis, quantum generalize Kac-Moody

algebras, quiver Hecke algebras, quiver Hecke superalgebras, supercategori-

fication

Student Number: 2007-20281
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Chapter 1

Introduction

The Grothendieck group [C ] of abelian category C is the abelian group gen-

erated by [X] (X is an object of C ) with the defining relations:

if 0→ X ′ → X → X ′′ → 0 is an exact sequence, then [X] = [X ′] + [X ′′].

We say that an algebra A categorifies an algebra (or a module) B if the

Grothendieck group of some A-module category C is isomorphic to B ([6, 9]).

More precisely, elements of B replaces by modules in C , functions on B by

functors on C and relations between functions on B by natural isomorphisms

between functors on C :

B
' //

categorification

++

[C ]
some A-module

category C

taking

Grothendieck group
oo .

The process of taking Grothendieck group can be understood as a ”extracting

information”, since we do not consider the module itself, but the composition

series of the module. In this situation, we say that B is embedded properly

in C . Thus, the category C has rich structure comparing with B.
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CHAPTER 1. INTRODUCTION

With a similar picture, we have understood the quantization of Kac-

Moody algebras:

Kac-Moody

algebra U(g)
' //

quantization

((

U1(g)
quantum Kac-Moody

algebra Uq(g)

1←qoo .

In [27], Lascoux-Leclerc-Thibon conjectured that the coefficients of Kashi-

wara’s lower global basis (=Lusztig’s canonical basis) of type A
(1)
`−1 tells us

the composition multiplicities of simple modules inside Specht modules over

Hecke algebras. In other word, they conjectured that the Grothendieck group

of modules over Hecke algebras might encode the information of the module

V (Λ0) over U(A
(1)
`−1).

Soon after, Ariki ([1]) stated and proved a generalization of the conjecture

by using the method of geometric representation theory and Specht module

theory. More precisely, he showed that

(Ar1) the Grothendieck groups of the categories of finitely generated projec-

tive modules over affine and cyclotomic Hecke algebra H and HΛ are

isomorphic to U−Z (A
(1)
`−1) and V (Λ) for all integral dominant weight Λ,

respectively,

(Ar2) the set of isomorphism classes of projective indecomposable modules

corresponds to Kashiwara’s lower global basis (= Lusztig’s canoni-

cal basis) under the isomorphism, which implies the Lascoux-Leclerc-

Thibon conjecture.

We have referred this to as the Lascoux-Leclerc-Thibon-Ariki theory.

After that, many mathematicians tried to extend the Lascoux-Leclerc-

Thibon-Ariki theory to general settings, such as Kac-Moody algebras for

other types, quantum Kac-Moody algebras and variants of (quantum) Kac-

Moody algebras. In [4], Brundan and Kleshchev proved that, when the

defining parameter is primitive (2`+1)-th root of unity, the crystals consisting

of simple modules over affine and cyclotomic Hecke-Clifford superalgebras are

isomorphic to the crystal B(∞) and B(Λ) of type A
(2)
2` . In [32], Tsuchioka

2



CHAPTER 1. INTRODUCTION

proved a similar results for type D
(2)
`+1 by considering affine Hecke-Clifford

superalgebras when the defining parameter is a primitive 2(`+ 1)-th root of

unity. However, they only gave isomorphisms in the level of crystals.

In 2008, Khovanov and Lauda ([24, 25]) and Rouquier ([33]) indepen-

dently introduced certain graded algebras which depend on the root system

R =
⊕

β∈Q+ R(β), called the Khovanov-Lauda-Rouquier algebras or quiver

Hecke algebras, which is a breakthrough in many aspects. Comparing with

previous results on the categorification theory, the quiver Hecke algebras

provide categorifications of quantum Kac-Moody algebras corresponding to

arbitrary symmetrizable Cartan datum. More precisely, for each Cartan da-

tum, we can define the quiver Hecke algebra R such that

U−A (g) ' [Proj(R)] =
⊕
β∈Q+

[Proj(R(β))],

where U−A (g) is the integral form of the negative part U−q (g) of Uq(g) with

A = Z[q, q−1] and [Proj(R)] is the Grothendieck group of the category of

finitely generated graded projective R-modules (cf. (Ar1)). When the gen-

eralized Cartan matrix is symmetric, Varangnolo and Vasserot ([34]) proved

that the set of isomorphism classes of projective indecomposable modules in

[Proj(R)] corresponds to Kashiwara’s lower global basis (= Lusztig’s canoni-

cal basis) under this isomorphism (cf. (Ar2)). The quiver Hecke algebra R has

a special quotient, the cyclotomic quiver Hecke algebra RΛ =
⊕

β∈Q+ RΛ(β)

for each dominant integral weight Λ. In [24], Khovanov and Lauda stated a

conjecture, which is now referred to as the cyclotomic conjecture, that

V −A (Λ) ' [Proj(RΛ)] =
⊕
β∈Q+

[Proj(RΛ(β))],

where V −A (Λ) is the UA(g)-module generated by vΛ. At the level of crystal,

Lauda and Vazirani ([28]) proved this conjecture for all types; i.e., the set of

all isomorphism classes of irreducible modules has a crystal structure which

is isomorphic to B(Λ). For A
(1)
`−1 and A∞ cases, Brundan and Kleshchev

proved this conjecture by constructing an isomorphism between RΛ and HΛ

as graded algebras ([5]). Finally, Kang and Kashiwara ([14]) proved this

conjecture for all types by investigating the properties of RΛ itself. In their

proof, the main difficult steps were showing the following:

3



CHAPTER 1. INTRODUCTION

(KK1) The functors EΛ
i and FΛ

i corresponding to the Chevalley generators ei
and fi are well-defined on Proj(RΛ),

(KK2) The commutation relation derived from the natural isomorphisms be-

tween the functors EΛ
i and FΛ

i satisfies the axiom of sl2-categorification

developed by Chuang and Rouquier [7].

In [19], Kang, Oh and Park extended the study of the quiver Hecke alge-

bras to the case of generalized quantum Kac-Moody algebras. In that paper,

introducing the polynomial Pi for each index i, they defined the generalized

Khovanov-Lauda-Rouquier algebras or generalized quiver Hecke algebras R

which categorify the integral form of the negative half of generalized quan-

tum Kac-Moody algebras corresponding to the Borcherds-Cartan data. In

[15], Kang, Kashiwara and Oh proved the cyclotomic theorem in this case.

In [17], Kang, Kashiwara and Tsuchioka introduced a new family of

graded superalgebras R, called the quiver Hecke superalgebras, which can

be understood as the super-version of the quiver Hecke algebras. Moreover,

they proved that quiver Hecke superalgebras are weakly Morita superequiv-

alent to affine Hecke-Clifford superalgebras after suitable completions. Since

the quiver Hecke superalgebras has a natural (Z×Z2)-grading, the Z-graded

module category over R has a natural supercategory structure with endofunc-

tor Π induced by parity involution φR on superalgebras. As in non-super case,

we say that a superalgebra A supercategorifies an algebra (or a module) B
if the Grothendieck group of some A-module supercategory is isomorphic to

B. Recently, Kang, Kashiwara and Oh ([16]) proved that quiver Hecke su-

peralgebras and their cyclotomic quotients supercategorify U−A (g) and VA(Λ),

respectively.

In this thesis, we will show that

• U−A (g) ↪→ [Proj(R)] and hence [Rep(R)] � U−A (g)∨,

U−A (g) ' [Proj(R)] and [Rep(R)] ' U−A (g)∨ if aii 6= 0 for all i ∈ I,

• VA(Λ) ' [Proj(RΛ)] and VA(Λ)∨ ' [Proj(RΛ)] if aii 6= 0 for all i ∈ I,

where

4



CHAPTER 1. INTRODUCTION

(a) U−A (g)∨ and VA(Λ)∨ are dual of U−A (g) and VA(Λ), respectively,

(b) R is the quiver Hecke algebra associated with the Borcherds-Cartan da-

tum and aii is the (i, i)-entry of the Borcherds-Cartan matrix,

(c) [Rep(R)] and [Rep(RΛ)] are the Grothendieck group of the category of

finite dimensional graded R-modules and RΛ-modules, respectively.

To accomplish these goals, we will employ the framework given in [14, 15].

However, unlike those papers, we will use the perfect bases introduced by

Berenstein and Kazhdan ([2]). More precisely, introducing the notion of

strong perfect bases, we show that [Rep(R)] is isomorphic to U−A (g)∨ and

hence [Proj(R)] is isomorphic to U−A (g) by duality.

After that we will prove similar results for quiver Hecke superalgebras R.

Notice that, in this case, the Borcherds-Cartan datum is indeed the Cartan

datum and the Cartan matrix A is colored by Iodd.

This thesis is organized as follows. In Section 2.1 and 2.2, we recall the

definition of a generalized Kac-Moody algebras U(g), a quantum generalized

Kac-Moody algebras Uq(g) and some of their properties, which were proved

in [3, 13]. In Section 2.3, we recall the lower crystal basis theory for Uq(g)

developed in [12]. In Section 2.4, 2.5 and 2.6, we will develop the upper

crystal and upper global basis theory for Uq(g) and its modules, which implies

that existence of a perfect basis. In particular, we will give a characterization

of VA(Λ)∨ in terms of strong perfect bases (See Proposition 2.5.3).

In Section 3.1, we will give the definition of the quiver Hecke algebras R for

quantum generalized Kac-Moody algebras. In Section 3.2 and 3.3, we will

prove the Poincaré-Birkhoff-Witt-type basis for R by constructing faithful

representations of R. In Section 3.4, we will show that the categorical Serre

relations hold for [Proj(R)] and U−A (g)∨ is embedded properly in [Proj(R)]

if there exists an index i ∈ I such that aii = 0. In Section 3.5, we will

show that one can choose the set of isomorphism classes of irreducible R-

modules satisfying the axioms of strong perfect bases. In Section 3.6, we

define the simple root functors Ei, Fi and F i and prove the existence of

natural isomorphisms and short exact sequences, which play a crucial role in

categorification of R. In Section 3.7, we prove that the functors EΛ
i and FΛ

i

5



CHAPTER 1. INTRODUCTION

are well-defined on Proj(RΛ) and they satisfy the axiom of sl2-categorification.

In Section 3.8, we conclude that R and RΛ categorify the quantum generalized

Kac-Moody algebras and their integrable highest weight modules.

In Chapter 4, we will prove super-versions of results given in Chapter 3

via quiver Hecke superalgebras R. We will follow the same framework as in

Chapter 3. Thus we will sometimes omit the proof or only give a sketch of

the proof. However, working in the super case entails doing the following: (i)

in Section 4.1, we recall the notion of supercategories and superbimodules.

(ii) since all the categories dealt with in this chapter are supercategories,

we need to determine the effect of the endofunctor Π on the supercategories

(See Theorem 4.3.1). (iii) since R is a superalgebra, the Z2-grading must

be considered in each computation. Thus, in super case, computations are

generally much more complicated.

This thesis is based on the series of papers [15, 16, 18, 19]. The first two

papers are in collaboration with Seok-Jin Kang and Masaki Kashiwara. The

last two papers are jointly written with Seok-Jin Kang and Euiyong Park.

6



Chapter 2

Quantum generalized

Kac-Moody algebras

2.1 Generalized Kac-Moody algebras

In this section, we briefly recall the definition of generalized Kac-Moody

algebra associated with a Borcherds-Cartan datum and review its properties.

Let I be a countable (possibly infinite) index set. An integral square

matrix A = (aij)i,j∈I is called a Borcherds-Cartan matrix if it satisfies

(i) aii ∈ {2, 0, −2, . . .}, (ii) aij ≤ 0 for i 6= j, (iii) aij = 0 if aji = 0.

For i ∈ I, i is said to be real if aii = 2 and i is said to be imaginary if

aii ≤ 0. Set Ire = {i ∈ I | aii = 2} and I im = {i ∈ I | aii ≤ 0}. In this

paper, we assume that A is symmetrizable; i.e., there is a diagonal matrix

D = diag(di ∈ Z>0 | i ∈ I) such that DA is symmetric.

A Borcherds-Cartan datum (A,P,Π,Π∨) consists of

(i) a Borcherds-Cartan matrix A,

(ii) a free abelian group P , called the weight lattice,

(iii) Π = {αi ∈ P | i ∈ I}, called the set of simple roots,

(iv) Π∨ = {hi | i ∈ I} ⊂ P∨ := Hom(P,Z), called the set of simple coroots,

7



CHAPTER 2. QUANTUM GENERALIZED KAC-MOODY ALGEBRAS

satisfying the following conditions:

(a) 〈hi, αj〉 = aij for all i, j ∈ I,

(b) Π is linearly independent.

The weight lattice P has a symmetric bilinear pairing ( | ) satisfying

(αi|λ) = di〈hi, λ〉 for all λ ∈ P.

Therefore, we have (αi|αj) = diaij. We set P+ := {Λ ∈ P | 〈hi,Λ〉 ∈
Z≥0, for all i ∈ I}, which is called the set of dominant integral weights.

The free abelian group Q :=
⊕

i∈I Zαi is called the root lattice. Set Q+ =∑
i∈I Z≥0αi. For β =

∑
kiαi ∈ Q+, |β| :=

∑
i∈I ki is called the height of β.

Definition 2.1.1. [3] The generalized Kac-Moody algebra g associated with

a Borcherds-Cartan datum (A,P,Π,Π∨) is the Lie algebra over Q generated

by ei, fi (i ∈ I) and h ∈ P∨ satisfying the following relations:

(i) [h, h′] = 0, for all h, h′ ∈ P∨,

(ii) [h, ei] = 〈h, αi〉ei, [h, fi] = −〈h, αi〉fi for all h ∈ P∨,

(iii) [ei, fj] = δijhi for i, j ∈ I,

(iv) (adei)
1−aij(ej) = (adfi)

1−aij(fj) = 0 if i ∈ Ire and i 6= j,

(v) [ei, ej] = [fi, fj] = 0 if aij = 0.

We denote by U(g) the universal enveloping algebra of g and U+(g)(resp.

U−(g)) the subalgebra of U(g) generated by ei (i ∈ I) (resp. fi (i ∈ I)).

Definition 2.1.2. We define Oint to be the category consisting of U(g)-

modules V satisfying the following properties:

(i) V has a weight space decomposition with finite-dimensional weight

spaces; i.e.,

V =
⊕
µ∈P

Vµ with dimQ Vµ <∞,

where Vµ = {v ∈ V | h v = 〈h, µ〉v for all h ∈ P∨} ,

8



CHAPTER 2. QUANTUM GENERALIZED KAC-MOODY ALGEBRAS

(ii) there are finitely many λ1, . . . , λs ∈ P such that

wt(V ) := {µ ∈ P | Vµ 6= 0} ⊂
s⋃
i=1

(λi −Q+),

(iii) the action of fi on V is locally nilpotent for i ∈ Ire,

(iv) if i ∈ I im, then 〈hi, µ〉 ∈ Z≥0 for all µ ∈ wt(V ),

(v) if i ∈ I im and 〈hi, µ〉 = 0, then fiVµ = 0,

(vi) if i ∈ I im and 〈hi, µ〉 = −aii, then eiVµ = 0.

For λ ∈ P , a U(g)-module V which admits a weight space decomposition

is called a highest weight module with highest weight λ and highest weight

vector vλ if there exists a nonzero element vλ ∈ Vλ such that

(1) V = U(g)vλ, (2) hvλ = 〈h, λ〉vλ, (3) eivλ = 0 for all i ∈ I.

Let J(λ) be the left ideal of U(g) generated by ei, h − 〈h, λ〉1 for all i ∈
I, h ∈ P∨. Set M(λ) := U(g)/J(λ), which is called the Verma module.

Proposition 2.1.1. [3]

(a) M(λ) is a highest weight module with highest weight λ and highest weight

vector vλ := 1 + J(λ).

(b) M(λ) is a free U−(g)-module of rank 1 generated by vλ.

(c) Every highest weight U(g)-module with highest weight λ is isomorphic to

a quotient of M(λ).

(d) M(λ) has a unique maximal proper submodule R(λ).

If we set V (λ) :=M(λ)/R(λ), then V (λ) is the unique up to isomorphism

irreducible highest weight U(g)-module with highest weight λ.

9



CHAPTER 2. QUANTUM GENERALIZED KAC-MOODY ALGEBRAS

2.2 Quantum deformation

Throughout this section, we will deal with the quantum generalized Kac-

Moody algebra Uq(g). By taking the classical limit, the algebra Uq(g) can be

considered as a quantum deformation of U(g). Hence U(g) embedded properly

Uq(g) and Uq(g) has more algebraic information which reflect the properties

of U(g) and its modules. We mainly follow [12, 13].

Let q be an indeterminate and m,n ∈ Z≥0. Set

qi = qdi for i ∈ I.

If i ∈ Ire, define

[n]i :=
qni − q−ni
qi − q−1

i

, [n]i! :=
n∏
k=1

[k]i,

[
m

n

]
i

=
[m]i!

[m− n]i![n]i!
.

If aii < 0, set ci = −1

2
aii ∈ Z>0 and define

{n}i :=
qci·ni − q−ci·ni

qcii − q
−ci
i

, {n}i! :=
n∏
k=1

{k}i,
{
m

n

}
i

=
{m}i!

{m− n}i!{n}i!
.

If aii = 0, set cii = 0 and define

{n}i := n, {n}i! := n!,

{
m

n

}
i

=

(
m

n

)
.

Definition 2.2.1. [13] The quantum generalized Kac-Moody algebra Uq(g)

associated with a Borcherds-Cartan datum (A,P,Π,Π∨) is the associative

algebra over Q(q) with 1 generated by ei, fi (i ∈ I) and qh (h ∈ P∨) satisfying

following relations:

(i) q0 = 1, qhqh
′
= qh+h′ for h, h′ ∈ P∨,

(ii) qheiq
−h = q〈h,αi〉ei, q

hfiq
−h = q−〈h,αi〉fi for h ∈ P∨, i ∈ I,

(iii) eifj − fjei = δij
Ki −K−1

i

qi − q−1
i

, where Ki = qdi·hi ,

10



CHAPTER 2. QUANTUM GENERALIZED KAC-MOODY ALGEBRAS

(iv)

1−aij∑
r=0

(−1)r
[
1− aij
r

]
i

e
1−aij−r
i eje

r
i = 0 if i ∈ Ire and i 6= j,

(v)

1−aij∑
r=0

(−1)r
[
1− aij
r

]
i

f
1−aij−r
i fjf

r
i = 0 if i ∈ Ire and i 6= j,

(vi) eiej − ejei = 0, fifj − fjfi = 0 if aij = 0.

Let U+
q (g) (resp. U−q (g)) be the subalgebra of Uq(g) generated by the

elements ei (resp. fi), and let U0
q (g) be the subalgebra of Uq(g) generated by

qh (h ∈ P∨). Then we have the triangular decomposition

Uq(g) ∼= U−q (g)⊗ U0
q (g)⊗ U+

q (g),

and the root space decomposition

Uq(g) =
⊕
α∈Q

Uq(g)α,

where Uq(g)α := {x ∈ Uq(g) | qhxq−h = q〈h,α〉x for any h ∈ P∨}. Define a

Q-algebra automorphism ¯: Uq(g)→ Uq(g) by

(2.1) ei 7→ ei, fi 7→ fi, qh 7→ q−h, q 7→ q−1.

Let A = Z[q, q−1]. For n ∈ Z>0, set

e
(n)
i =


eni

[n]i!
if i ∈ Ire,

eni if i ∈ I im,
f

(n)
i =


fni

[n]i!
if i ∈ Ire,

fni if i ∈ I im,
.

Denote by U−A (g) (resp. U+
A (g)) the A-subalgebra of U−q (g) generated by

f
(n)
i (resp. e

(n)
i ) and denote by U0

A(g) the A-subalgebra generated by qh and∏m
k=1

1− qkqh

1− qk
for all m ∈ Z>0 and h ∈ P∨. Let UA(g) be the A-subalgebra

generated by U0
A(g), U+

A (g) and U−A (g). Then UA(g) also has the triangular

decomposition

UA(g) ' U−A (g)⊗ U0
A(g)⊗ U+

A (g).

11



CHAPTER 2. QUANTUM GENERALIZED KAC-MOODY ALGEBRAS

Define a twisted algebra structure on U−q (g)⊗ U−q (g) as follows:

(x1 ⊗ x2)(y1 ⊗ y2) = q−(β2|γ1)(x1y1 ⊗ x2y2),

where xi ∈ U−q (g)βi and yi ∈ U−q (g)γi (i = 1, 2). Then there is an algebra

homomorphism ∆0 : U−q (g)→ U−q (g)⊗ U−q (g) satisfying

∆0(fi) := fi ⊗ 1 + 1⊗ fi (i ∈ I).(2.2)

Definition 2.2.2. We define Oqint to be the category consisting of Uq(g)-

modules V satisfying the following properties:

(i) V has a weight space decomposition with finite-dimensional weight

spaces; i.e.,

V =
⊕
µ∈P

Vµ with dimVµ <∞,

where Vµ = {v ∈ V | qh v = q〈h,µ〉v, for all h ∈ P∨} ,

(ii) there are finitely many λ1, . . . , λs ∈ P such that

wt(V ) := {µ ∈ P | Vµ 6= 0} ⊂
s⋃
i=1

(λi −Q+),

(iii) the action of fi on V is locally nilpotent for i ∈ Ire,

(iv) if i ∈ I im, then 〈hi, µ〉 ∈ Z≥0 for all µ ∈ wt(V ),

(v) if i ∈ I im and 〈hi, µ〉 = 0, then fiVµ = 0,

(vi) if i ∈ I im and 〈hi, µ〉 = −aii, then eiVµ = 0.

For λ ∈ P , a Uq(g)-module V which admits a weight space decomposition

is called a highest weight module with highest weight λ and highest weight

vector vλ if there exists a nonzero vector vλ ∈ Vλ such that

(1) V = Uq(g)vλ, (2) qhvλ = q〈h,λ〉vλ, (3) eivλ = 0 for all i ∈ I.(2.3)

Let Jq(λ) be the left ideal of Uq(g) generated by ei, q
h − q〈h,λ〉1 for all

iinI, h ∈ P∨. Set Mq(λ) := Uq(g)/Jq(λ), which is called the Verma module.

12
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Proposition 2.2.1. [13]

(i) Mq(λ) is a highest weight module with highest weight λ and highest

weight vector vλ := 1 + Jq(λ).

(ii) Mq(λ) is a free U−q (g)-module generated by vλ.

(iii) Every highest weight Uq(g)-module with highest weight λ is a quotient

of Mq(λ).

(iv) Mq(λ) has the unique maximal proper submodule Rq(λ).

The quotient Vq(λ) :=Mq(λ)/Rq(λ) is an irreducible highest weight mod-

ule. The following theorem shows that there exists a 1-1 correspondence

between P+ and the set of irreducible objects in Oqint.

Theorem 2.2.1. [12, Theorem 3.7] Every Uq(g)-module in the category Oqint
is isomorphic to a direct sum of irreducible highest weight modules Vq(Λ) with

Λ ∈ P+.

Let A1 = {f/g ∈ Q(q) | f, g ∈ Q[q], g(1) 6= 0} and J the ideal of A1

generated by the element q − 1 ∈ A1. Note that A1/J ' Q. Let U0
A1

(g)

be the A1-subalgebra of Uq(g) generated by qh and
qh − 1

q − 1
for h ∈ P∨. We

denote by U+
A1

(g) (reps. U−A1
(g)) the subalgebra of Uq(g) generated by e

(n)
i

(resp. f
(n)
i ) for i ∈ I and n ∈ Z≥0. Let UA1(g) be the A1-subalgebra of Uq(g)

generated by U0
A1

(g), U+
A1

(g) and U−A1
(g). Then we have

UA1(g) ∼= U−A1
(g)⊗ U0

A1
(g)⊗ U+

A1
(g).

For an irreducible highest weight Uq(g)-module Vq(λ) ∈ Oqint with highest

weight λ and highest weight vector vλ, we define

VA1(λ) := UA1(g)vλ = U−A1
(g)vλ,

and

U1:=UA1(g)/JUA1(g) ' Q⊗A1UA1(g), V 1(λ):=VA1(λ)/JVA1(λ) ' Q⊗A1VA1(λ).

13
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Then we have

V 1(λ) =
⊕
µ∈P

V 1
µ and dimQ V

1
µ = rankA1(VA1)µ = dimQ(q) Vµ,

where V 1
µ = Q⊗A1 VA1(λ)µ for µ ∈ P .

Consider the following natural projection maps

UA1(g) −→ U1 and VA1(λ) −→ V 1(λ).

The process obtaining V 1(λ) from Vq(λ) via the above projection maps is

referred to as taking the classical limit.

Theorem 2.2.2. [13]

(a) There is an algebra isomorphism between U1 and U(g).

(b) For an irreducible highest weight Uq(g)-module Vq(Λ) ∈ Oqint, V 1(Λ) be-

comes a U(g)-module, and is isomorphic to V (Λ) ∈ Oint.

Corollary 2.2.1. Every U(g)-module in Oint is isomorphic to a direct sum

of irreducible highest weight modules V (Λ) with Λ ∈ P+.

For a fixed i ∈ I, let

(2.4) Ui be the subalgebra of Uq(g) generated by ei, fi, q
h for all h ∈ P∨.

Then Ui can be considered as a quantum generalized Kac-Moody algebra

associated with A = (aii).

Proposition 2.2.2. [12] Suppose aii ≤ 0 and let V be the irreducible highest

weight Ui-module of highest weight λ and highest wight vector vλ. Then we

have:

(a) if 〈hi, λ〉 = 0, then V = Q(q)vλ,

(b) if 〈hi, λ〉 > 0, then V has a basis {fni vλ}n≥0.

14
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2.3 Lower crystal bases

In this section, we briefly review the lower crystal basis theory of quantum

generalized Kac-Moody algebra and its integrable modules which was devel-

oped in [12].

Fix i ∈ I. For any P ∈ U−q (g), there exist unique elements Q,R ∈ U−q (g)

such that

eiP − Pei =
KiQ−K−1

i R

qi − q−1
i

.

We define the endomorphisms e′i, e
′′
i : U−q (g)→ U−q (g) by

e′i(P ) = R, e′′i (P ) = Q.

Consider fi as the endomorphism of U−q (g) defined by left multiplication by

fi. Then we have

(2.5) e′ifj = δij + q
−aij
i fje

′
i.

Let

e
′(n)
i =

(e′i)
n if i ∈ Ire,

(e′i)
n

{n}i!
if i ∈ I im,

Then we obtain the following commutation relations:

(2.6)

e
′(n)
i f

(m)
j =



n∑
k=0

q
−2nm+(n+m)k−k(k−1)/2
i

[
n

k

]
i

f
(m−k)
i e

′(n−k)
i if i = j and i ∈ Ire,

m∑
k=0

q
−ci(−2nm+(n+m)k−k(k−1)/2)
i

{
m

k

}
i

f
(m−k)
i e

′(n−k)
i if i = j and i ∈ I im,

q
−nmaij
i f

(m)
j e

′(n)
i if i 6= j.

Definition 2.3.1. The quantum boson algebra Bq(g) associated with a Borcherds-

Cartan matrix A is the associative algebra over Q(q) generated by e′i, fi (i ∈ I)

satisfying the following relations:

(i) e′ifj = q
−aij
i fje

′
i + δij,

15
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(ii)

1−aij∑
r=0

(−1)r
[
1− aij
r

]
i

e′i
1−aij−re′je

′
i
r

= 0 if i ∈ Ire, i 6= j,

(iii)

1−aij∑
r=0

(−1)r
[
1− aij
r

]
i

fi
1−aij−rfjfi

r = 0 if i ∈ Ire, i 6= j,

(iv) e′ie
′
j − e′je′i = 0, fifj − fjfi = 0 if aij = 0.

We denote by Blow
A (g) (resp. Bup

A (g)) the A-subalgebra of Bq(g) generated

by e′i and f
(n)
i (resp. by e′i

n/[n]i! and fi) for all i ∈ I and n ∈ Z>0.

Proposition 2.3.1. [12, 21, 19]

(a) If x ∈ U−q (g) and e′ix = 0 for all i ∈ I, then x is a constant multiple of

1, the identity element of U−q (g).

(b) U−q (g) is a simple Bq(g)-module.

For any homogeneous element u ∈ U−q (g), u can be expressed uniquely as

u =
∑
l≥0

f
(l)
i ul,(2.7)

where e′iul = 0 for every l ≥ 0 and ul = 0 for l� 0. We call this the i-string

decomposition of u in U−q (g). We define the lower Kashiwara operators ẽi, f̃i
(i ∈ I) of U−q (g) by

ẽiu =
∑
k≥1

f
(k−1)
i uk, f̃iu =

∑
k≥0

f
(k+1)
i uk.

Let A0 = {f/g ∈ Q(q) | f, g ∈ Q[q], g(0) 6= 0}.

Definition 2.3.2. A lower crystal basis of U−q (g) is a pair (L,B) satisfying

the following conditions:

(i) L is a free A0-module of U−q (g) such that U−q (g) = Q(q) ⊗A0 L and

L =
⊕

α∈Q+ L−α, where L−α := L ∩ U−q (g)−α,

(ii) B is a Q-basis of L/qL such that B =
⊔
α∈Q+ B−α, where B−α := B ∩

(L−α/qL−α),

16
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(iii) ẽiB ⊂ B t {0}, f̃iB ⊂ B for all i ∈ I,

(iv) For b, b′ ∈ B and i ∈ I, b′ = f̃ib if and only if b = ẽib
′.

Proposition 2.3.2. [12, Theorem 7.1 (b)] Let L(∞) be the free A0-module

of U−q (g) generated by {f̃i1 · · · f̃ir1 | r ≥ 0, ik ∈ I} and let

B(∞) = {f̃i1 · · · f̃ir1 + qL(∞) | r ≥ 0, ik ∈ I} \ {0}.

Then the pair (L(∞), B(∞)) is the unique lower crystal basis of U−q (g).

Let M be a Uq(g)-module in the category Oqint. For any i ∈ I and u ∈Mµ,

the element u can be expressed uniquely as

(2.8) u =
∑
k≥0

f
(k)
i uk,

where uk ∈ Mµ+kαi and eiuk = 0. We call this the i-string decomposition of

u. We define the lower Kashiwara operators ẽi, f̃i (i ∈ I) by

ẽiu =
∑
k≥1

f
(k−1)
i uk, f̃iu =

∑
k≥0

f
(k+1)
i uk.

Definition 2.3.3. A lower crystal basis of Uq(g)-module M is a pair (L,B)

satisfying the following conditions:

(i) L is a free A0-module of M such that M = Q(q) ⊗A0 L and L =⊕
λ∈P Lλ, where Lλ := L ∩Mλ,

(ii) B is Q-basis of L/qL such that B =
⊔
λ∈P Bλ, where Bλ :=B∩Lλ/qLλ,

(iii) ẽiB ⊂ B t {0}, f̃iB ⊂ B t {0} for all i ∈ I,

(iv) For b, b′ ∈ B and i ∈ I, b′ = f̃ib if and only if b = ẽib
′.

Proposition 2.3.3. [12, Theorem 7.1 (a)] For λ ∈ P+, let L(λ) be the free

A0-module of V (λ) generated by {f̃i1 · · · f̃irvλ | r ≥ 0, ik ∈ I} and let

B(λ) = {f̃i1 · · · f̃irvλ + qL(λ) | r ≥ 0, ik ∈ I} \ {0}.

Then the pair (L(λ), B(λ)) is the unique lower crystal basis of V (λ).

17
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2.4 Upper crystal bases

In this section, we will develop the upper crystal bases of U−q (g) and Vq(Λ)

which are dual to the lower crystal bases. From the upper crystal bases, we

can derived the global bases which will provide the existence of perfect bases

of U−(g) and V (Λ) in the succeeding section .

Consider the anti-automorphism ϕ on Bq(g) defined by

e′i 7→ fi and fi 7→ e′i.

We define the symmetric bilinear forms ( , )K and ( , )L on U−q (g) as follows

(cf. [21, Proposition 3.4.4], [29, Chapter 1]):

(2.9)
(1,1)K = 1, (e′ix, y)K = (x, fiy)K ,

(1,1)L = 1, (fi, fj)L = δij(1− q2
i )
−1, (x, yz)L = (∆0(x), y ⊗ z)L

for x, y, z ∈ U−q (g).

Lemma 2.4.1.

1. The bilinear form ( , )K on U−q (g) is nondegenerate.

2. For homogeneous elements x ∈ U−q (g)−α and y ∈ U−q (g)−β, we have

(x, y)L =
∏
i∈I

1

(1− q2
i )
ki

(x, y)K ,

where α =
∑

i∈I kiαi ∈ Q+. Hence ( , )L is nondegenerate.

3. For any x, y ∈ U−q (g), we have

(e′ix, y)L = (1− q2
i )(x, fiy)L.

Proof. The assertion (1) is proved in [12].

It was shown in [31, (2.4)] that the bilinear form ( , )K satisfies

(x, yz)K =
∑
n

(x(1)
n , y)K(x(2)

n , z)K ,

18
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where ∆0(x) =
∑

n x
(1)
n ⊗x(2)

n . Then assertion (2) can be proved by induction

on |α|.
To prove assertion (3), without loss of generality, we may assume that

x ∈ U−q (g)−α, where α = −
∑

i kiαi ∈ −Q+. Then by (2) and the definition

of ( , )K , we have

(e′ix, y)L =
1

(1− q2
i )
ki−1

∏
j 6=i

1

(1− q2
j )
kj

(e′ix, y)K

=
1− q2

i

(1− q2
i )
ki

∏
j 6=i

1

(1− q2
j )
kj

(x, fiy)K

= (1− q2
i )(x, fiy)L,

which proves assertion (3).

Now, we define the upper Kashiwara operators for the Bq(g)-module

U−q (g). Let u ∈ U−q (g) such that e′iu = 0. Then, for n ∈ Z≥0, we define

the upper Kashiwara operators Ẽi, F̃i by

Ẽi(f
(n)
i u) =


q
−(n−1)
i

[n]i
f

(n−1)
i u if i ∈ Ire,

{n}iqci(n−1)
i f

(n−1)
i u if i ∈ I im,

F̃i(f
(n)
i u) =

q
n
i [n+ 1]if

(n+1)
i u if i ∈ Ire,

1

{n+ 1}iqcini
f

(n+1)
i u if i ∈ I im.

From the i-string decomposition (2.7), the upper Kashiwara operators Ẽi
and F̃i can be extended to the whole space U−q (g) by linearity.

Definition 2.4.1. An upper crystal basis of U−q (g) is a pair (L∨, B∨) satis-

fying the following conditions:

(i) L∨ is a free A0-module of U−q (g) such that U−q (g) = Q(q) ⊗A0 L
∨ and

L∨ =
⊕

α∈Q+ L∨−α, where L∨−α := L∨ ∩ U−q (g)−α,

(ii) B∨ is a Q-basis of L∨/qL∨ such that B∨ =
⊔
α∈Q+ B∨−α, where B∨−α :=

B∨ ∩ (L∨−α/qL
∨
−α),
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(iii) ẼiB
∨ ⊂ B∨ t {0}, F̃iB

∨ ⊂ B∨ for all i ∈ I,

(iv) For b, b′ ∈ B∨ and i ∈ I, b′ = F̃ib if and only if b = Ẽib
′.

Lemma 2.4.2. For any u, v ∈ U−q (g), we have

(Ẽiu, v) = (u, f̃iv) and (F̃iu, v) = (u, ẽiv).

Proof. First, we consider the case Ẽi. Fixing i ∈ I, it suffices to consider

I = {i}. Moreover, by the i-string decomposition (2.7), we may assume u, v

are of the form f
(k)
i uk and f

(k−1)
i vk−1 where uk, vk−1 ∈ Ker(e′i). For i ∈ Ire,

we have

(f
(k)
i uk,

fi
[k]i

f
(k−1)
i vk−1) =

1

[k]i
(e′if

(k)
i uk, f

(k−1)
i vk−1).

Since e′if
(k)
i uk = q−k+1

i f
(k−1)
i uk, we have

(f
(k)
i uk, f̃i(f

(k−1)
i vk−1)) =

q−k+1
i

[k]i
(f

(k−1)
i uk, f

(k−1)
i vk−1) = (Ẽi(f

(k)
i uk), f

(k−1)
i vk−1).

For i ∈ I im,

(fki uk, fi(f
k−1
i vk−1)) = (e′i(f

k
i uk), f

k−1
i vk−1).

By (2.6), e′i(f
k
i uk) = {k}iqci(k−1)

i fk−1
i uk. Thus

(fki uk, f̃i(f
k−1
i vk−1)) = {k}iqci(k−1)

i (fk−1
i uk, f

k−1
i vk−1) = (Ẽi(f

k
i uk), f

k−1
i vk−1).

In a similar way, we can prove the desired formula for the F̃i case.

Lemma 2.4.3. Let u ∈ U−q (g), and n be the smallest integer such that

e′n+1
i u = 0. Then we have

e′ni u =

{
[n]i!Ẽ

n
i u if i ∈ Ire,

Ẽn
i u if i ∈ I im.

Proof. For u ∈ U−q (g) and i ∈ I, consider the i-string decomposition: u =∑n
l=0 f

(l)
i ul, where e′iul = 0. If i ∈ Ire, then by (2.6) and the definition of Ẽi,

we have

e′ni u = q
−n(n−1)/2
i un, Ẽn

i u =
q
−n(n−1)/2
i

[n]i!
un.
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Similarly, if i ∈ I im, we obtain

e
′(n)
i u = q

cin(n−1)/2
i un, Ẽn

i u = {n}i!qcin(n−1)/2
i un,

which proves our assertion.

Let (L(∞), B(∞)) be the lower crystal basis of U−q (g). Set

L(∞)∨ = {u ∈ U−q (g) | (u, L(∞))K ⊂ A0}.

We also denote by ( , )K : L(∞)∨/qL(∞)∨ ×L(∞)/qL(∞)→ Q the nonde-

generate bilinear form induced by the bilinear form ( , )K on U−q (g). Let

B(∞)∨ = {b | b ∈ B(∞)}

be the Q-basis of L(∞)∨/qL(∞)∨ which is dual to B(∞) with respect to

( , )K .

Proposition 2.4.1. The pair (L(∞)∨, B(∞)∨) is an upper crystal basis of

U−q (g).

Proof. The proof is almost the same as in [22].

Let V be a Uq(g)-module in Oqint, and take a weight vector u ∈ Vλ with

eiu = 0. Then, for n ∈ Z≥0, we define the upper Kashiwara operators Ẽi, F̃i
by

Ẽi(f
(n)
i u) =


[〈hi, λ〉 − n+ 1]i

[n]i
f

(n−1)
i u i ∈ Ire,

{n}i[〈hi, λ〉+ ci(n− 1)]if
(n−1)
i u i ∈ I im,

F̃i(f
(n)
i u) =


[n+ 1]i

[〈hi, λ〉 − n]i
f

(n+1)
i u i ∈ Ire,

1

{n+ 1}i[〈hi, λ〉+ ci(n)]i
f

(n+1)
i u i ∈ I im.

From the i-string decomposition (2.8), the upper Kashiwara operators Ẽi
and F̃i can be extended to the whole space V by linearity.

Remark 2.4.1. Recall the definition Ui in (2.4). Using the Ui-module struc-

ture on Vq(λ) for i ∈ I im, we have

eif
n
i vλ = {n}i[λ(hi) + ci(n− 1)]ifi

n−1vλ.(2.10)

Thus we can see Ẽiv = eiv for all v ∈ V and i ∈ I.
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Now, we define the upper crystal bases for integrable modules over quan-

tum generalized Kac-Moody algebras in a similar manner to U−q (g).

Definition 2.4.2. An upper crystal basis of V is a pair (L∨, B∨) satisfying

the following conditions:

(i) L∨ is a free A0-module of U−q (g) such that V = Q(q)⊗A0 L
∨ and L∨ =⊕

α∈P L
∨
α, where L∨α := L∨ ∩ Vα,

(ii) B∨ is a Q-basis of L∨/qL∨ such that B∨ =
⊔
α∈P B

∨
α , where B∨α :=B∨∩

(L∨α/qL
∨
α),

(iii) ẼiB
∨ ⊂ B∨ t {0}, F̃iB

∨ ⊂ B∨ t {0} for all i ∈ I,

(iv) For b, b′ ∈ B∨ and i ∈ I, b′ = F̃ib if and only if b = Ẽib
′.

Consider the anti-automorphism of Uq(g) given by

ei 7→ fi, fi 7→ ei and qh 7→ qh.

As the case of Bq(g)-module U−q (g), one can show that there exists a unique

non-degenerate symmetric bilinear form ( , )K on Vq(Λ) (Λ ∈ P+) with

highest weight vector vΛ satisfying

(2.11) (vΛ, vΛ)K = 1, (eiu, v)K = (u, fiv)K for u, v ∈ Vq(Λ).

Lemma 2.4.4. We have

(Ẽiu, v)K = (u, f̃iv)K and (F̃iu, v)K = (u, ẽiv)K for all u, v ∈ Vq(Λ).

Proof. For i ∈ Ire, our assertion is proved in [22]. For i ∈ I im, it suffices to

consider the module Vq(Λ) ∈ Oqint for the case |I| = 1, I = I im. Moreover, by

the i-string decomposition and (2.11), we may assume u, v are of the form

fki vΛ. Then we have

(fki vλ, fi(f
k−1
i vλ))K = (ei(f

k
i vλ), f

k−1
i vλ)K

= {k}i[〈hi, λ〉+ ci(k − 1)]i(f
k−1
i vλ, f

k−1
i vλ)K .
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Thus we obtain

(fki vλ, f̃i(f
k−1
i vλ))K = {k}i[〈hi, λ〉+ ci(k − 1)]i(f

k−1
i vλ, f

k−1
i vλ)K

= (Ẽi(f
k
i vλ), f

k−1
i vλ)K .

In a similar way, we can prove the desired formula for the F̃i case.

Let (L,B) be a lower crystal basis of a Uq(g)-module V in Oqint. Set

L∨ = {u ∈ V | (u, L)K ⊂ A0}.

We will also denote by ( , )K : L∨/qL∨×L qL→ Q the nondegenerate bilinear

pairing induced by the bilinear form ( , )K on V . Let b = {b | b ∈ B} be the

Q-basis of L∨/qL∨ which is dual to B with respect to ( , )K .

Proposition 2.4.2. The pair (L∨, B∨) is an upper crystal basis of V .

Proof. By a standard argument on nondegenerate bilinear forms, it is straight-

forward to verify all the conditions for upper crystal basis. We will only check

the last condition. For b∨1 , b
∨
2 ∈ b and i ∈ I, we have

F̃ib
∨
1 = b∨2 ⇐⇒ 1 = (F̃ib

∨
1 , b2)K = (b∨1 , ẽib2)K ⇐⇒ ẽib2 = b1 ⇐⇒ f̃ib1 = b2

⇐⇒ 1 = (b∨2 , f̃ib1)K = (Ẽib
∨
2 , b1)K ⇐⇒ Ẽib

∨
2 = b∨1

as desired.

2.5 Upper global bases

Crystal bases treated in the preceding sections can be understood as bases

at q = 0. Globalizing these, we can get Q(q)-bases, the global bases. In

particular, we will study the upper global bases in more detail.

Let A∞ be the subring of Q(q) consisting of regular functions at ∞. Let

V be a Q(q)-vector space. Let VA (resp. L0 and L∞) be an A-submodule

(resp. A0-submodule and A∞-submodule) of V .

Definition 2.5.1. We say that (VA, L0, L∞) is a balanced triple if

(i) V ∼= Q(q)⊗A VA ∼= Q(q)⊗A0 L0
∼= Q(q)⊗A∞ L∞ as Q-vector spaces,
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(ii) VA ∼= A⊗QE, L0
∼= A0⊗QE, L∞ ∼= A∞⊗QE, where E = VA∩L0∩L∞.

Note that if (VA, L0, L∞) is a balanced triple, there exists a natural Q-

vector space isomorphism E
∼−→ L0/qL0, and vice versa. Equivalently, there

exists a natural Q-vector space isomorphism E
∼−→ L∞/q

−1L∞.

Recall the Q-algebra automorphism¯: U−q (g)→ U−q (g) given in (2.1). For

any given A0-submodule L of U−q (g), we denote by L the image of L under

the involution .̄

Proposition 2.5.1. [12] (U−A (g), L(∞), L(∞)) is a balanced triple for U−q (g).

Define
U−A (g)∨ = {u ∈ U−q (g) | (u, U−A (g))K ⊂ A},
L(∞)∨ = {u ∈ U−q (g) | (u, L(∞))K ⊂ A0},

L(∞)
∨

= {u ∈ U−q (g) | (u, L(∞))K ⊂ A∞}.

By the same argument as in [22], one can verify that (U−A (g)∨, L(∞)∨, L(∞)
∨
)

is a balanced triple for U−q (g). Hence there is a natural isomorphism

E∨ := U−A (g)∨ ∩ L(∞)∨ ∩ L(∞)
∨ ∼−→ L(∞)∨/qL(∞)∨.

Let G∨ denote the inverse of this isomorphism and set

B(∞) = {G∨(b) | b ∈ B(∞)∨}.

Lemma 2.5.1. Let b ∈ L(∞)∨/qL(∞)∨ and n ∈ Z≥0.

(a) If Ẽn+1
i b = 0, then e′i

nG∨(b) =

{
[n]i!G

∨(Ẽn
i b) if i ∈ Ire,

G∨(Ẽn
i b) if i ∈ I im.

(b) e′i
n+1G∨(b) = 0 if and only if Ẽn+1

i b = 0.

Proof. We first prove assertion (1). Let i ∈ Ire. Since ϕ(
1

[n]i!
e′i
n) = f

(n)
i , by

Lemma 2.4.3, we obtain

1

[n]i!
e′i
n
G∨(b) = Ẽn

i G
∨(b) ∈ U−A (g)∨ ∩ L(∞)∨ ∩ L(∞)

∨
,
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which yields
1

[n]i!
e′i
nG∨(b) = G∨(Ẽn

i b).

Similarly, for i ∈ I im, it follows from ϕ(e′i
n) = f

(n)
i that

e′i
n
G∨(b) = Ẽn

i G
∨(b) ∈ U−A (g)∨ ∩ L(∞)∨ ∩ L(∞)

∨
.

Thus we have e′i
nG∨(b) = G∨(Ẽn

i b).

For assertion (2), it is obvious that e′i
n+1G∨(b) = 0 implies Ẽn+1

i b = 0.

To prove the converse, suppose e′i
n+1G∨(b) 6= 0 and take the smallest m > n

such that e′i
m+1G∨(b) = 0. By (1), we have

e′i
m
G∨(b) =

{
[m]i!G

∨(Ẽm
i b) = 0, if i ∈ Ire,

G∨(Ẽm
i b) = 0, if i ∈ I im,

which is a contradiction to the choice of m. Hence we conclude e′i
n+1G∨(b) =

0.

For v ∈ U−q (g), we define

εor
i (v) = min{n ∈ Z≥0 | e′i

n+1
v = 0}.

Proposition 2.5.2. For b ∈ B(∞)∨, we have

(2.12)

e′iG
∨(b) =


[εor
i (b)]iG

∨(Ẽib) +
∑

εor
i (b′)<εor

i (b)−1

Ei
b,b′G

∨(b′) if i ∈ Ire,

G∨(Ẽib) +
∑

εor
i (b′)<εor

i (b)−1

Ei
b,b′G

∨(b′) if i ∈ I im,

fiG
∨(b) =



q
−εor

i (b)
i G∨(F̃ib) +

∑
εor
i (b′)≤εor

i (b)

F i
b,b′G

∨(b′) if i ∈ Ire,

{εor
i (b) + 1}iq

ci(ε
or
i (b)+1)

i G∨(F̃ib)

+
∑

εor
i (b′)≤εor

i (b)

F i
b,b′G

∨(b′) if i ∈ I im.

for some Ei
b,b′ , F

i
b,b′ ∈ Q(q).

Proof. If i ∈ Ire, our assertions were proved in [22]. We will prove the case

when i ∈ I im. Set n = εor
i (b). By Lemma 2.5.1 and Definition 2.4.1 (iv), we

have

e′i
n
G∨(b) = G∨(Ẽn

i b) = G∨(Ẽn−1
i Ẽib) = e′i

n−1
G∨(Ẽib),
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which implies

e′iG
∨(b)−G∨(Ẽib) ∈ Ker(e′i

n−1
).

Using equation (2.6), we get

e′i
(n+1)

fiG
∨(b) = (q

2ci(n+1)
i fie

′
i
(n+1)

+ q
ci(n+1)
i e′i

(n)
)G∨(b).

Hence Lemma 2.5.1 yields

e′i
(n+1)

fiG
∨(b) =

1

{n}i!
q
ci(n+1)
i e′i

n
G∨(b) =

1

{n}i!
q
ci(n+1)
i G∨(Ẽn

i b).

Using Lemma 2.5.1 again, we obtain

1

{n}i!
q
ci(n+1)
i G∨(Ẽn+1

i F̃ib) =
1

{n}i!
q
ci(n+1)
i e′i

n+1
G∨(F̃ib)

= {n+ 1}iqci(n+1)
i e′i

(n+1)
G∨(F̃ib).

Thus we have

fiG
∨(b)− {n+ 1}iqci(n+1)

i G∨(F̃ib) ∈ Ker(e′i
n+1

)

as desired.

Now we construct the upper global bases for Uq(g)-modules in Oqint. From

the involution of Uq(g) given in (2.1), we can induce a Q-linear automorphism

on Vq(λ) given by

(2.13) uvλ 7→ ūvλ for u ∈ Uq(g),

where vλ is a highest weight vector of Vq(λ). Let L(λ) be the image of L(λ)

under the automorphism in (2.13).

Set

VA(λ) = UA(g)vλ = U−A (g)vλ.

Define
VA(λ)∨ = {u ∈ Vq(λ) | (u, VA(λ))K ⊂ A},
L(λ)∨ = {u ∈ Vq(λ) | (u, L(λ))K ⊂ A0},

L(λ)
∨

= {u ∈ Vq(λ) | (u, L(λ))K ⊂ A∞}.
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As in the case of U−q (g), we can conclude that (VA(λ)∨, L(λ)∨, L(λ)
∨
) is a

balanced triple for Vq(λ). Hence there is a natural isomorphism

E = VA(λ)∨ ∩ L(λ)∨ ∩ L(λ)
∨ ∼−→ L(λ)∨/qL(λ)∨.

We also denote by G∨ the inverse of this isomorphism and set

B(λ) := {G∨(b) | b ∈ B(λ)∨}.

Then B(λ) is an A-basis of VA(λ)∨ satisfying the following properties.

Proposition 2.5.3.

(a) For b ∈ B(λ)∨, G∨(b) is a unique element of VA(λ)∨ ∩ L(λ)∨ such that

G∨(b) ≡ b mod qL(λ)∨, G∨(b) = G∨(b).

(b) For i ∈ I im, b ∈ B(λ)∨ and n ∈ Z≥0, we have

G∨(Ẽn
i b) = eniG

∨(b).

Proof. Assertion (1) can be proved in the same manner as in [12]. To prove

(2), note that we have

eiG∨(b) = eiG
∨(b), Ẽiu = eiu for all b ∈ B(λ)∨, u ∈ Vq(λ).

It follows that

eniG
∨(b) = eniG

∨(b), eniG
∨(b) ≡ Ẽn

i b mod qL(λ)∨.

By (1), we conclude G∨(Ẽn
i b) = eniG(b).

For any V ∈ Oqint and v ∈ V , define

(2.14)
εor
i (v) := min{n ∈ Z≥0 | e′i

n+1
v = 0},

ϕi(v) := min{n ∈ Z≥0 | fn+1
i v = 0}.

Then, using Proposition 2.5.3 and Proposition 2.5.2, we have the follow-

ing formulas:
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For b ∈ B(Λ)∨,

(2.15)

eiG
∨(b) =


[εor
i (b)]iG

∨(Ẽib) +
∑

εor
i (b′)<εor

i (b)−1

Ei
b,b′G

∨(b′) if i ∈ Ire,

G∨(Ẽib) if i ∈ I im,

fiG
∨(b) =



[ϕi(b)]iG
∨(F̃ib) +

∑
εor
i (b′)≤εor

i (b)

F i
b,b′G

∨(b′) if i ∈ Ire,

{εor
i (b) + 1}i[〈hi, λ〉+ ci(ε

or
i (b))]iG

∨(Ẽib)

+
∑

εor
i (b′)≤εor

i (b)

F i
b,b′G

∨(b′) if i ∈ I im

for some Ei
b,b′ , F

i
b,b′ ∈ Q[q, q−1].

2.6 Perfect bases

By abstracting the property of the upper global bases, we can define the

notion of a perfect basis. In the end of this section, we will give a character-

ization of VA(Λ)∨ with respect to the strong perfect basis. This will play a

crucial role in proving the categorification theory.

Let k be a commutative ring. Let V =
M

λ∈P Vλ be a P -graded k-vector

space. We assume that there are finitely many λ1, . . . , λs ∈ P such that

wt(V ) := {µ ∈ P | Vµ 6= 0} ⊂
s⋃
i=1

(λi −Q+).

Furthermore, assume that ei (i ∈ I) acts on V in such a way that eiVλ ⊂
Vλ+αi . Recall the definition of εor

i in (2.14). For any v ∈ V \ {0} and i ∈ I,

we define

ε∗i (v) :=

{
εor
i (v) if i ∈ Ire or εor

i (v) = 0,

1 if i ∈ I im and εor
i (v) > 0.

If v = 0, then we will use the convention ε∗i (0) = −∞. One can easily check

that, for k ∈ Z≥0,

V <k
i := {v ∈ V | εor

i (v) < k} = Ker eki .
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Definition 2.6.1. [2, 18]

(i) A k-basis B of V is called a perfect basis if

(a) B =
⊔
µ∈wt(V ) Bµ, where Bµ :=B ∩ Vµ,

(b) for any b ∈ B and i ∈ I with ei(b) 6= 0, there exists a unique

element ẽi(b) ∈ B such that

eib− ci(b) ẽi(b) ∈ V
<εor

i (b)−1
i for some ci(b) ∈ k×,

(c) if b, b′ ∈ B and i ∈ I satisfy εor
i (b) = εor

i (b′) > 0 and ẽi(b) = ẽi(b
′),

then b = b′.

(ii) Assume that k contains Q(q). We say that a perfect basis is strong if

ci(b) = [ε∗i (b)]i for any b ∈ B and i ∈ I; i.e.,

eib− [ε∗i (b)]iẽi(b) ∈ V
<εor

i (b)−1
i .(2.16)

Theorem 2.6.1. For Λ ∈ P+,

(a) U−q (g) and Vq(Λ) have strong perfect bases.

(b) U(g) and V (Λ) have strong perfect bases.

Proof. The first assertion comes from (2.12) and (2.15). By taking the clas-

sical limit to the upper global bases of U−q (g) and Vq(Λ), the second assertion

follows.

For a perfect basis B, we set ẽi(b) = 0 if eib = 0. We can easily see that

for a perfect basis B

V <k
i =

M
b∈B, εor

i (b)<k

kb.(2.17)

For any sequence i = (i1, . . . , im) ∈ Im (m ≥ 1), we inductively define a

binary relation �i on V \ {0} as follows:

if i = (i), v �i v
′ ⇔ εor

i (v) ≤ εor
i (v′),

if i = (i; i′), v �i v
′ ⇔

{
εor
i (v) < εor

i (v′) or

εor
i (v) = εor

i (v′), e
εor
i (v)
i (v) �i′ e

εor
i (v′)
i (v′).
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We write

(i) v ≡i v
′ if v �i v

′ and v′ �i v, (ii)v′ ≺i v if v′ �i v and v 6≡i v
′.

We can easily verify:

(1) for all v ∈ V \{0}, V ≺iv := {0}
⊔
{v′ ∈ V \ {0} | v′ ≺i v} forms a k-linear

subspace of V.

(2) if v 6≡i v
′, then v + v′ ≡i

{
v if v′ ≺i v,

v′ if v ≺i v
′.

For i and v ∈ V \ {0}, we set

ei
top(v) := e

εor
i (v)
i v.

For each i = (i1, . . . , im) ∈ Im, define a map ei
top : V \ {0} → V \ {0} by

(2.18) ei
top := etop

im
◦ · · · ◦ etop

i1
.

Then ei
topB ⊂ k×B.

Let V H := {v ∈ V | eiv = 0 for all i ∈ I} be the space of highest weight

vectors in V and let BH = V H ∩B be the set of highest weight vectors in B.

Then, (2.17) implies that

V H =
M
b∈BH

kb.

In [2], Berenstein and Kazhdan proved the following version of the unique-

ness theorem for perfect bases.

Theorem 2.6.2. [2] Let B and B′ be perfect bases of V such that BH =

(B′)H . Then there exist a map ψ : B ∼−−→B′ and a map ξ : B → k× such that

ψ(b) − ξ(b)b ∈ V ≺ib holds for any b ∈ B and any i = (i1, . . . , im) satisfying

etop
i (b) ∈ V H . Moreover, such ψ and ξ are unique and ψ commutes with ẽi

and εor
i (i ∈ I).

From now on, we set k = Q(q). We define

ei
(top)(v) := e

(εor
i (v))

i v.
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Then we can easily see the following:

If B is a strong perfect basis, then ei
(top)(b) = ẽ

εor
i (b)
i b for any b ∈ B.(2.19)

As in the way of (2.18), for each i = (i1, . . . , im) ∈ Im, we can define ei
(top)

as

ei
(top) := e

(top)
im
◦ · · · ◦ e(top)

i1
.

Thus, if B is a strong perfect basis, then we have ei
(top)B ⊂ B.

Lemma 2.6.1. Let B be a strong perfect basis of V .

(a) For any finite subset S of B, there exists a finite sequence i = (i1, . . . , im)

of I such that e
(top)
i (b) ∈ BH for any b ∈ S.

(b) Let b0 ∈ BH and let i = (i1, . . . , im) be a finite sequence in I. Then

S :=
{
b ∈ B | e(top)

i (b) = b0

}
is linearly ordered by �i.

Proof. (a) is evident. In order to see (b), it is enough to show that if b, b′ ∈ S
satisfy b ≡i b

′, then b = b′. If we set v0 = b, `k = εor
ik

(vk−1) and vk = e
(`k)
ik
vk−1

(1 ≤ k ≤ m), then vm = b0. Similarly, if we set v′0 = b′, `′k = εor
ik

(v′k−1)

and v′k = e
(`′k)
ik
v′k−1 (1 ≤ k ≤ m), then `′k = `k and v′m = b0. Thus we have

vk = ẽ`kikvk−1 and v′k = ẽ`kikv
′
k−1. Hence Definition 2.6.1 (i) (c) shows that

v′k = vk for all k.

The following proposition gives a characterization of VA(Λ)∨ by using

strong perfect bases.

Proposition 2.6.1. Let M be a Uq(g)-module in Oqint such that wt(M) ⊂
Λ−Q+. Let MA be an A-submodule of M . Assume that

• e(n)
i MA ⊂MA for all i ∈ I,

• (MA)Λ = AvΛ and M has a strong perfect basis B ⊂ MA such that

BH = {vΛ}.

Then we have
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(a) MA ' VA(Λ)∨,

(b) B is an A-basis of MA.

Proof. Since M has only one highest weight vector vΛ, M is isomorphic to

the irreducible module Vq(Λ) ∈ Oqint. Since (MA)Λ = AvΛ and

VA(Λ)∨λ =
{
u ∈ V (Λ)λ

∣∣ e(a1)
i1
· · · e(a`)

i`
u ∈ AvΛ for all (i1, · · · , i`)

such that
∑`

k=1 akαik + λ = Λ

}
,

it is obvious that MA ⊂ VA(Λ)∨.

Thus it suffices to show that VA(Λ)∨ ⊂ MA. For any u ∈ VA(Λ)∨, we

have u =
∑

b∈B cbb with cb ∈ Q(q). By Lemma 2.6.1(a), we have a sequence

i = (i1, . . . , im) for the set B(u) := {b ∈ B|cb 6= 0} satisfying e
(top)
i (b) = vΛ

for all b ∈ B(u). Then Lemma 2.6.1(b) tells us that B(u) is the linearly

ordered set with respect to ≺i. By using descending induction with respect

to the order, we shall show that cb ∈ A. For the maximal element b ∈ B(u),

etop
i (b) = etop

i (u) = cbb. Thus we can start an induction. Assume that

cb′ ∈ A for any b′ ∈ B such that b ≺i b
′. Then setting v0 = b, `k =

εik(vk−1) and vk = e
(`k)
ik
vk−1 (1 ≤ k ≤ m), we have e

(`m)
im
· · · e(`1)

i1
u = cbvΛ +∑

b≺ib′
cb′e

(`m)
im
· · · e(`1)

i1
b′ ∈ VA(Λ)∨. Hence we obtain cb ∈ A.
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Chapter 3

Categorification

3.1 The quiver Hecke algebra R

In this section, we construct the quiver Hecke algebra R associated with a

Borcherds-Cartan matrix A.

We take a graded commutative ring k = ⊕n∈Z≥0
kn as the base ring. For

i, j ∈ I and r, s ∈ Z≥0, we take ti,j;(r,s) ∈ k−2((αi|αj)+rdi+sdj) and ui;(r′,s′) ∈
k−2di(1−r′−s′−

aii
2

) such that

(3.1)
ti,j;(−aij ,0) ∈ k×0 , ti,j;(r,s) = tj,i;(s,r),

ui;(1−aii
2
,0), ui;(0,1−aii

2
) ∈ k×0 .

In particular, ti,j;(r,s) = 0 if i = j.

Remark 3.1.1. We sometimes assume that

(3.2) k = k0.

Under this assumption, ti,j;(r,s) = ui;(r′,s′) = 0 for (r, s), (r′, s′) ∈ Z2
≥0 such

that (αi|αj) + dip+ djq 6= 0 and 1− aii
2
− r′ − s′ 6= 0.

Let Qi,j and Pi be elements in k[w, z] which are of the form

(3.3)

Qi,j(w, z) = δi,j
∑

r,s∈Z≥0

ti,j;(r,s)w
rzs,

Pi(w, z) =
∑

r+s≤1−aii
2

ui;(r,s)w
rzs.
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Let sa,b = (a, b) be the transposition on k[x1, . . . , xn] which interchanges

xa and xb. Define the operator ∂a on k[x1, . . . , xn] by

∂a,bf =
sa,bf − f
xa − xb

and let ∂a := ∂a,a+1.

For the sake of simplicity, we assume that I is a finite set.

Definition 3.1.1 ([19]). The quiver Hecke algebra R(n) of degree n as-

sociated with the data (A,P,Π,Π∨), (Qi,j)i,j∈I and (Pi)i∈I is the associative

algebra over k generated by e(ν) (ν ∈ In), xk (1 ≤ k ≤ n), τa (1 ≤ a ≤ n−1)

with the following defining relations:

(R1) e(µ)e(ν) = δµ,νe(ν) for all µ, ν ∈ In, and 1 =
∑

ν∈In e(ν),

(R2) xpxq = xqxp,

(R3) xpe(ν) = e(ν)xp and τae(ν) = e(saν)τa, where sa = (a, a + 1) is the

transposition on the set of sequences,

(R4) τaxpe(ν) = xsa(p)τae(ν) if p 6= a, a+ 1 ,

(R5) (τaxa+1 − xaτa)e(ν) = (xa+1τa − τaxa)e(ν) = δνa,νa+1Pνa(xa, xa+1)e(ν),

(R6) τ 2
ae(ν) =

{
(∂aPνa(xa, xa+1))τae(ν) if νa = νa+1,

Qνa,νa+1(xa, xa+1)e(ν) if νa 6= νa+1,

(R7) τaτb = τbτa if |a− b| > 1,

(R8) (τa+1τaτa+1 − τaτa+1τa)e(ν)

=


Pνa(xa, xa+2)Qνa,νa+1

(xa, xa+1, xa+2)e(ν) if νa = νa+2 6= νa+1,

P
′
νa(xa, xa+1, xa+2)τae(ν)

+P
′′
νa(xa, xa+1, xa+2)τa+1e(ν) if νa = νa+1 = νa+2,

0 otherwise,
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where

P
′
i(u, v, w) = P

′
i(v, u, w) := +

Pi(v, u)Pi(u,w)

(u− v)(u− w)
+

Pi(u,w)Pi(v, w)

(u− w)(v − w)
− Pi(u, v)Pi(v, w)

(u− v)(v − w)
,

P
′′
i (u, v, w) = P

′′
i (u,w, v) :=−Pi(u, v)Pi(u,w)

(u− v)(u− w)
− Pi(u,w)Pi(w, v)

(u− w)(v − w)
+

Pi(u, v)Pi(v, w)

(u− v)(v − w)
,

Qi,j(u, v, w) :=
Qi,j(u, v)− Qi,j(w, v)

u− w
.

Let us assign a Z-grading on the generators as follows: for all ν ∈ In ,

1 ≤ k ≤ n and 1 ≤ ` < n

(3.4) deg(e(ν)) = 0, deg(xke(ν)) = 2dνk , deg(τ`e(ν)) = −(αν` |αν`+1
).

Then one can check that all relations in Definition 3.1.1 are homogeneous.

Hence R(n) has a natural Z-grading induced by (3.4).

We understand that R(0) ' k, and R(1) is isomorphic to kI [x1] where

kI =
⊕

i∈I ke(i) is the direct sum of the copies ke(i) of the algebra k.

Remark 3.1.2. For each w in the symmetric group Sn, we choose a reduced

expression si1 · · · si` of w and write τw = τi1 · · · τi`. Then, from the relations

given in Definition 3.1.1, we can see that the set

{τwxa1
1 · · ·xann e(ν) | a1, . . . , an ∈ Z≥0, w ∈ Sn, ν ∈ In}

spans the k-module R(n).

For ν = (ν1, . . . , νn) ∈ In and 1 ≤ m ≤ n, we define

ν<m = (ν1, . . . , νm−1), ν≤m = (ν1, . . . , νm),

ν>m = (νm+1, . . . , νn), ν≥m = (νm, . . . , νn).

For pairwise distinct a, b, c ∈ {1, . . . n}, let us define

ea,b =
∑
ν∈In,
νa=νb

e(ν), Pa,b =
∑
ν∈In,
νa=νb

Pνa(xa, xb)e(ν),

Qa,b,c =
∑
ν∈In,

νa=νc 6=νb

Qνa,νb(xa, xb)− Qνa,νb(xc, xb)

xa − xc
e(ν), Qa := Qa,a+1,a+2,
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P
′
a,b,c =

∑
ν∈In,

νa=νb=νc

P
′
νa(xa, xb, xc)e(ν), P

′
a := P

′
a,a+1,a+2,

P
′′
a,b,c =

∑
ν∈In,

νa=νb=νc

P
′′
νa(xa, xb, xc)e(ν), P

′′
a := P

′′
a,a+1,a+2.

Then we have

τa+1τaτa+1 − τaτa+1τa = QaPa,a+2 + P
′
aτa + P

′′
aτa+1.

We define the operator, also denoted by ∂a,b, on
⊕

ν∈In k[x1, . . . , xn]e(ν), by

∂a,bf =
sa,bf − f
xa − xb

ea,b, ∂a := ∂a,a+1.

Then we obtain

τaf − (saf)τa = fτa − τa(saf) = (∂af)Pa,a+1.(3.5)

Using the formula (3.5), we have

P
′
aτa = τaP

′
a and P

′′
aτa+1 = τa+1P

′′
a.

For β ∈ Q+ with |β| = n, we set

Iβ = {ν = (ν1, . . . , νn) ∈ In | αν1 + · · ·+ ανn = β},
I(β) = {ν = (νa1

1 , . . . , ν
ak
k ) ∈ In | a1αν1 + · · ·+ akανk = β}.

We define

R(m,n) = R(m)⊗k R(n) ⊂ R(m+ n),

e(n) =
∑
ν∈In

e(ν), e(β) =
∑
ν∈Iβ

e(ν), e(α, β) =
∑

µ∈Iα, ν∈Iβ
e(µ, ν),

R(β) = e(β)R(n), R(α, β) = R(α)⊗k R(β) ⊂ R(α + β),

e(n, ik) =
∑

ν∈In+k,
νn+1=···=νn+k=i

e(ν), e(ik, n) =
∑

ν∈In+k,
ν1=···=νk=i

e(ν),

e(β, ik) = e(β, kαi) = e(β + kαi)e(n, i
k),

e(ik, β) = e(kαi, β) = e(β + kαi)e(i
k, n),
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for α, β ∈ Q+.

Let Mod(R(β)) be a category of arbitrary Z-graded R(β)-modules. The

morphisms in the category are R(β)-homomorphisms which are homoge-

neous. Let Proj(R(β)) (resp. Rep(R(β))) be the full subcategory consisting

of finitely generated projective (resp. finite dimensional over k0) Z-graded

(R(β))-modules. For a Z-graded R(β)-module M =
⊕

t∈ZMt, let M〈k〉 de-

note the graded R(β)-module whose Z-grading is shifted by k from one of

M ; i.e., M〈k〉t :=
⊕

t∈ZMt+k. We also denote by q the grading shift functor

(q ·M)t = Mt−1.(3.6)

We denote by [Proj(R(β))] and [Rep(R(β))] the Grothendieck group of Proj(R(β))

and Rep(R(β)), respectively. These group have the A-module structures in-

duced by the grading shift functor q; i.e., q[M ] = [q ·M ] where [M ] is the

isomorphism class of an R(β)-module M .

Let ψ : R(β)→ R(β) be the anti-involution given by

(3.7) ψ(ab) = ψ(b)ψ(a), ψ(e(ν)) = e(ν), ψ(xk) = xk, ψ(τl) = τl

for all a, b ∈ R(β) and generators of R(β).

For any M ∈ Mod(R(β)), we denote by Mψ the graded right R(β)-

modules whose right action is induced by the involution ψ. Namely,

v · r = ψ(r)v for v ∈Mψ, r ∈ R(β).

For α, β ∈ Q+, consider the natural embedding

ια,β : R(α, β) ↪→ R(α + β).

For M ∈ Mod(R(α, β)) and N ∈ Mod(R(α + β)), we define

Indα,β(M) = R(α + β)e(α, β)⊗R(α,β) M ∈ Mod(R(α + β)),

Resα,β(N) = e(α, β)N ∈ Mod(R(α, β)).

Then Frobenius reciprocity holds in this setting:

HomR(α+β)(Indα,β(M), N) ' HomR(α,β)(M,Resα,βN).(3.8)
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3.2 The algebra R(nαi).

In this section, we will study the algebra R(nαi) which is a special case where

β = nαi. However, the properties of R(nαi) depend on the value of aii. For

i ∈ Ire, this algebra was treated in [24, 33].

Throughout this section, we assume that

k0 is a field and the components kt are finite-dimensional over k0.(3.9)

Under condition (3.9), the Z-graded algebra R(β) satisfies the conditions:

(a) its Z-grading is bounded below and

(b) each homogeneous subspace R(β)t is finite-dimensional over k0

(t ∈ Z).

(3.10)

Hence we have

(i) R(β) has the Krull-Schmidt direct sum property for finitely gen-

erated modules,

(ii) any simple object in Mod(R(β)) is finite-dimensional over k0 and

has an indecomposable finitely generated projective cover (unique

up to isomorphism),

(iii) there are finitely many simple modules in Rep(R(β)) up to grade

shifts and isomorphisms.

(3.11)

Thus Rep(R(β)) contains all irreducible R(β)-modules and

(3.12) the set of all the isomorphism classes of R(β)-modules, Irrq(R(β)),

forms a Z-basis of [Rep(R(β))].

Now, we will study the representation theory of R(nαi). To do this, we

need to consider its primitive idempotents first.
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The case when aii = 2 (See [24, 33] for more detail). For 1 ≤ k < n, let

bk := τkxk+1 ∈ R(nαi). Then, by a direct computation, we have

(3.13)
brbs = bsbr if |r − s| > 1,

brbr+1br = br+1brbr+1, for 1 ≤ r < n− 1.

Thus, for w ∈ Sn, bw is well-defined.

We denote by w[1, n] the longest element of the symmetric group Sn, and

set

(3.14) b(in) := bw[1,n].

Then (3.13) implies

b(in)2 = b(in) and bkb(in) = b(in)bk = b(in) for 1 ≤ k < n.

The algebra R(nαi) decomposes into the direct sum of indecomposable

projective graded modules over R(nαi) as follows:

R(nαi) ' [n]i!P(in),(3.15)

where

P(in) := R(nαi)b(in)

〈
din(n− 1)

2

〉
.

Note that P(in) is an indecomposable projective graded module unique up

to isomorphism and grading shift. Note also that

R(nαi)b(in) ' R(nαi)/
n−1∑
k=1

R(nαi)τk.

On the other hand, there exists an irreducible graded R(nαi)-module L(in)

which is unique up to isomorphism and grading shift:

(3.16) L(in) := Ind
R(nαi)
k[x1]⊗···⊗k[xn]1,

where 1 is the trivial k[x1] ⊗ · · · ⊗ k[xn]-module which is isomorphic to k0.

Hence L(in) is the R(nαi)-module generated by the element u(in) of degree

0 such that

xku(in) = 0 (1 ≤ k ≤ n), ksu(in) = 0 (s > 0).
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The case when aii < 0. Recall the Z-grading on R(n) which is defined

in (3.4). In this case, all the generators have positive grading. Thus, the

algebra R(nαi) has a unique idempotent b(in) := e(in); i.e.,

(3.17) R(nαi) is the unique projective indecomposable R(nαi)-module.

Therefore, by (3.11), we can conclude that R(nαi) has the unique 1-dimensional

irreducible graded module L(in) = k0u(in) up to isomorphism and grading

shift; i.e.,

(3.18) e(in)u(in) = u(in), xku(in) = 0, τau(in) = 0, ksu(in) = 0 (s > 0),

for all 1 ≤ k ≤ m and 1 ≤ a ≤ m− 1.

The case when aii = 0 If we take Pi(w, z) = w+ z, then R(3αi) has −τ1τ2,

−τ2τ1 and 1 + τ1τ2 + τ2τ1 as orthogonal primitive idempotents. In general,

R(nαi) has many primitive idempotents. Hence the algebra R(nαi) is not

a principal indecomposable R(nαi)-module and R(nαi) has many irreducible

modules. In this case, we also set b(in) := e(in) although e(in) is not the

unique idempotent.

Hereafter, we construct a graded faithful representation of R(nαi). For

a polynomial ring k[X1, . . . , Xn], we assign the degree of Xk (1 ≤ k ≤ n)

as 2di. We define the action of xk (1 ≤ k ≤ n) and τa (1 ≤ a ≤ n − 1) on

k[X1, . . . , Xn] as follows:

(3.19)
xk · f(X1, . . . , Xn) :=Xkf(X1, . . . , Xn),

τa · f(X1, . . . , Xn) := Pi(Xa, Xa+1)∂a(f(X1, . . . , Xn))

for f(X1, . . . , Xn) ∈ k[X1, . . . , Xn].

Proposition 3.2.1. The polynomial ring k[X1, . . . , Xn] is a faithful repre-

sentation of R(nαi).

Proof. If i ∈ Ire, our assertion was shown in [24, Example 2.2]. We may

assume that i ∈ I im. Note that for w ∈ Sn,

∂w is well-defined and {∂wxa1
1 · · ·xann | a1, . . . an ∈ Z≥0, w ∈ Sn}

is a linearly independent subset of End(k[X1, . . . , Xn]).
(3.20)
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To prove our assertion, we need to prove that the map γi : R(nαi) →
End(k[X1, . . . , Xn]) induced by (3.19) is indeed a homomorphism with kernel

equal to {0}. The relations given in Definition 3.1.1 except for (R5), (R6)

and (R8) are obvious. For the relation (R5), we have

τaxa+1 · f = Pi(Xa, Xa+1)
Xasa(f)−Xa+1f

Xa −Xa+1

,

xaτa · f = Pi(Xa, Xa+1)
Xasa(f)−Xaf

Xa −Xa+1

,

for any f ∈ k[X1, . . . , Xn]. Thus we have

τaxa+1 − xafτa = Pi(xa, xa+1), in End(k[X1, . . . , Xn]).

In a similar way, we can show that xa+1τa−τaxa = Pi(xa, xa+1) in End(k[X1, . . . , Xn]).

By a direct computation, we have

τ 2
a · f =

Pi(Xa+1, Xa)− Pi(Xa, Xa+1)

Xa −Xa+1

Pi(Xa, Xa+1)
sa(f)− f
Xa −Xa+1

.

Since γi(τa) = Pi(Xa, Xa+1)∂a, (R6) holds. To check relation (R8), it suffices

to show that the assertion hold for n = 3. Set

A =
Pi(x1, x2)

x1 − x2

, A′ =
Pi(x2, x1)

x1 − x2

, B =
Pi(x2, x3)

x2 − x3

, B′ =
Pi(x3, x2)

x2 − x3

, C =
Pi(x1, x3)

x1 − x3

.

Then we have

γi(τ2τ1τ2) = ABC(s2s1s2 − s2s1 − s1s2 + s1)−BB′C(1− s2) + AB2(s2 − 1),

γi(τ1τ2τ1) = ABC(s1s2s1 − s1s2 − s2s1 + s2)− AA′C(1− s1) + A2B(s1 − 1).

Thus

γi(τ2τ1τ2 − τ1τ2τ1) = (A′C +BC − AB) (A(s1 − 1))

− (AB +B′C − AC) (B(s2 − 1)) .

Since τ1 = A(s1 − 1) and τ2 = B(s2 − 1) in End(k[X1, X2, X3]), (R6) also

holds. Hence γi is a homomorphism.
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In remains to show that γi is injective. Recall the notation τw for w ∈ Sn
in Remark 3.1.2. We take a nonzero element

y = τw1f1 + · · ·+ τwrfr for some fk ∈ k[x1, · · · , xn] (1 ≤ k ≤ r) in R(nαi)

such that wa 6= wb in Sn (1 ≤ a 6= b ≤ r). Then, γi(y) can be written as

γi(y) = ∂w1f
′
1 + · · ·+ ∂wrf

′
r

for some nonzero f ′k. By (3.20), γi(y) is nonzero which yields our assertion.

Corollary 3.2.1. The set

{τwxa1
1 · · ·xann |a1, . . . , an ∈ Z≥0, w ∈ Sn}

forms a basis of k-module R(nαi).

Proof. It is an immediate consequence of Remark 3.1.2 and Proposition 3.2.1.

By Corollary 3.2.1, for i ∈ Ire, the R(nαi)-module L(in) has a k0-basis

{τw · u(in) | w ∈ Sn} .

Set

Lk := {v ∈ L(in) | xkn · v = 0} (k ≥ 0).

Since xn commutes with all xi (i = 1, . . . , n − 1) and τj (j = 1, . . . , n − 2),

Lk has an R((n− 1)αi)-module structure. Moreover Lk has a k0-basis

{τwτn−1 · · · τsu(in) | w ∈ Sn−1, n− k + 1 ≤ s ≤ n} ,

and Ln = L(in). Thus we have a module isomorphism

(3.21) Lk/Lk−1 ' L(in−1) 〈2di(1− k)〉 for 1 ≤ k ≤ n.6

Here the grading shift is caused by the degree of τn−1 · · · τn−k+1u(in). Note

that Lk = xn−kn L(in) for 0 ≤ k ≤ n.
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3.3 The Poincaré-Birkhoff-Witt-type basis.

In this section, we will prove that the set given in Remark 3.1.2 is indeed

a basis of k-module R(n). From this fact, we can define functor between

categories of projective R(n)-modules which play a crucial role in the later

sections.

Take a total order ≺ on I. For β ∈ Q+ with |β| = n, let

Polβ =
⊕
ν∈Iβ

k[X1, . . . , Xn]E(ν) and Poln =
⊕

β∈Q+, |β|=n

Polβ.

We define the action of the generators e(ν) (ν ∈ In), xk (1 ≤ k ≤ n) and

τa (1 ≤ a ≤ n− 1) on Poln as follows:

(3.22)

e(µ) · fE(ν) = δµ,νfE(ν), xk · fE(ν) = XkfE(ν),

τa · fE(ν) =


Pνa(Xa, Xa+1)∂a(f)E(ν) if νa = νa+1,

Qνa,νa+1(Xa, Xa+1)sa(f)E(sa · ν) if νa � νa+1,

sa(f)E(sa · ν) if νa ≺ νa+1,

for f ∈ k[X1, . . . , Xn].

Lemma 3.3.1. Poln is a well-defined R(n)-module.

Proof. We have to verify that the defining relations given in 3.1.1 hold in

End(Poln). It suffices to assume that n = 3 and |I| ≤ 3. If |I| = 1, we

already proved this in Proposition 3.2.1. Thus, we may assume that |I| = 2

or |I| = 3. By a simple computation, one can check that the relations except

for (R8) hold trivially. Hence we will consider only relation (R8) under the

following cases:

Case (i): Let ν = (i, j, i) with i 6= j. Without loss of generality, we may

assume i ≺ j. For a, b, c ∈ Z≥>0, Set Xa,b,c :=Xa
1X

b
2X

c
3. By a direct compu-

tation, we have

τ1τ2τ1 ·Xa,b,cE(ν) = Pi(X1, X3)Qij(X1, X2)
Xa,b,c −Xc,b,a

X1 −X3

E(ν),

τ2τ1τ2 ·Xa,b,cE(ν) = Pi(X1, X3)
Qij(X3, X2)Xa,b,c − Qij(X1, X2)Xc,b,a

X1 −X3

E(ν),
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which yield

(τ1τ2τ1 − τ2τ1τ2)e(ν) = Pi(x1, x3)
Qij(x3, x2)− Qij(x1, x2)

x3 − x1

e(ν) in End(Poln).

Case (ii): Let ν = (i, j, k) such that i, j, k are distinct. Since the other cases

are similar, we will only prove our assertion when i � j � k. Then we have

τ1τ2τ1 ·Xa,b,cE(ν) = Qij(X2, X3)Qjk(X1, X2)Qik(X1, X3)Xc,b,aE(ν),

τ2τ1τ2 ·Xa,b,cE(ν) = Qij(X2, X3)Qjk(X1, X2)Qik(X1, X3)Xc,b,aE(ν),

which implies that (τ1τ2τ1 − τ2τ1τ2)e(ν) = 0 in End(Poln).

Case (iii): Similarly as above, we consider i = (i, i, j) with i � j only. Then

τ1τ2τ1 ·Xa,b,cE(ν) = Qij(X1, X2)Qij(X1, X3)Pi(X2, X3)
Xc,a,b −Xc,b,a

X2 −X3

E(ν),

τ2τ1τ2 ·Xa,b,cE(ν) = Qij(X1, X2)Qij(X1, X3)Pi(X2, X3)
Xc,a,b −Xc,b,a

X2 −X3

E(ν).

Hence we have (τ1τ2τ1 − τ2τ1τ2)e(ν) = 0 in End(Poln), which completes the

proof.

By the first relation in (3.22), we can naturally deduce the R(β)-module

on Polβ. Note that R(β) =
⊕

µ,ν∈Iβ e(µ)R(β)e(ν). For µ, ν ∈ Iβ, let

µSν = {w | w ∈ S|β|, w(µ) = ν}.

By Remark 3.1.2, for β ∈ Q+ with |β| = n,

µBν := {τwxa1
1 · · ·xann e(ν)|a1, . . . , an ∈ Z≥0, w ∈ µSν}

spans e(µ)R(α)e(ν).

Theorem 3.3.1. Fix ν ∈ Iβ. Then the set µBν is a basis of the k-module

e(µ)R(β)e(ν) for any µ ∈ Iβ.

Proof. Let < be the lexicographic order of Iβ arising from the order ≺ of I,

and let ηwµ be the one of the elements in ηSµ for η, µ ∈ Iβ. Let

γβ : R(β) −→ End(Polβ)
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be the algebra homomorphism given in (3.22). We will show that γβ(µBν) is

linearly independent for any µ ∈ Iβ, which would imply the set µBν is linearly

independent. We prove our claim using induction on the lexicographic order

< on Iβ.

Let ν ∈ Iβ, and let

µ = (j1 . . . j1︸ ︷︷ ︸
k1

j2 . . . j2︸ ︷︷ ︸
k2

· · · jr . . . jr︸ ︷︷ ︸
kr

) ∈ Iβ

such that j1 ≺ j2 ≺ · · · ≺ jr. Note that µ is a minimal element in Iβ. Let

m be a linear combination of µBν such that γβ(m) = 0. Note that m can be

expressed as

m =
∑
s

τwsτµwνx
ase(ν)

for some as ∈ Zm
≥0, xas :=x

as1
1 · · ·x

asn
n and some ws ∈ Sk1×· · ·×Skr . It follows

from Lemma 3.3.1 that γβ
(
τµwνe(ν)

)
is a linear map k[X1, . . . , Xn]E(ν) to

k[X1, . . . , Xn]E(µ) sending E(ν) to E(µ). Hence,

γβ(m) = 0 if and only if γβ

(∑
s

τwsx
µwν ·(as)e(ν)

)
= 0.

Since γβ
(∑

s τwsx
µwν ·(as)e(ν)

)
is in End(Polβ) sending E(ν) to E(µ), by

Proposition 3.2.1, we have

γβ

(∑
s

τwsx
µwν ·(as)e(µ)

)
= 0 if and only if

∑
s

τwsx
µwν ·(as)e(µ) = 0,

which implies m = 0. Therefore, γβ(µBν) is linearly independent.

We now consider the case when η is an arbitrary sequence in Iβ such that

η > µ. This step can be proved by a similar induction argument as in [24,

Theorem 2.5], which completes the proof.

For any α, β ∈ Q+, e(α, β)R(α+β) has a natural graded R(α, β)-module

structure.

Corollary 3.3.1. e(α, β)R(α + β) is a free graded left R(α, β)-module.
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Proof. Let n := |α|, m := |β| and Sn × Sn\Sn+m be the set of the minimal

right Sn × Sn-coset representatives of Sn+m. For w ∈ Sn × Sn\Sn+m, set

τ̂w =
∑
ν∈Iα,
µ∈Iβ

e(ν, µ)τwe(w
−1 · (ν, µ)).

Then, Theorem 3.3.1 tells that

{τ̂w|w ∈ Sn × Sn\Sn+m}

is a basis of the left graded R(α, β)-module e(α, β)R(α + β).

By the above corollary, we can conclude that

Indα,β and Resα,β take projective modules to projective modules.(3.23)

Hence we have the linear maps

(3.24)
[Indα,β] : [Proj(R(α))]× [Proj(R(β))]→ [Proj(R(α + β))],

[Resα,β] : [Proj(R(α + β))]→ [Proj(R(α))]× [Proj(R(β))].

Given α, α′, β, β′ ∈ Q+ with α + β = α′ + β′, let

(3.25) α,βRα′,β′ := e(α, β)R(α + β)e(α′, β′).

We also write α+βRα,β :=R(α+β)e(α, β) and α′,β′Rα′+β′ := e(α′, β′)R(α′+β′).

Note that α,βRα′,β′ is a (R(α, β),R(α′, β′))-bimodule. Now we obtain Mackey’s

Theorem for the quiver Hecke algebras.

Proposition 3.3.1. The (R(α, β),R(α′, β′))-bimodule α,βRα′,β′ has a graded

filtration with graded subquotients isomorphic to

(αRα−γ,γ)⊗ (βRβ+γ−β′,β′−γ)⊗R′ (α−γ,α′+γ−αRα′)⊗ (γ,β′−γRβ′)〈−(γ|β+γ−β′)〉,

where R′ = R(α − γ)⊗ R(γ)⊗ R(β + γ − β′)⊗ R(β′ − γ) and γ ranges over

the set of γ ∈ Q+ such that α− γ, β′− γ and β + γ − β′ = α′+ γ −α belong

to Q+.
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3.4 Quantum Serre relations

In this section, we will show that the Grothendieck group [Proj(R(β))] satis-

fies the categorical Serre relations.

Recall the definition of the idempotent b(in) in Section 3.2. For ν = (νa1
1 , . . . , ν

ak
k ) ∈

I(β), we define

b(ν) := b(νa1
1 )⊗ · · · ⊗ b(νakk ) ∈ R(β).

Since each b(νarr ) (1 ≤ r ≤ k) is an idempotent, so is b(ν) and

P(ν) := R(β)b(ν)

〈 ∑
r=1,...,k,
ir∈Ire

ak(ak − 1)(αir |αir)
4

〉

is a projective graded R(β)-module. Recall that, for i ∈ I im,

P(in) = R(nαi).

Now, we will prove that the quantum Serre relations hold on [Proj(R(β))].

Suppose that we have i ∈ Ire and j ∈ I such that i 6= j and aij 6= 0. Let

b = 1 − aij and take nonnegative integers m,n ≥ 0 with m + n = b. Note

that

e(im, j, in)τb · · · τm+1 = τb · · · τm+1e(i
m+1, j, in−1),

e(im, j, in)τ1 · · · τm+1 = τ1 · · · τme(im−1, j, in+1).

Define the homogeneous elements

α+
m,n := e(im, j, in)τb · · · τm+1b((im+1, j, in−1)),

α−m,n := e(im, j, in)τ1 · · · τmb((im−1, j, in+1)).

Choose a pair of sequences ν and µ such that (ν, im, j, in, µ) ∈ I(α). Then

these elements give rise to homomorphisms of graded projective modules

(3.26)

d+
m,n : P(µ, im, j, in, ν) −→ P(µ, im+1, j, in−1, ν),

v 7−→ v · b(µ)⊗ α+
a,b ⊗ b(ν),

d−m,n : P(µ, im, j, in, ν) −→ P(µ, im−1, j, in+1, ν),

v 7−→ v · b(µ)⊗ α−a,b ⊗ b(ν).
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Set d+
b,0 = 0 and d−0,b = 0. Then we have

0 // P(µ, j, ib, ν)oo
d+

0,b // · · ·
d−1,b−1

oo
d+
m−1,n+1// P(µ, im, j, in, ν)
d−m,n

oo
d+
m,n //

d−m+1,n−1

oo

P(µ, im+1, j, in−1, ν)
d+
m+1,n−1// · · ·
d−m+2,n−2

oo
d+
b−1,1 // P(µ, ib, j, ν)
d−b,0

oo // 0.oo

Lemma 3.4.1.

(a) d+
m,n ◦ d+

m−1,n+1 = 0, d−m,n ◦ d−m+1,n−1 = 0 for m ,n > 0.

(b) d+
b−1,1 ◦ d

−
b,0 = (−1)b−1ti,j;(−aij ,0)id, d−1,b−1 ◦ d

+
0,b = ti,j;(−aij ,0)id.

(c) For 1 < m,n < b, we have

d+
m−1,n+1 ◦ d−m,n − d−m+1,n−1 ◦ d+

m,n = (−1)m−1ti,j;(−aij ,0)id.

Proof. If j ∈ Ire, this lemma was proved in [25, 33]. We will prove our lemma

when j ∈ I im.

Let bm,n = b((im, j, in)) for m,n ≥ 0. Since i ∈ Ire, it follows from

[25, 33] that

α+
m,n = τb · · · τb−nbm+1,n−1 = bm,nτb · · · τb−nbm+1,n−1,

α−m,n = τ1 · · · τmbm−1,n+1 = bm,nτ1 · · · τabm−1,n+1.

By a direct computation, we have

α+
m−1,n+1α

+
m,n = bm−1,n+1τb · · · τmbm,nbm,nτb · · · τm+1bm+1,n−1

= bm−1,n+1τb · · · τmτb · · · τm+1bm+1,n−1

= 0.

In the same manner, we get α−m+1,n−1α
−
m,n = 0.

On the other hand, for a, b > 0, we obtain

α+
m,nα

−
m+1,n−1 = bm,nτb · · · τm+1bm+1,n−1bm+1,n−1τ1 · · · τm+1bm,n

= τ1 · · · τm−1τb · · · τm+1τmτm+1ba,b,

α−m,nα
+
m−1,n+1 = bm,nτ1 · · · τmbm−1,n+1bm−1,n+1τb · · · τmbm,n

= τ1 · · · τm−1τb · · · τmτm+1τmbm,n,
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which implies

α−b,0α
+
b−1,1 = (−1)b−1ti,j;(−aij ,0)bb,0, α+

0,bα
−
1,b−1 = ti,j;(−aij ,0)b0,b,

and

α−m,nα
+
m−1,n+1 − α+

m,nα
−
m+1,n−1 = τ1 · · · τm−1τb · · · τm+2(τmτm+1τm − τm+1τmτm+1)bm,n

= τ1 · · · τm−1τb · · · τm+2(Qm,m+1(xm, xm+1, xm+2)ba,b

= (−1)m−1ti,j;(−aij ,0)ba,b.

Therefore, we obtain

α+
m−1,n+1α

+
m,n = 0, α−m+1,n−1α

−
m,n = 0,

α−b,0α
+
b−1,1 = (−1)b−1ti,j;(−aij ,0)bb,0, α+

0,bα
−
1,b−1 = ti,j;(−aij ,0)b0,b,

α−m,nα
+
m−1,n+1 − α+

m,nα
−
m+1,n−1 = (−1)m−1ti,j;(−aij ,0)bm,n,

as desired.

Theorem 3.4.1. For any pair of sequences µ and ν,

(a) if aij = 0 for i 6= j, then [P(µ, i, j, ν)] = [P(µ, j, i, ν)]

(b) If i ∈ Ire and j ∈ I with i 6= j, then

1−aij∑
k=0

(−1)k[P(µ, ik, j, i1−aij−k, ν)] = 0.

Proof. Without loss of generality, we assume that i < j. If aij = 0, let τ−

(resp. τ+) be the element in R changing (ij) to (ji) (resp. (ji) to (ij)) and

define

d− : P(µ, i, j, ν)→ P(µ, j, i, ν) (resp. d+ : P(µ, j, i, ν)→ P(µ, i, j, ν))

to be the map given by right multiplication by ti,j;(−aij ,0)τ
− (resp. tjiτ

+).

From the defining relation, we see that d+ and d− are inverses to each other.

Hence

[P(µ, i, j, ν)] = [P(µ, j, i, ν)].
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Suppose that aij 6= 0 and i ∈ Ire. By Lemma 3.4.1, the complex(
P(µ, im, j, in, ν), d+

m,n

)
becomes an exact sequence with the splitting maps

(−1)m−1ti,j;(−aij ,0)d
−
m,n. Therefore, our assertion follows from the Euler-Poincaré

principle.

For a module N =
⊕

t∈ZNt ∈ Mod(R(β)) such that dimk0 Nt < ∞ ,

define a formal power series

dimq(N) =
∑
t∈Z

(dimk0 Nt)q
t.

Note that for N ∈ Proj(R(β)), dimq(N) is well-defined.

By similar arguments to the one in [24, Section 2.5], we have the lemma

below:

Lemma 3.4.2. Assume that (3.2) holds; i.e.,k = k0. The A-linear pairing

(, ) : [Proj(R(β))]× [Proj(R(β))]→ Z[[q, q−1]] defined by

([P ], [Q]) = dimq(P
ψ ⊗R(β) Q)

is a nondegenerate symmetric bilinear form on Proj(R(β)).

Given µ ∈ Iα and ν ∈ Iβ, a sequence η ∈ Iα+β is called a shuffle of µ and

ν if η is a permutation of (µ, ν) such that µ and ν are subsequences of η. For

a shuffle η of µ ∈ Iα and ν ∈ Iβ, let

deg(µ, ν, η) = deg(τwe(µ, ν)),

where w is the element in S|α|+|β|/S|α| × S|β| corresponding to η.

For M ∈ Mod(R(α)) and N ∈ Mod(R(β)), M �N will denote the outer

tensor product of M and N . Then, from Proposition 3.3.1, one can check

that

(3.27)

Indα,β(P(µ) � P(ν)) ' P((µ, ν)) for µ ∈ Iα, ν ∈ Iβ,

Resα,βP(η) '
⊕
µ,ν

P(µ) � P(ν)〈− deg(µ, ν, η)〉 for η ∈ Iα+β,

where the sum is taken over all µ ∈ Iα, ν ∈ Iβ such that η can be expressed

as a shuffle of µ and ν. Set

Proj(R) =
⊕
β∈Q+

Proj(R(β)) and [Proj(R)] =
⊕
β∈Q+

[Proj(R(β))].
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Then we can extend the linear maps [Indα,β] and [Resα,β] in (3.24) to [Ind]

and [Res] on [Proj(R)] by the following:

[Ind] :[Proj(R)]⊗ [Proj(R)] −→ [Proj(R)] given by ([M ], [N ]) 7→ [Indα,βM �N ],

[Res] :[Proj(R)] −→ [Proj(R)]⊗ [Proj(R)] given by [L] 7→
∑

α′,β′∈Q+

[Resα′,β′L].

where

• M ∈ Proj(R(α)) and N ∈ Proj(R(β)),

• the sum is taken over all α′,β′ ∈ Q+ for R(α′ + β′)-module L.

We denote by [M ][N ] the product [Ind]([M ], [N ]) of [M ] and [N ] in

[Proj(R)].

Proposition 3.4.1.

(a) The pair ([Proj(R)], Ind) becomes an associative unital A-algebra.

(b) The pair ([Proj(R)],Res) becomes a coassociative counital A-coalgebra.

Proof. Our assertions on associativity and coassociativity follow from the

transitivity of induction and restriction. Define

ι : A −→ [Proj(R)] by ι(
∑
k

akq
k) =

∑
k

akq
k1,

ε : [Proj(R)] −→ A by ε([M ]) = c([M0]),

where 1 is the trivial module over R(0)-module which is isomorphic to k ,

[M0] is the image of [M ] under the natural projection

[Proj(R)] =
⊕
β∈Q+

[Proj(R(β))] −→ [Proj(R(0))]

and c([M0]) is the coefficient of [M0] with respect to the canonical basis of

[Proj(R(0))]. Then one can verify that ι (resp. ε) is the unit (resp. counit) of

[Proj(R)].
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We define the algebra structure on [Proj(R)]⊗ [Proj(R)] by

([M1]⊗ [M2]) · ([N1]⊗ [N2]) = q−(β2|γ1)[M1][N1]⊗ [M2][N2]

for Mi ∈ [Proj(R(βi))], Ni ∈ [Proj(R(γi))] (i = 1, 2). Using Proposition 3.3.1,

we prove:

Proposition 3.4.2. [Res] : [Proj(R)] −→ [Proj(R)]⊗ [Proj(R)] is an algebra

homomorphism.

Proposition 3.4.3. Under assumption (3.2), the bilinear pairing ( , ) :

[Proj(R)]⊗ [Proj(R)]→ Q(q) satisfies the following properties:

(a) (1,1) = 1,

(b) ([P(i)], [P(j)]) = δij(1− q2
i )
−1 for i, j ∈ I,

(c) ([L], [M ][N ]) = (Res[L], [M ]⊗ [N ]) for [L], [M ], [N ] ∈ [Proj(R)],

(d) ([L][M ], [N ]) = ([L]⊗ [M ],Res[N ]) for [L], [M ], [N ] ∈ [Proj(R)].

Proof. Assertions (a) and (b) follow from the Z-grading (3.4) on R(α). Sup-

pose that L ∈ Proj(R(α + β)), M ∈ Proj(R(α)) and N ∈ Proj(R(β)). Then

we have

([L], [M ][N ]) = dimq(L
ψ ⊗R(α+β) Indα,β(M �N))

= dimq((Resα,βL)ψ ⊗R(α,β) M �N) = (Resα,βL,M �N),

which yields that ([L], [M ][N ]) = (Res[L], [M ]⊗ [N ]).

Assertion (4) can be proved in the same manner.

Define a map Φ : U−A (g) −→ [Proj(R)] by

(3.28) f
(k1)
i1
· · · f (kr)

ir
7−→ [P(ik1

1 , . . . , i
kr
r )].

Theorem 3.4.2. Under assumption (3.2), the map Φ is an injective algebra

homomorphism.
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Proof. By Theorem 3.4.1, Φ is an algebra homomorphism. Since both of the

maps ∆0 and Res are algebra homomorphisms and

∆0(fi) = fi ⊗ 1 + 1⊗ fi, Res(P(i)) = P(i)⊗ 1 + 1⊗ P(i) (i ∈ I),

by (2.9) and Proposition 3.4.3, we have

(x, y)L = (Φ(x),Φ(y)) for all x, y ∈ U−A (g).

Hence KerΦ is contained in the radical of the bilinear form ( , )L, which is

nondegenerate. Now our assertion follows immediately.

3.5 Crystal structure and strong perfect bases

In this section, we investigate the structure of RepR(β). From this, we can

choose a set of irreducible R(β)-modules which give a strong perfect basis of

[RepR(β)]. Throughout this section, we assume that

• k0 is a field and the components kt’s are finite-dimensional over k0 and

• aii 6= 0 for all i ∈ I.

For i ∈ I, define

(3.29)

∆ikM = e(β − kαi, ik)M ∈ Rep(R(β − kαi, kαi)),
εor
i (M) = max{k ≥ 0 | ∆ikM 6= 0},
Ei(M) = e(β − αi, i)M ∈ Rep(R(β − αi)),
F ′i (M) = Indβ,αi(M � L(i)) ∈ Rep(R(β + αi)),

ẽi(M) = soc((Ei(M))) ∈ Rep(R(β − αi)),
f̃i(M) = hd((F ′iM)) ∈ Rep(R(β + αi)).

Here, soc(M) means the socle of M , the largest semisimple subobject of M

and hd(M) means the head of M , the largest semisimple quotient of M . We

set εi(M) = −∞ for M = 0.

For M ∈ Rep(R(β)), Mk ∈ Rep(R(βk)) (k = 1, . . . ,m) and d ∈ Z>0, set

M�d = M � · · ·�M︸ ︷︷ ︸
d

,
m

�
k=1

Mk = M1 � · · ·�Mm.
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We also define the character chq(M) of M to be

chq(M) =
∑
ν∈Iβ

(dimq(e(ν)M))ν.

By Frobenius reciprocity, we have

(3.30)
HomR(β)(Indβ−mαi,mαi(N � L(im)),M)

' HomR(β−mαi,mαi)(N � L(im),∆imM)

for N ∈ Mod(R(β −mαi)) and M ∈ Mod(R(β)).

Lemma 3.5.1. For i ∈ I im, take m1, . . . ,mk ∈ Z>0 and set m = m1 + · · ·+
mk. Then the following statements hold.

(a) [Resm1αi,...,mkαiL(im)] = [
k

�
`=1

L(im`)].

(b) hd(Indm1αi,...,mkαi(
k

�
`=1

L(im`))) ' L(im).

Proof. Assertion (a) follows from definition (3.18). To prove (2), for simplic-

ity, we assume k = 2. Let L = Ind(L1 � L2), where Lj := L(imj) (j = 1, 2).

Set

L′ = {x ∈ L| deg(x) > 0}.

Since all generators of R((m1+m2)αi) have non-negative Z-degree, it becomes

an R((m1 +m2)αi)-module. Then, since (L1�L2)∩L′ = {0}, L′ is the unique

maximal submodule of L; i.e., L/L′ ' L(im) as a graded module. We will

show that hd(L) is irreducible. By a direct computation,

chq(L) =
∑

w∈Sm1+m2/Sm1×Sm2

q−`(w)(αi|αi)in = (in) + a(q)(in),

where a(q) is a polynomial Z[q] without constant term. Note that chq(L1 �
L2) = (in). For any quotient Q of L, by Frobenius reciprocity (3.8), we have

an injective homomorphism

L1 � L2 ↪→ Resm1αi,m2αiQ,

54



CHAPTER 3. CATEGORIFICATION

which yields

chq(Q) = (in) + a′(q)(in),

where a′(q) ∈ Z[q] without constant term. Therefore, hd(L) has only one

summand, and hence it is irreducible.

Recall the natural Z-basis Irrq(R(β)) of [Rep(R(β))] (see (3.12)).

Lemma 3.5.2. Let [M ] ∈ Irrq(R(β)) and let N � L(im) be an irreducible

submodule of the R(β−mαi,mαi)-module ∆imM . Then εor
i (N) = εor

i (M)−m.

Proof. If i ∈ Ire, then the proof is the same as that of [24, Lemma 3.6]. If

i ∈ I im, by the definition, we have εor
i (N) ≤ εor

i (M) − m. From equation

(3.30), we obtain

0→ K → Ind(N � L(im))→M → 0

for some submodule K of Ind(N � L(im)). By Proposition 3.3.1 and the

exactness of the functor ∆ik , we can conclude that εor
i (N) ≥ εor

i (M) − m.

Thus our assertion follows.

Lemma 3.5.3. Let [N ] ∈ Irrq(R(β)) with [Ei][N ] = 0 and let M = Ind(N �
L(im)). Here [Ek

i ] is the map from [Rep(R(β))] to [Rep(R(β − kαi))] induced

by the exact functor Ek
i for k ∈ Z≥0. Then we have

(a) [∆imM ] = [N � L(im)] ∈ Irrq(R(β,mαi)),

(b) [hd(M)] ∈ Irrq(R(β +mαi)) with εor
i (hd(M)) = m.

Proof. Our assertion can be proved in the same manner as in [24, Lemma

3.7].

Lemma 3.5.4. For [M ] ∈ Irrq(R(β)) with ε = εor
i (M),

[∆iεM ] = [N � L(iε)]

for some [N ] ∈ Irrq(R(β − εαi)) with εor
i (N) = 0.

Proof. Our assertion can be proved in the same manner as in [26, Lemma

5.1.4] (cf. [24, Lemma 3.8]).

55



CHAPTER 3. CATEGORIFICATION

Lemma 3.5.5. Suppose that i ∈ I im and [N ] ∈ Irrq(R(β)) with [Ei][N ] = 0.

Let [M ] = [Ind

(
N � (

k

�
`=1

L(im`))

)
] for some positive integers m1, . . .mk ∈

Z>0 and set m = m1 + · · ·+mk. Then

(a) [hd(M)] ∈ Irrq(R(β + αi)),

(b) εor
i (hd(M)) = m.

Proof. By the definition, we have

[∆imM ] = [N � Ind(
k

�
`=1

L(im`))].

Then we have

[∆imM ] =
∑
w

q−`(w)(αi|αi)[N � L(im)] = [N � L(im)] + a(q)[N � L(im)],

where w runs over all the elements in Sm/Sm1 × · · · × Smk and a(q) ∈ Z[q]

without constant term. By Frobenius reciprocity (3.30), for any quotient Q

of M , there is a nontrivial homomorphism of degree 0

∆imM ' N � Ind(
k

�
`=1

L(im`))→ ∆imQ.

By Lemma 3.5.1 (2), we have

[∆imQ] = [N � L(im)] + a(q)[N � L(im)],

for some a(q) with a(q) ∈ Z[q] without constant term. Therefore, by the same

argument as in Lemma 3.5.1, hd(M) is irreducible and εor
i (hd(M)) = m.

Lemma 3.5.6. Let [N ] ∈ Irrq(R(β)) and let [M ] = [Ind(N � L(im))]. Then

[hd(M)] ∈ Irrq(R(β +mαi)) with εor
i (hd(M)) = εor

i (N) +m.

Proof. If i ∈ Ire, then the proof is identical to that of [26, Lemma 5.1.5] (cf.

[24, Lemma 3.9]). Suppose that i ∈ I im. Let ε = εor
i (N). By Lemma 3.5.4,

we have

[∆iεN ] = [K � L(iε)]
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for [K] ∈ Irrq(R(β−mαi)) with εor
i (K) = 0. By Frobenius reciprocity (3.30),

there is a surjective homomorphism

Ind(K � L(iε)) � N,

which yields

Ind(K � L(iε) � L(im)) � Ind(N � L(im)).

Therefore, our assertion follows from Lemma 3.5.5.

Lemma 3.5.7. For [M ] ∈ Irrq(R(β))and 0 ≤ m ≤ εor
i (M), the submodule

soc∆imM of M is an irreducible module of the form L� L(im) with εor
i (L) =

εor
i (M)−m for some L ∈ Irrq(R(β −mαi)).

Proof. If i ∈ Ire, then the proof is the same as that of [26, Lemma 5.1.6] (cf.

[24, Lemma 3.10]). If i ∈ I im, let ε = εor
i (M). Note that every summand of

soc∆imM has the form L� L(im) for L ∈ Irrq(R(β −mαi)). It follows from

Lemma 3.5.2 that

εor
i (L) = ε−m,

so that ∆iε−m(L) � L(im) 6= 0. It is clear that Resβ−εαi,εαiα−εαi,(ε−m)αi,mαi
∆iεM has

∆iε−m(L) � L(im) as a submodule. On the other hand, by Lemma 3.5.1 and

Lemma 3.5.4, there exists an irreducible N ∈ Irrq(R(β − εαi)) such that

[Resβ−εαi,εαiβ−εαi,(ε−m)αi,mαi
∆iεM ] = [N � L(iε−m) � L(im)],

which is irreducible. Hence soc∆imM is irreducible and isomorphic to L �
L(im).

Lemma 3.5.8. For [M ] ∈ Irrq(R(β)) with [Ek
i ][M ] = 0, [M ] is a linear

combination of modules [N ], where [N ] ∈ Irrq(R(β)) with εor
i (N) < k.

Proof. Write [M ] =
∑
aN [N ], where aN ∈ Z and N ranges over the set of

isomorphic classes of irreducible R(β)-modules. Let ` be the largest εor
i (N)

with aN 6= 0. Then by Lemma 3.5.7, [E`
i ][M ] = dimk0 L(i`)

∑
εor
i (M)=`

aM [ẽ`iM ].

Hence if ` ≥ k, then [E`
i ][M ] = 0, which is a contradiction. Hence we obtain

the desired result.
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By Lemma 3.5.6 and Lemma 3.5.7, the operators ẽi and f̃i take irreducible

modules to irreducible modules or 0, and

εor
i (M) = max{k ≥ 0 | ẽkiM 6= 0}, εor

i (f̃iM) = εor
i (M) + 1.

Lemma 3.5.9. For [M ] ∈ Irrq(R(β)), we have

[socEm
i M ] = [ẽmi M ], [hd(F ′i

m
M)] = [f̃mi M ].

Proof. If i ∈ Ire, then the proof is the same as in [26, Lemma 5.2.1]. Suppose

that i ∈ I im. Now, we focus on the first assertion. Since the case m > εor
i (M)

is trivial, we may assume that m ≤ εor
i (M). Since L(i) � ẽiM ↪→ ∆iM , we

have

ẽmi M � L(i)�m ↪→ Resβ−mαi,mαiβ−mαi,αi,...αi∆imM,

which implies there is a nontrivial homomorphism

ẽmi M � Ind(L(i)�m) −→ ∆imM.

Since any quotient of Ind(L(i)�m) has a 1-dimensional submodule, ∆imM has

a submodule which is isomorphic to ẽmi M � L(im). Hence the first assertion

follows from Lemma 3.5.7.

For the second assertion, by the definition of f̃i, there is a nontrivial

homomorphism Ind(M � Ind(L(i)�m) � f̃mi M. By Lemma 3.5.6, we have

[hd(Ind(M � Ind(L(i)�m))] = [f̃mi M ].

On the other hand, the nontrivial homomorphism

Ind(L(i)�m) −→ L(im)

induces a nontrivial homomorphism

Ind(M � Ind(L(i)�m)) −→ Ind(M � L(im)).

Therefore, we conclude [hd(F ′i
mM)] = [f̃mi M ].

Lemma 3.5.10. For [M ] ∈ Irrq(R(β)) and [N ] ∈ Irrq(R(β + αi)), we have

[f̃iM ] = [N ] if and only if [M ] = [ẽiN ].
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Proof. Using Lemma 3.5.9, our assertion can be proved in the same manner

as in [26, Lemma 5.2.3]

For M ∈ Rep(R(β)), set

ε∗i (M) =

{
εor
i (M) if i ∈ Ire or εor

i (v) = 0,

1 if i ∈ I im and εor
i (v) > 0.

Proposition 3.5.1. For [M ] ∈ Irrq(R(β)), assume that ε := εor
i (M) > 0 and

set ε∗ := ε∗i (M). Then we have

(3.31) [Ei][M ] = q1−ε∗
i [ε∗]i[ẽiM ] +

∑
k

[Nk],

where the Nk are irreducible modules with εor
i (Nk) < εor

i (ẽiM) = ε− 1.

Proof. By Lemma 3.5.7 , we have

[∆iεM ] = [ẽεiM � L(iε)] and [∆iε−1 ẽiM ] = [ẽεiM � L(iε−1)].

On the other hand, (3.21) and Lemma 3.5.1 imply that

[L(iε)] = q1−ε∗
i [ε∗]i[L(iε−1)]

as an element of [Rep(R(0))]. Thus we obtain

[Eε−1
i ]

(
[EiM ]− q1−ε∗

i [ε∗]i[ẽiM ]
)

= 0.

Hence the desired result follows from Lemma 3.5.8.

For any M ∈ Mod(R(β)), we denote by M∗ = Homk0(M,k0) the k0-dual

of M whose left R(β)-module structure is induced by the anti-involution ψ

given in (3.7): namely, (af)(s) = f(ψ(a)s) for f ∈ Homk0(M,k0), a ∈ R(β)

and s ∈M . We say that M is self-dual if M∗ 'M as modules over R(β).

Lemma 3.5.11. For M ∈ Irrq(R(β))with εor
i (M) > 0, we have

[(q
1−ε∗i (M)
i ẽiM)∗] = [q

1−ε∗i (M)
i ẽi(M

∗)].(3.32)
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Proof. Set ε∗ = ε∗i (M). By (3.31), we have

[Ei][M ] = [ε∗]i[q
1−ε∗
i ẽiM ] +

∑
k

[Nk].

Here Nk’s are irreducible modules with εor
i (Nk) < εor

i (M) − 1. Since Ei
commutes with the duality functor, we have

[Ei][M
∗] = [ε∗]i[

(
q1−ε∗
i ẽiM

)∗
] +
∑
k

[(Nk)
∗].

On the other hand, applying (3.31) to M∗, we obtain

[Ei][M
∗] = [ε∗]i[q

1−ε∗
i ẽi(M

∗)] +
∑
k′

[N ′k′ ]

with εor
i (N ′k′) < εor

i (M)− 1. Hence we obtain the desired result.

By a similar argument to the one in [24, Corollary 3.19], we have the

following lemma:

Lemma 3.5.12. For [M ] ∈ Irrq(R(β)), we have

k0 ' EndR(β)(M).

Proposition 3.5.2. For [M ] ∈ Irrq(R(β)), there exists r ∈ Z such that qrM

is self-dual, that is,

[(qrM)∗] = [qrM ].

Proof. Using induction on |β|, we shall show that there exists r ∈ Z such

that

qrM is self-dual.

Assume |β| > 0 and take i ∈ I such that εor
i (M) > 0. Set ε∗ = ε∗i (M).

Then, by the induction hypothesis, there exists r ∈ Z such that qrq1−ε∗
i ẽiM

is self-dual. Then the preceding lemma implies

[q1−ε∗
i ẽi(q

rM)] = [
(
q1−ε∗
i ẽi(q

rM)
)∗

] = [q1−ε∗
i ẽi ((q

rM)∗)].

Hence by Lemma 3.5.10, we get [qrM ] = [(qrM)∗].
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Finally we obtain the following theorem which shows the existence of

strong perfect basis of [Rep(R(β))].

Theorem 3.5.1. For β ∈ Q+, let Irr0(R(β)) be the set of isomorphism

classes of self-dual irreducible R(β)-modules. Then

{ [M ] |M ∈ Irr0(R(β))}

is an A-basis of [Rep(R(β))]. Moreover, it is a strong perfect basis; i.e., it

satisfies the property (3.31).

Proof. The proof is an immediate consequence of Proposition 3.5.2 and (3.31).

Set

Rep(R) =
⊕
β∈Q+

Rep(R(β)) and [Rep(R)] =
⊕
β∈Q+

[Rep(R(β))].

The following lemma is a categorification of the q-boson relation.

Lemma 3.5.13.

[Ei][F
′
j ] = q−(αi|αj)[F ′j ][Ei] + δijId ∈ EndA([Rep(R)]).(3.33)

Here [F ′j ] is the endomorphism on [Rep(R)] induced by the functor F ′j.

Proof. Choose any [M ] ∈ Rep(R(β)). Then, from Proposition 3.3.1, we have

[Ei][F
′
j ][M ] = [E ′i]([Indβ,αj(M � L(j))])

= [M ][EiL(j)] + [Indβ−αi,αj(Ei(M) � L(j))〈(αj|αi)〉]
= δij[M ] + q−(αi|αj)[F ′j ][Ei][M ],

which yield our assertion.
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3.6 The functors Ei, Fi and F i

In this section, we define the functors Ei, Fi and F i on Mod(R(β)). The

functorial relations among them will be ingredients of the categorification

theorem for cyclotomic quiver Hecke algebras in the later section.

Recall the notion of kI =
⊕

i∈I ke(i). By Corollary 3.3.1, we have a

decomposition

(3.34)

R(n+ 1) =
n+1⊕
a=1

R(n)⊗k kI [xn+1]τn . . . τa =
n+1⊕
a=1

τa . . . τnk
I [xn+1]⊗k R(n)

as left-R(n, 1)-modules (resp. right R(n, 1)-modules). Here, when a = n+ 1,

we understand τn . . . τa = τa . . . τn = 1.

Let ξn : R(n)→ R(n+ 1) be the algebra homomorphism given by

(3.35) ξn(xk) = xk+1, ξn(τ`) = τ`+1, ξn(e(ν)) =
∑
i∈I

e(i, ν)

for all 1 ≤ k ≤ n, 1 ≤ ` < n and ν ∈ In. We denote by R1(n) the image of

ξn.

For each i ∈ I and β ∈ Q+, let F i,β := R(β + αi)v(i, β) be the R(β + αi)-

module generated by v(i, β) of degree 0 with the defining relation e(i, β)v(i, β) =

v(i, β). The module F i,β has an (R(β + αi),R(β))-bimodule structure whose

right R(β)-action is given by

av(i, β) · b = aξn(b)v(i, β) for a ∈ R(β + αi) and b ∈ R(β).

In a similar way, we define the (R(n+ 1),R(n))-bimodule structure on R(n+

1)v(1, n) by

av(1, n) · b = aξn(b)v(1, n) for a ∈ R(n+ 1) and b ∈ R(n).

Hence

R(n+ 1)v(1, n) '
M

i∈I, |β|=n
R(β + αi)v(i, β).
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Let

Ei : Mod(R(β + αi))→ Mod(R(β)),

Fi, F i : Mod(R(β))→ Mod(R(β + αi))

be the functors given by

Ei(N) = e(β, i)N ' e(β, i)R(β + αi)⊗R(β+αi) N

' HomR(β+αi)(R(β + αi)e(β, i), N),

Fi(M) = R(β + αi)e(β, i)⊗R(β) M,

F i(M) = F i,β ⊗R(β) M

for N ∈ Mod(R(β + αi)) and M ∈ Mod(R(β)).

From now on, We shall investigate the commutation relations for the

functors Ei, Fi and F i (i ∈ I).

Proposition 3.6.1. The homomorphism of (R(n),R(n− 1))-bimodules

ρ̃ : R(n)e(n− 1, j) ⊗
R(n−1)

q−(αi|αj)e(n− 1, i)R(n) −→ e(n, i)R(n+ 1)e(n, j)

given by

x⊗ y 7−→ xτny, x ∈ R(n)e(n− 1, j), y ∈ e(n− 1, i)R(n)

induces an isomorphism of (R(n),R(n))-bimodules

ρ : R(n)e(n− 1, j) ⊗
R(n−1)

q−(αi|αj)e(n− 1, i)R(n)⊕ e(n, i)R(n, 1)e(n, j)

∼−→ e(n, i)R(n+ 1)e(n, j).
(3.36)

Proof. The homomorphism ρ̃ is well-defined since we have

a e(n− 1, j)τne(n− 1, i) = e(n− 1, j)τne(n− 1, i) a for any a ∈ R(n− 1).

Thus it induces a homomorphism

ρ′ : R(n)e(n− 1, j) ⊗
R(n−1)

q−(αi|αj)e(n− 1, i)R(n)→ e(n, i)R(n+ 1)e(n, j)

e(n, i)R(n, 1)e(n, j)
.
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Thus it is enough to show that ρ′ is an isomorphism. Since

R(n) =
n⊕
a=1

τa · · · τn−1k
I [xn]⊗k R(n− 1),

we have

R(n)e(n− 1, j)⊗R(n−1) e(n− 1, i)R(n)

=

(
n⊕
a=1

τa · · · τn−1k[xne(j)]⊗k R(n− 1)

)
⊗R(n−1) e(n− 1, i)R(n)

'
n⊕
a=1

τa · · · τn−1k[xne(j)]⊗k e(n− 1, i)R(n).

On the other hand,

e(n, i)R(n+ 1)e(n, j)

e(n, i)R(n, 1)e(n, j)
'

⊕n+1
a=1 e(n, i)τa · · · τnk[xn+1e(j)]⊗k e(n− 1, i)R(n)

e(n, i)k[xn+1e(j)]⊗k R(n)

'
n⊕
a=1

e(n, i)τa · · · τnk[xn+1e(j)]⊗k e(n− 1, i)R(n).

By (3.5), for f ∈ k[xne(j)], y ∈ e(n− 1, i)R(n) and 1 ≤ a ≤ n, we have

τa · · · τn−1fτny = τa · · · τn−1 (τn(snf) + (∂nf)Pn,n+1) y

≡ τa · · · τn(snf)y mod e(n, i)R(n, 1)e(n, j).

Hence ρ′ is right R(n)-linear and ρ′(τa · · · τn−1f) = τa · · · τn(snf). Since f 7→
snf induces an isomorphism k[xne(j)] ' k[xn+1e(j)], our assertion follows.

Theorem 3.6.1. There exist natural isomorphism

EiFj
∼→ q−(αi|αj)FjEi ⊕ δi,jk[ti]⊗ Id,

where ti is an indeterminate of degree (αi|αi) and

k[ti]⊗ Id : Mod(R(β))→ Mod(R(β))

is the functor defined by M 7→ k[ti]⊗M .
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Proof. Note that the kernels of FjEi and EiFj on Mod(R(β)) are given by

R(β − αi + αj)e(β − αi, j) ⊗
R(β−αi)

e(β − αi, αi)R(αi) and

e(β + αj − αi, i)R(β + αj)e(β, j),

respectively. Since

R(n)e(n− 1, j)⊗R(n−1) e(n− 1, i)R(n)e(β)

' R(β − αi + αj)e(β − αi, j) ⊗
R(β−αi)

e(β − αi, αi)R(β) and

e(n, i)R(n+ 1)e(n, j)e(β, j) = e(β + αj − αi, i)R(β + αj)e(β, j),

our assertion is obtained by applying the exact functor • e(β, j) on (3.36).

By a similar argument to that given in [14, Proposition 3.7], we have the

proposition below:

Proposition 3.6.2. There exists an injective (R(n),R(n))-bimodule homo-

morphism

Φ: R(n)v(1, n− 1)⊗R(n−1) R(n)→ R(n+ 1)v(1, n)

given by

x v(1, n− 1)⊗ y 7−→ x ξn(y)v(1, n) for all x, y ∈ R(n).

Moreover, its image R(n)R1(n) has a decomposition

R(n)R1(n) =
n+1⊕
a=2

R(n, 1)τn · · · τa =
n−1⊕
a=0

τa · · · τ1R(1, n).

Lemma 3.6.1. For all 1 ≤ k ≤ n and 1 ≤ ` ≤ n− 1,

(a) xkτn · · · τ1 ≡ τn · · · τ1xk+1,

(b) τ`τn · · · τ1 ≡ τn · · · τ1τ`+1,

(c) xn+1τn · · · τ1 ≡ τn · · · τ1x1 mod R(n)R1(n).
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Thus

(3.37)

aτn · · · τ1e(i, β) ≡τn · · · τ1e(i, β)ξn(a),

xn+1e(β, i)τn · · · τ1e(i, β) ≡τn · · · τ1x1e(i, β)

mod R(n)R1(n) for any a ∈ R(β).

Proof. We will verify that for f ∈ k[x1, · · · , xn+1]

(3.38) τnτn−1 · · · τk f τ` · · · τ1 ≡ 0 mod R(n)R1(n) if `+ 2 ≤ k ≤ n+ 1.

We shall prove this by using downward induction on k. If k = n + 1, it is

trivial.

Assume that k ≤ n and our assertion is true for k + 1. Then we have

(3.39)
τn · · · τkfτ` · · · τ1 = τn · · · τk+1(sk(f)τk + f ′)τ` · · · τ1

= τn · · · τk+1sk(f)τ` · · · τ1τk + τn · · · τk+1f
′τ` · · · τ1

for some f ′ ∈ k[x1, · · · , xn+1]. Since τk ∈ R1(n), all the terms in the right-

hand side of (3.39) are 0 mod R(n)R1(n) by the induction hypothesis. Hence

our assertion holds.

(a) For 1 ≤ k ≤ n, we have

xkτn · · · τ1 = τn · · · τk+1xkτk · · · τ1

= τn · · · τk+1τkxk+1τk−1 · · · τ1 − τn · · · τk+1Pk,k+1τk−1 · · · τ1.

Then the second term is 0 mod R(n)R1(n) by (3.38), and the first term is

equal to

(τn · · · τk+1τk)(τk−1 · · · τ1)xk+1,

which implies our first assertion.

(b) For 1 ≤ ` ≤ n− 1, we have

τ`τn · · · τ1 = τn · · · τ`+2τ`τ`+1τ` · · · τ1

= τn · · · τ`+2(τ`+1τ`τ`+1 − Q`P`,`+2 − P
′
`τ` − τ`+1P

′′
` )τ`−1 · · · τ1

= τn · · · τ1τ`+1 − τn · · · τ`+2(Q`P`,`+2)τ`−1 · · · τ1

− τn · · · τ`+2(P
′
`)τ` · · · τ1 − τn · · · τ`+1(P

′′
` )τ`−1 · · · τ1.
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By (3.38), the terms except the first one are 0 mod R(n)R1(n).

(c) If k = n+ 1, we have

xn+1τn · · · τ1 = (τnxn + Pn,n+1)τn−1 · · · τ1

= τnxnτn−1 · · · τ1 + Pn,n+1τn−1 · · · τ1

≡ τnxnτn−1 · · · τ1

...

≡ τn · · · τ1x1 mod R(n)R1(n).

By Proposition 3.6.2, there exists a right R(n)-linear map

ϕ1 : R(n+ 1)v(1, n)→ R(n)⊗ kI [xn+1]

given by

(3.40)

R(n+ 1)v(1, n)→Coker(Φ) ∼=
⊕n+1

a=1 R(n, 1)τn · · · τa⊕n+1
a=2 R(n, 1)τn · · · τa

∼← R(n, 1)τn · · · τ1
∼← R(n, 1) ∼= R(n)⊗ kI [xn+1]

∼= R(n)⊗ kI [t].

Similarly, there is another map ϕ2 : R(n+ 1)v(1, n)→ kI [x1]⊗R(n) given

by

(3.41)

R(n+ 1)v(1, n)→Coker(Φ) ∼=
⊕n

a=0 τa · · · τ1R(1, n)⊕n−1
a=0 τa · · · τ1R(1, n)

∼← τn · · · τ1R(1, n)
∼← R(1, n) ∼= kI [x1]⊗ R(n)

∼= kI [t]⊗ R(n).

By restricting Φ to

R(β + αj − αi)v(j, β − αi)⊗R(β−αi) e(β − αi, i)R(β),
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which is the kernel of F jEi on Mod(R(β)), (3.40) and (3.41) can be rewritten

as

e(β + αj − αi, i)R(β + αj)v(j, β)

ϕ1−−→ Coker(Φ) ∼=
⊕n+1

a=1 R(β + αj − αi, i)τn · · · τae(j, β)⊕n+1
a=2 R(β + αj − αi, i)τn · · · τae(j, β)

∼←−− δi,jR(β, i)τn · · · τ1
∼←−− δi,jR(β, i)

' δi,jR(β)⊗ k[xn+1e(i)] ' δi,jk[ti]⊗ R(β)

and

e(β + αj − αi, i)R(β + αj)v(j, β)

ϕ2−−→ Coker(Φ) ∼=
⊕n

a=0 e(β + αj − αi, i)τa · · · τ1R(j, β)⊕n−1
a=0 e(β + αj − αi, i)τa · · · τ1R(j, β)

∼←−− δi,jτn · · · τ1R(i, β) ∼←−− δi,jR(i, β)

' δi,jk[x1e(i)]⊗ R(β) ' δi,jk[ti]⊗ R(β).

Therefore by (3.37), ϕ1 and ϕ2 coincide and we obtain:

Theorem 3.6.2.

(i) There is a natural isomorphism

F jEi
∼→ EiF j for i 6= j.

(ii) There is an exact sequence in Mod(R(β))

0→ F iEiM → EiF iM → q−(αi|β)k[ti]⊗M → 0,

which is functorial in M ∈ Mod(R(β)). Here ti is an indeterminate of

degree (αi|αi).

3.7 Cyclotomic quotient

Let Λ ∈ P+ be a dominant integral weight. In this section, we investigate

the structure of RΛ(β). Then we observe that how the functors EΛ
i and FΛ

i

act on Mod(RΛ(β)) and the commutation relation between them.
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For Λ ∈ P+ and i ∈ I, we choose a monic polynomial of degree 〈hi,Λ〉

aΛ
i (u) =

〈hi,Λ〉∑
k=0

ci;ku
〈hi,Λ〉−k(3.42)

with ci;k ∈ k2kdi and ci,0 = 1.

Given β ∈ Q+ with |β| = n, a dominant integral weight Λ ∈ P+ and k

(1 ≤ k ≤ n), set

aΛ(xk) =
∑
ν∈Iβ

aΛ
νk

(xk)e(ν) ∈ R(β).

Definition 3.7.1. For β ∈ Q+ and Λ ∈ P+, the cyclotomic quiver Hecke

algebra RΛ(β) at β (resp. RΛ(n) of degree n) is the quotient algebra

RΛ(β) =
R(β)

R(β)aΛ(x1)R(β)
and RΛ(n) =

⊕
β∈Q+, |β|=n

RΛ(β).

Lemma 3.7.1. Let ν ∈ In be such that νa = νa+1 for some 1 ≤ a < n.

Then, for an R(n)-module M and f ∈ k[x1, . . . , xn], fe(ν)M = 0 implies

(∂af)Pνa(xa, xa+1)Pνa(xa+1, xa)e(ν)M = 0,

(saf)Pνa(xa, xa+1)Pνa(xa+1, xa)e(ν)M = 0.

Proof. Note that τae(ν) = e(ν)τa and τ 2
ae(ν) = (∂aPνa(xa, xa+1))τae(ν). Thus

we have

(xa − xa+1)τafτae(ν)

= (xa − xa+1)((saf)τa + (∂af)Pνa(xa, xa+1))τae(ν)

= (xa − xa+1)
(

(∂aPνa(xa, xa+1))(saf) + (∂af)Pνa(xa, xa+1)
)
τae(ν)

= (Pνa(xa+1, xa)− Pνa(xa, xa+1)) (saf)τae(ν) + Pνa(xa, xa+1)(sa(f)− f)τae(ν)

= Pνa(xa+1, xa)(saf)τae(ν)− Pνa(xa, xa+1)fτae(ν)

= Pνa(xa+1, xa) (τaf − (∂af)Pνa(xa, xa+1)) e(ν)− Pνa(xa, xa+1)fτae(ν).

Thus

(∂af)Pνa(xa, xa+1)Pνa(xa+1, xa)e(ν)M = 0.
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Since (xa − xa+1)(∂af) = saf − f , we have

(saf)Pνa(xa, xa+1)Pνa(xa+1, xa)e(ν)M = 0.

Lemma 3.7.2. Let β ∈ Q+ with |β| = n.

(i) There exists a monic polynomial g(u) ∈ k[u] such that g(xa) = 0 in

RΛ(β) for any a (1 ≤ a ≤ n).

(ii) If i ∈ Ire, then there exists m ∈ Z≥0 such that RΛ(β + kαi) = 0 for any

k ≥ m.

Proof. (i) By induction on a, it is enough to show that

For any monic polynomial g(u), there exists a monic polynomial h(u)

such that h(xa+1)M = 0 for any R(β)-module M with g(xa)M = 0.

If νa = νa+1, then Lemma 3.7.1 implies that

g(xa+1)Pνa(xa, xa+1)Pνa(xa+1, xa)e(ν)M = 0.

By the definition of Pi(u, v) given in (3.1), g(xa+1)Pνa(xa, xa+1)Pνa(xa+1, xa)

is a monic polynomial in xa+1 with coefficients in k[xa]. Hence we can

choose a monic polynomial h(xa+1) in the ideal generated by g(xa) and

g(xa+1)Pνa(xa, xa+1)Pνa(xa+1, xa) in k[xa, xa+1]. Thus

h(xa+1)e(ν)M = 0.

If νa 6= νa+1, then

g(xa+1)Qνa,νa+1(xa, xa+1)e(ν)M = g(xa+1)τ 2
ae(ν)M = τag(xa)e(saν)τaM = 0.

Since g(xa+1)Qνa,νa+1(xa, xa+1) is a monic polynomial in xa+1 with coefficients

in k[xa], we can choose a monic polynomial h(xa+1) as in the case of νa = νa+1.

(ii) For ν ∈ In, set Suppi(ν) = #{k | 1 ≤ k ≤ n and νk = i}. Our assertion

is equivalent to:

For all n, there exists kn ∈ Z≥0 such that e(ν)RΛ(n+kn) = 0

for any ν ∈ In+kn with Suppi(ν) ≥ kn.
(3.43)
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If e(ν)RΛ(n+ k) = 0 for any ν ∈ In+k such that Suppi(ν) ≥ k, then one can

easily see that

e(ν ′)RΛ(n+ k′) = 0 for any k′ ≥ k and ν ′ ∈ In+k′ with Suppi(ν
′
≤n+k) ≥ k.

(3.44)

In order to prove (3.43), we will use induction on n. Assume that there exists

k = kn−1 such that

e(ν)RΛ(n− 1 + k) = 0 if Suppi(ν) ≥ k.

By (i), there exists a monic polynomial g(u) of degree m ≥ 0 such that

g(xn+k)R
Λ(n+ k) = 0. It suffices to show

e(ν)RΛ(n+ k +m) = 0 for Suppi(ν) ≥ k +m.

If Suppi(ν≤n+k−1) ≥ k, then by (3.44) e(ν)RΛ(n + k + m) = 0. Thus we

may assume that Suppi(ν≤n+k−1) ≤ k− 1. Hence we have ν≥n+k = (i, . . . , i).

Then the repeated application of Lemma 3.7.1 imply

(∂n+k+m−1 · · · ∂n+kg(xn+k))e(ν)RΛ(n+ k +m) = 0.

Since ∂n+k+m−1 · · · ∂n+kg(xn+k) = ±1, we can choose kn = k +m.

Lemma 3.7.3. If i ∈ I im and 〈hi,Λ− β〉 = 0, then

RΛ(β + αi) = 0.

Proof. Since 〈hi,Λ〉, 〈hi,−β〉 ≥ 0, the hypothesis 〈hi,Λ − β〉 = 0 implies

〈hi,Λ〉 = 0 and 〈hi, β〉 = 0. Thus for all j ∈ Supp(β)\{i}, we have aij = 0. In

particular, we have Qj,i ∈ k×0 . Since 〈hi,Λ〉 = 0, we have e(i, β)RΛ(β+αi) =

0. For ν ∈ Iβ+αi , let k be the smallest integer such that νk = i. We shall

show e(ν)RΛ(β + αi) = 0 by induction on k. If k=1, it is obvious. Assume

k > 1. Hence Qνk−1,νke(ν)RΛ(β + αi) = τk−1e(sk−1ν)τk−1R
Λ(β + αi) vanishes

since (sk−1ν)k−1 = i. Since Qνk−1,νk ∈ k×0 , we obtain the desired result

e(ν)RΛ(β + αi) = 0.
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For each i ∈ I, we define the functors

EΛ
i : Mod(RΛ(β + αi))→ Mod(RΛ(β)),

FΛ
i : Mod(RΛ(β))→ Mod(RΛ(β + αi)),

by

EΛ
i (N) = e(β, i)N = e(β, i)RΛ(β + αi)⊗RΛ(β+αi) N,

FΛ
i (M) = RΛ(β + αi)e(β, i)⊗RΛ(β) M,

where M ∈ Mod(RΛ(β + αi)) and N ∈ Mod(RΛ(β)).

We introduce (R(β + αi),R
Λ(β))-bimodules

(3.45)

FΛ := RΛ(β + αi)e(β, i),

K0 := R(β + αi)e(β, i)⊗R(β) RΛ(β),

K1 := R(β + αi)v(i, β)⊗R(β) RΛ(β).

The bimodules FΛ, K0 and K1 are the kernels of the functors FΛ
i , Fi and

F i from Mod(RΛ(β)) to Mod(R(β + αi)), respectively.

Let ti be an indeterminate of degree 2di. Then k[ti] acts from the right

on R(β + αi)e(i, β) and K1 by multiplying x1. Similarly, k[ti] acts from the

right on R(β +αi)e(β, i), F
Λ and K1 by multiplying xn+1. Thus K0, FΛ and

K1 have an (R(β + αi),k[ti]⊗ RΛ(β))-bimodule structure.

By a similar argument to the one given in [14, Lemma 4.8, Lemma 4.16],

we obtain the following lemmas.

Lemma 3.7.4.

(i) Both K1 and K0 are finitely generated projective right k[ti] ⊗ RΛ(β)-

modules.

(ii) In particular, for any f(x1, . . . , xn+1) ∈ k[x1, . . . , xn+1] which is a monic

polynomial in x1, the right multiplication by f on K1 induces an injec-

tive endomorphism of K1.

Lemma 3.7.5. For i ∈ I and β ∈ Q+ with |β| = n, we have

(i) R(β + αi)a
Λ(x1)R(β + αi) =

∑n
a=0 R(β + αi)a

Λ(x1)τ1 · · · τa,
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(ii) R(β + αi)a
Λ(x1)R(β + αi)e(β, i)

= R(β + αi)a
Λ(x1)R(β)e(β, i) + R(β + αi)a

Λ(x1)τ1 · · · τne(β, i).

Let pr : K0 → FΛ be the canonical projection and P̃ : R(β + αi)e(i, β)→
K0 be the right multiplication by aΛ(x1)τ1 · · · τn whose degree is

2di〈hi,Λ〉+ (αi| − β) = (αi|2Λ− β).

Then, using Lemma 3.7.5, one can see that

Im(P̃ ) = Ker(pr) =
R(β + αi)a

Λ(x1)R(β + αi)e(β, i)

R(β + αi)aΛ(x1)R(β)e(β, i)
⊂ K0.(3.46)

Lemma 3.7.6. The map P̃ : R(β + αi)e(i, β) → K0 is a right k[ti] ⊗ R(β)-

linear homomorphism; i.e., for all S ∈ R(β + αi), 1 ≤ a ≤ n and 1 ≤ b ≤
n− 1,

P̃ (Sxa+1) = P̃ (S)xa, P̃ (Sx1) = P̃ (S)xn+1, P̃ (Sτb+1) = P̃ (S)τb.

Proof. First, we will verify that for f ∈ k[x1, . . . , xn+1] and `+2 ≤ k ≤ n+1,

aΛ(x1)τ1 · · · τ`fτk · · · τne(β, i) ≡ 0 mod R(β + αi)a
Λ(x1)R(β)e(β, i).

(3.47)

We will prove this by using downward induction on k. It is trivial for k =

n+ 1. Assume that k ≤ n and our assertion is true for k + 1. Then we have

(3.48)

aΛ(x1)τ1 · · · τ`fτk · · · τne(β, i) = τka
Λ(x1)τ1 · · · τ`sk(f)τk+1 · · · τne(β, i)

+ aΛ(x1)τ1 · · · τ`f ′τk+1 · · · τne(β, i)

for some f ′ ∈ k[x1, . . . , xn+1], and both the terms in the right-hand side of

(3.48) are 0 mod R(β + αi)a
Λ(x1)R(β)e(β, i) by the induction hypothesis.

Thus we obtain (3.47).

For 1 ≤ a ≤ n, we have

xa+1(aΛ(x1)τ1 · · · τne(β, i))
= aΛ(x1)τ1 · · · τa−1(xa+1τa)τa+1 · · · τne(β, i),
= aΛ(x1)τ1 · · · τa−1(τaxa + Pa,a+1)τa+1 · · · τne(β, i),
= aΛ(x1)τ1 · · · τnxae(β, i) + aΛ(x1)τ1 · · · τa−1Pa,a+1τa+1 · · · τne(β, i),
≡ aΛ(x1)τ1 · · · τnxae(β, i) (by (3.47)).

73



CHAPTER 3. CATEGORIFICATION

For the second assertion, we have

x1(aΛ(x1)τ1 · · · τne(β, i))
= aΛ(x1)(τ1x2 − P1,2)τ2 · · · τne(β, i)
= aΛ(x1)τ1x2τ2 · · · τne(β, i)− P1,2τ2 · · · τnaΛ(x1)e(β, i)

≡ aΛ(x1)τ1x2τ2 · · · τne(β, i)
= aΛ(x1)τ1τ2x3τ3 · · · τne(β, i)− aΛ(x1)τ1P2,3τ3 · · · τne(β, i)
≡ aΛ(x1)τ1τ2x3τ3 · · · τne(β, i) (by (3.47))

...

≡ aΛ(x1)τ1 · · · τnxn+1e(β, i) mod R(β + αi)a
Λ(x1)R(β)e(β, i).

For 1 ≤ b ≤ n− 1, we have

τb+1(aΛ(x1)τ1 · · · τne(β, i))
= aΛ(x1)τ1 · · · τb−1(τb+1τbτb+1)τb+2 · · · τne(β, i)

= aΛ(x1)τ1 · · · τb−1(τbτb+1τb + QbPb,b+2 + τbP
′
b + P

′′
bτb+1)τb+2 · · · τne(β, i)

= aΛ(x1)τ1 · · · τnτbe(β, i) + aΛ(x1)τ1 · · · τb−1(QbPb,b+2)τb+2 · · · τne(β, i)

+ aΛ(x1)τ1 · · · τb(P
′
b)τb+2 · · · τne(β, i) + aΛ(x1)τ1 · · · τb−1(P

′′
b )τb+1 · · · τne(β, i).

By (3.47), all the terms except the first one are 0 mod R(β+αi)a
Λ(x1)R(β)e(β, i).

Thus we obtain

τb+1a
Λ(x1)τ1 · · · τne(β, i) ≡ aΛ(x1) · · · τnτbe(β, i) mod R(β+αi)a

Λ(x1)R(β)e(β, i).

Since P̃ is right k[ti]⊗R(β)-linear and maps R(β +αi)a
Λ(x2)R1(β)e(i, β)

to R(β + αi)a
Λ(x1)R(β)e(β, i), it induces a map

P : K1 → K0,

which is an (R(β + αi),k[ti]⊗ R(β))-bilinear homomorphism. By (3.46), we

get an exact sequence of (R(β + αi),k[ti]⊗ R(β))-bimodules

K1
P−→ K0

pr−→ FΛ −→ 0.
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We will show that P is actually injective by constructing an (R(β+αi),R(β)⊗
k[ti])-bilinear homomorphism Q such that Q ◦ P is injective.

For 1 ≤ a ≤ n, we define the elements ϕa and ga of R(β + αi) by

ϕa =
∑

ν∈Iβ+αi ,
νa 6=νa+1

τae(ν) +
∑

ν∈Iβ+αi ,
νa=νa+1

(Pνa(xa, xa+1)− (xa+1 − xa)τa)e(ν)(3.49)

and

ga =
∑

ν∈Iβ+αi ,
νa 6=νa+1

τae(ν) +
∑

ν∈Iβ+αi ,
νa=νa+1

((xa+1 − xa)Pνa(xa, xa+1)− (xa+1 − xa)τa)e(ν)

(3.50)

The elements ϕa’s are called intertwiners, and the elements ga are their vari-

ants of them.

Lemma 3.7.7. For 1 ≤ a ≤ n and ν ∈ In+1, we have

(3.51)
ϕae(ν) = e(saν)ϕa, xsa(b)ϕae(ν) = ϕaxbe(ν) (1 ≤ b ≤ n+ 1),

τbϕae(ν) = ϕaτbe(ν) if |b− a| > 1, τaϕa+1ϕa = ϕa+1ϕaτa+1,

and

(3.52)
gae(ν) = e(saν)ga, xsa(b)gae(ν) = gaxbe(ν) (1 ≤ b ≤ n+ 1),

τbgae(ν) = gaτbe(ν) if |b− a| > 1, τaga+1ga = ga+1gaτa+1.

Proof. By the defining relations in Definition 3.1.1, the first and the third

equalities can be verified immediately. We will prove the second equality in

(3.51) when νa = νa+1 ∈ I. Let b = a. Then

xa+1ϕae(ν) = xa+1Pνa(xa, xa+1)− (xa+1 − xa)(xa+1τa)e(ν)

= xa+1Pνa(xa, xa+1)− (xa+1 − xa)(−τaxa + Pνa(xa, xa+1))e(ν),

and

ϕaxae(ν) = xaPνa(xa, xa+1)− (xa+1 − xa)(−τaxa)e(ν).

Therefore we have

xa+1ϕae(ν)− ϕaxae(ν) = 0.
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Similarly, we can prove the equality when b = a+ 1.

By relation (R8) in Definition 3.1.1, S = τaϕa+1ϕa−ϕa+1ϕaτa+1 does not

contain the term τa+1τaτa+1 and τaτa+1τa and is contained in the k[xa, xa+1, xa+2]-

module generated by 1, τa, τa+1, τaτa+1, τa+1τa. That is, S can be expressed

as

S = T1 + T2τa + T3τa+1 + T4τaτa+1 + T5τa+1τa

for some Ti ∈ k[xa, xa+1, xa+2] (1 ≤ i ≤ 5). By a similar argument given in

[14, Lemma 4.12], we have

Sxb = xsa,a+2(b)S for all b.

Then one can show that all Ti must be zero. Thus our second assertion

holds.

Proposition 3.7.1.

(i) Let Q̃ : R(β+αi)e(β, i)→ K1 be the left R(β+αi)-linear homomorphism

given by the multiplication of gn · · · g1 from the right. Then Q̃ is a right

(R(β)⊗ k[ti])-linear homomorphism. That is,

Q̃(Sxa) = Q̃(S)xa+1 (1 ≤ a ≤ n), Q̃(Sxn+1) = Q̃(S)x1

Q̃(Sτb) = Q̃(S)τb+1 (1 ≤ b ≤ n− 1)

for any S ∈ R(β + αi)e(β, i).

(ii) The map Q̃ induces a well-defined (R(β + αi),R(β)⊗ k[ti])-bilinear ho-

momorphism

Q : K0 → K1.

Proof. The proof follows immediately from the preceding lemma.

Theorem 3.7.1. For each ν ∈ Iβ, set

Aν(ti) = aΛ
i (ti)

∏
1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i∈I

P(ti, xa)P(xa, ti)e(ν),
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and define

A(ti) :=
∑
ν∈Iβ

Aν(ti) ∈ k[ti]⊗ RΛ(β).

Then the composition

Q ◦ P : K1 → K1

coincides with the right multiplication by A(ti); i.e.,

K1
P=aΛ(x1)τ1···τn//

A(ti)
��

K0

Q=gn···g1wwppppppppppppp

K1.

Proof. it suffices to show that

(3.53)
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν) = aΛ(x1)τ1 · · · τne(ν, i)gn · · · g1

≡ A′ν mod R(β + αi)a
Λ(x2)R1(β),

where

A′ν = aΛ
i (x1)

∏
1≤a≤n,
νa 6=i

Qi,νa(x1, xa+1)
∏

1≤a≤n,
νa=i∈I

P(x1, xa+1)P(xa+1, x1)e(ν).

We will prove (3.53) by induction on |β| = n. If n = 0, the assertion is

obvious. Thus we may assume that n ≥ 1.

Note that we have

(3.54)

τne(ν, i)gn =

{
τne(ν, i)τn = Qi,νn(xn, xn+1)e(ν<n, i, νn) if νn 6= i,

τn(xn+1 − xn)Pi(xn+1, xn)e(ν, i) if νn = i.

(i) We first assume that νn 6= i. Then we have

aΛ(x1)τ1 · · · τngn · · · g1e(i, ν)

= aΛ(x1)τ1 · · · τn−1Qi,νn(xn, xn+1)gn−1 · · · g1e(i, ν)

= aΛ(x1)τ1 · · · τn−1gn−1 · · · g1e(i, ν)Qi,νn(x1, xn+1)

≡ A′ν<nQi,νn(x1, xn+1) = A′ν mod R(β + αi)a
Λ(x2)R1(β)e(i, β).
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(ii) If νn = i, then we have

(3.55)

aΛ(x1)τ1 · · · τngn · · · g1e(i, ν)

= aΛ(x1)τ1 · · · τn(xn+1 − xn)Pi(xn+1, xn)gn−1 · · · g1e(i, ν)

= aΛ(x1)τ1 · · · τngn−1 · · · g1(xn+1 − x1)Pi(xn+1, x1)e(i, ν).

Note that

(3.56)
aΛ(x1)τ1 · · · τn−1gn · · · g1e(i, ν) = gn · · · g1a

Λ(x2)τ2 · · · τn ≡ 0

mod R(β + αi)a
Λ(x2)R1(β)e(i, β).

By the definition of gn, formula (3.56) can be written as

aΛ(x1)τ1 · · · τn−1

(
τn(xn+1 − xn)2 − (xn+1 − xn)Pνa(xa, xa+1)

)
gn−1 · · · g1e(i, ν) ≡ 0.

Thus

aΛ(x1)τ1 · · · τn−1τngn−1 · · · g1(xn+1 − x1)2e(i, ν)

≡ aΛ(x1)τ1 · · · τn−1gn−1 · · · g1(xn+1 − x1)Pνa(x1, xa+1)e(i, ν)

≡ A′ν<n(xn+1 − x1)Pνa(x1, xa+1).

Since right multiplication by (xn+1 − x1) on K1 is injective by Lemma 3.7.4,

we conclude that

aΛ(x1)τ1 · · · τn−1τngn−1 · · · g1(xn+1 − x1)e(i, ν) ≡ A′ν<nPνa(x1, xa+1)

which implies

aΛ(x1)τ1 · · · τngn−1 · · · g1(xn+1 − x1)Pi(xn+1, x1)e(i, ν)

≡ A′ν<nPνa(x1, xa+1)Pνa(xa+1, x1).

Then, (3.55), together with A′ν = A′ν<nPνa(x1, xa+1)Pνa(xa+1, x1), implies the

desired result.

By applying the same argument as in [14, Lemma 4.19], we have the

following lemma.
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Corollary 3.7.1. The following diagram commutes

K1
P //

A(ti)

��

K0

A(ti)

��
Q

{{
{

}}{{
{

K1 P
// K0.

Since K1 is a projective RΛ(β)⊗ k[ti]-module by Lemma 3.7.4 and A(ti)

is a monic polynomial in ti (up to a multiple of an invertible element), by a

similar argument to the one in [14, Lemma 4.17, Lemma 4.18], we conclude:

Theorem 3.7.2. The module FΛ is a projective right RΛ(β)-module and we

have a short exact sequence consisting of right projective RΛ(β)-modules:

0→ K1
P−→ K0 → FΛ → 0.(3.57)

Since K1, K0 and FΛ are the kernels of the functors F i, Fi and FΛ
i ,

respectively, we have:

Corollary 3.7.2. For any i ∈ I and β ∈ Q+, there exists an exact sequence

of R(β + αi)-modules

0→ q(αi|2Λ−β)F iM → FiM → FΛ
i M → 0,(3.58)

which is functorial in M ∈ Mod(RΛ(β)).

For α ∈ Q+, let Proj(RΛ(α)) denote the category of finitely generated

projective Z-graded RΛ(α)-modules, and let Rep(RΛ(α)) be the category of

Z-graded RΛ(α)-modules which are finite dimensional over k0. Then we

conclude that the functors EΛ
i and FΛ

i are well-defined on
⊕
α∈Q+

Proj(RΛ(α))

and
⊕
α∈Q+

Rep(RΛ(α)):

Theorem 3.7.3. Set

Proj(RΛ) =
⊕
α∈Q+

Proj(RΛ(α)), Rep(RΛ) =
⊕
α∈Q+

Rep(RΛ(α)).

Then the functors EΛ
i and FΛ

i are well-defined exact functors on Proj(RΛ)

and Rep(RΛ), and they induce endomorphisms of the Grothendieck groups

[Proj(RΛ)] and [Rep(RΛ)].
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Proof. By Theorem 3.7.2, FΛ is a finitely generated projective module as a

right RΛ(β)-module and as a left RΛ(β+αi)-module . Similarly, e(β, i)RΛ(β+

αi) is a finitely generated projective module as a left RΛ(β)-module and

as a right RΛ(β + αi)-module. Now our assertions follow from these facts

immediately.

Theorem 3.7.4. For i 6= j ∈ I, there exists a natural isomorphism

FΛ
j E

Λ
i ' q

−aij
i EΛ

i F
Λ
j .(3.59)

Proof. By Proposition 3.6.1, we already know

e(n, i)R(n+ 1)e(n, j) ' q
−aij
i R(n)e(n− 1, j)⊗R(n−1) e(n− 1, j)R(n).(3.60)

Applying the functor RΛ(n)⊗R(n) • ⊗R(n) RΛ(n)e(β) on (3.60), we obtain

e(n, i)R(n+ 1)e(β, j)

e(n, i)R(n)aΛ(x1)R(n+ 1)e(β, j) + e(n, i)R(n+ 1)aΛ(x1)R(n)e(β, j)

' RΛ(n)e(n− 1, j)⊗RΛ(n−1) e(n− 1, i)RΛ(n)e(β) = FΛ
j E

Λ
i RΛ(β).

Note that

EΛ
i F

Λ
j RΛ(β) =

(
e(n, i)R(n+ 1)e(n, j)

e(n, i)R(n+ 1)aΛ(x1)R(n+ 1)e(n, j)

)
e(β).

Thus it suffices to show that

(3.61)

e(n, i)R(n+ 1)aΛ(x1)R(n+ 1)e(n, j)

= e(n, i)R(n)aΛ(x1)R(n+ 1)e(n, j) + e(n, i)R(n+ 1)aΛ(x1)R(n)e(n, j).

Since aΛ(x1)τk = τka
Λ(x1) for all k ≥ 2, we have

R(n+ 1)aΛ(x1)R(n+ 1) =
n+1∑
a=1

R(n+ 1)aΛ(x1)τa · · · τnR(n, 1)

= R(n+ 1)aΛ(x1)R(n, 1) + R(n+ 1)aΛ(x1)τ1 · · · τnR(n, 1)

= R(n+ 1)aΛ(x1)R(n, 1) +
n+1∑
a=1

R(n, 1)τn · · · τaaΛ(x1)τ1 · · · τnR(n, 1)

= R(n+ 1)aΛ(x1)R(n, 1) + R(n, 1)aΛ(x1)R(n+ 1)

+ R(n, 1)τn · · · τ1a
Λ(x1)τ1 · · · τnR(n, 1).
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For i 6= j, we get

e(n, i)R(n, 1)τn · · · τ1a
Λ(x1)τ1 · · · τnR(n, 1)e(n, j) = 0,

and our assertion (3.61) follows.

Consider the following commutative diagram with exact rows and columns

derived from Theorem 3.6.1, Theorem 3.6.2 and Corollary 3.7.2:

(3.62)

0

��

0

��
0 // q

(αi|2Λ−β)
i F iEiM

��

// q−aiii FiEiM

��

// q−aiii FΛ
i E

Λ
i M

��

// 0

0 // q
(αi|2Λ−β)
i EiF iM

��

// EiFiM

��

// EΛ
i F

Λ
i M

// 0

q
(αi|2Λ−2β)
i k[ti]⊗M

��

// k[ti]⊗M

��
0 0

By taking the kernel modules, we obtain the following commutative dia-

gram of (R(β),RΛ(β))-modules:
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(3.63)

0

��

0

��
0 // q

(αi|2Λ−β)
i K ′1

��

P ′ // q−aiii K ′0

F

��

G // q−aiii FΛ
i E

Λ
i RΛ(β)

��

// 0

0 // q
(αi|2Λ−β)
i EiK1

B
��

P // EiK0

C

��

// EΛ
i F

Λ
i RΛ(β) // 0

q
(αi|2Λ−2β)
i k[ti]⊗ RΛ(β)

��

A // k[ti]⊗ RΛ(β)

��
0 0

where

K ′0 = FiEiR
Λ(β) = R(β)e(β − αi, i)⊗R(β−αi) e(β − αi)RΛ(β)

K ′1 = F iEiR
Λ(β) = R(β)e(i, β − αi)⊗R(β−αi) e(β − αi)R1(β)⊗R(β) RΛ(β)

= R(β)e(i, β − αi)⊗R(β−αi) RΛ(β).

The homomorphisms in the diagram (3.63) can be described as follows:

• P ′ is given by the right multiplication by aΛ(x1)τ1 · · · τn−1 on R(β)e(i, β−
αi).

• A is RΛ(β)-linear but not k[ti]-linear.

• B is given by taking the coefficient of τn · · · τ1 and is (R(β)⊗k[xn+1],k[x1]⊗
R1(β))-bilinear.

• C is (R(β),RΛ(β))-bilinear but does not commute with ti.

• P is the right multiplication by aΛ(x1)τ1 · · · τn and is (R(β),RΛ(β) ⊗
k[ti])-bilinear.

• F is the multiplication by τn (See Proposition 3.6.1).
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Let p be the number of αi appearing in β. Note that the degree of ti in

t
−〈hi,Λ〉
i Aν =

∏
1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i

Pi(ti, xa)Pi(xa, ti),

denoted by degti(t
−〈hi,Λ〉
i Aν), is given by

−〈hi, β − pαi〉+ 2p(1− aii
2

) = −〈hi, β〉+ paii + 2p− paii = −〈hi, β〉+ 2p.

Define an invertible element γ ∈ k× by

(3.64)

(−1)p
∏

1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i

Pi(ti, xa+1)Pi(xa+1, ti)

= γ−1t
−〈hi,β〉+2p
i + ( terms of degree < −〈hi, β〉+ 2p in ti) .

Set λ = Λ− β and

ϕk = A(tki ) ∈ k[ti]⊗ RΛ(β),(3.65)

which is of degree 2(αi|λ) + 2dik = 2di(〈hi, λ〉+ k).

Proposition 3.7.2. If 〈hi, λ〉+ k ≥ 0, then γϕk is a monic polynomial in ti
of degree 〈hi, λ〉+ k.

Note that for m < 0, we say that a polynomial ϕ is a monic polynomial

of degree m if ϕ = 0.

To prove Proposition 3.7.2, we need some preparation. Let

z =
∑
k∈Z>0

ak ⊗ bk ∈ R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i)RΛ(β),

where ak ∈ R(β)e(β − αi, i) and bk ∈ e(β − αi, i)R
Λ(β). Define a map

E : K ′0 → EiK0 by

z 7→
∑
k∈Z>0

akPi(xn, xn+1)bk.(3.66)

Lemma 3.7.8. For z ∈ R(β)e(β − αi)⊗R(β−αi) e(β − αi, i)RΛ(β), we have

F (z)xn+1 = F (z(xn ⊗ 1)) + E(z).(3.67)
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Proof. Let z = a ⊗ b ∈ R(β)e(β − αi, i) ⊗R(β−αi) e(β − αi, i)R
Λ(β), where

a ∈ R(β)e(β − αi, i) and b ∈ e(β − αi, i)RΛ(β). Then

F (z) = aτnb, E(z) = aPi(xn, xn+1)b.

Thus

F (z)xn+1 = aτnbxn+1 = aτnxn+1b = a(xnτn + Pi(xn, xn+1))b

= axnτnb+ aPi(xn, xn+1)b

= F (axn ⊗ b) + E(z) = F (z(xn ⊗ 1)) + E(z).

By Proposition 3.6.1, we have

(3.68)
e(β, i)R(β + αi)e(β, i)⊗R(β) RΛ(β)

= F
(
R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i)RΛ(β)

)
⊕ k[ti]⊗ RΛ(β),

where ti = xn+1. Using the decomposition (3.68), we write

P (τn · · · τ1x
k
1) = F (ψk) + ϕk(3.69)

for uniquely determined ψk ∈ K ′0 and ϕk ∈ k[ti]⊗ RΛ(β).

Using (3.65), we have

A(tki ) = AB(τn · · · τ1x
k
1) = CP (τn · · · τ1x

k
1) = ϕk.

Thus one can verify that the definition of ϕk coincides with the definition

given in (3.65).

Since

F (ψk+1) + ϕk+1 = P (τn · · · τ1x
k+1
1 ) = P (τn · · · τ1x

k
1)xn+1

= (F (ψk) + ϕk)xn+1 = F (ψk(xn ⊗ 1)) + E(ψk) + ϕkti,

we have

ψk+1 = ψk(xn ⊗ 1), ϕk+1 = E(ψk) + ϕkti.(3.70)
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Now we will prove Proposition 3.7.2. By Lemma 3.7.1, we have

gn · · · g1x
k
1τ1 · · · τn = xkn+1a

Λ
i (xn+1)

∏
1≤a≤n,
νa 6=i

Qi,νa(xn+1, xa)
∏

1≤a≤n,
νa=i

Pi(xn+1, xa)Pi(xa, xn+1)

in e(β, i)R(β + αi)e(β, i)⊗ RΛ(β), which implies

AB(gn · · · g1x
k
1) = C

(
xkn+1a

Λ
i (xn+1)

∏
1≤a≤n,
νa 6=i

Qi,νa(xn+1, xa)
∏

1≤a≤n,
νa=i

Pi(xn+1, xa)Pi(xa, xn+1)
)

= tki a
Λ
i (ti)

∏
1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i

Pi(ti, xa)Pi(xa, ti).

On the other hand, since B is the map taking the coefficient of τn · · · τ1, we

have

B(gn · · · g1x
k
1) = B

(∏
νa=i

(−(xn+1 − xa)2)xkn+1τn · · · τ1

)
= tki

∏
νa=i

(−(ti − xa)2).

Thus we have

A(tki
∏
νa=i

(ti − xa)2) = (−1)ptki a
Λ
i (ti)

∏
1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i

Pi(ti, xa)Pi(xa, ti).

(3.71)

Set

Si =
∏
νa=i

(ti − xa)2,

Fi = γ(−1)paΛ
i (ti)

∏
1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i

Pi(ti, xa)Pi(xa, ti) ∈ k[ti]⊗ RΛ(β).

Then Si and Fi are monic polynomials in ti of degree 2p and 〈hi, λ〉 + 2p,

respectively. Note that they are contained in the center of k[ti] ⊗ RΛ(β).

Then (3.71) can be expressed as the following form:

γA(tki Si) = tki Fi.

Note that
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• if p = 0, then K ′0 = 0 and

• if i ∈ I im such that 〈hi, λ〉 = 0 and p > 0, then RΛ(β) = 0.

Thus, to prove Proposition 3.7.2, we may assume that

p > 0, and if i ∈ I im, then 〈hi, λ〉 > 0.(3.72)

Lemma 3.7.9. For any k ≥ 0, we have

tki Fi = (γϕk)Si + hk,(3.73)

for some polynomial hk in ti with degti(hk) ≤ 2p− aii
2

. Moreover, if i ∈ Ire,

then γϕk coincides with the quotient of tki Fi by Si, and if i ∈ I im, then

degti(hk) < degti(t
k
i Fi).

Proof. By (3.70), we have

ϕk+1 = ϕkti + E(ψk), ψk = ψ0(xkn ⊗ 1).

Since xn is a nilpotent element in RΛ(β),

E(ψk) = E(ψ0(xkn ⊗ 1)) = 0 for k � 0.

In particular,

A(Sit
k
i ) = SiA(tki ) for k � 0,

which yields

Siγϕk = γSiA(tki ) = γA(Sit
k
i ) = tki Fi.

We will use downward induction. Assume that our assertion is true for k+1.

Since

tk+1
i Fi = (γϕk+1)Si + hk+1 = γ(tiϕk + E(ψk))Si + hk+1,

we have

tihk = ti(t
k
i Fi − (γϕk)Si) = γE(ψk)Si + hk+1.

Since degti(γE(ψk)) ≤ 1− aii
2

and degti(Si) = 2p, we get

degti(γE(ψk)Si) ≤ 2p+ 1− aii
2
.
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Hence

degti(hk) ≤ 2p− aii
2
.

For i ∈ Ire, our second assertion holds since degti(hk) < degti(Si).

Assume that i ∈ I im. Then we have 〈hi, λ〉 = 〈hi,Λ〉−〈hi, β〉 ≥ −〈hi, β〉 ≥
−aii. Hence if aii < 0, then 〈hi, λ〉 > −aii/2, and if aii = 0, then 〈hi, λ〉 >
0 = −aii/2 by (3.72). In both cases, we have

degti(t
k
i Fi) = 〈hi, λ〉+ 2p+ k > 2p− aii

2
≥ degti(hk).

Hence the last assertion holds.

Thus by Lemma 3.7.9, we can conclude that γϕk is a monic polynomial

in ti of degree 〈hi, λ〉+ k, which completes the proof of Proposition 3.7.2.

Theorem 3.7.5. Let λ = Λ − β. Then there exist natural isomorphisms of

endofunctors on Mod(RΛ(β)) given below.

(i) If 〈hi, λ〉 ≥ 0, then we have

q−aiii FΛ
i E

Λ
i ⊕

〈hi,λ〉−1⊕
k=0

q2k
i
∼→ EΛ

i F
Λ
i .(3.74)

(ii) If 〈hi, λ〉 < 0, then we have

q−aiii FΛ
i E

Λ
i
∼→ EΛ

i F
Λ
i ⊕

−〈hi,λ〉−1⊕
k=0

q−2k−2
i .(3.75)

Proof. Due to Proposition 3.7.2 and (3.70), we can apply the arguments in

[14, Theorem 5.2] with a slight modification. Hence we will give only a sketch

of the proof.

From the Snake Lemma, we get an exact sequences of RΛ(β)-bimodules:

0→ KerA→ q−aiii FΛ
i E

Λ
i RΛ(β)→ EΛ

i F
Λ
i RΛ(β)→ CokerA→ 0.

If a := 〈hi, λ〉 ≥ 0, then Proposition 3.7.2 yields

KerA = 0,
a−1⊕
k=0

ktki ⊗ RΛ(β) ' CokerA
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and our first assertion follows.

If a := 〈hi, λ〉 < 0, then Proposition 3.7.2 implies CokerA = 0. By (3.70),

we can prove that there is an isomorphism

KerA '
−a−1⊕
k=0

ktki ⊗ RΛ(β),

which completes the proof.

3.8 Categorification

In this section, based on the natural isomorphisms of functors in previous sec-

tions, we will show that the quiver Hecke algebras R(β) and their cyclotomic

quotients provide categorifications of VA(Λ) and U−A (g), respectively.

From now on, we assume that k0 is a field and the kt’s are finite-dimensional

over k0.

Recall the anti-involution ψ : RΛ(β) → RΛ(β) given by (3.7). For N ∈
Mod(RΛ(β)), let Nψ be the right RΛ(β)-module obtained from N by the

anti-involution ψ of RΛ(β). By (3.11) and Lemma 3.5.12, we have a non-

degenerate pairing

(3.76) [Proj(RΛ)]× [Rep(RΛ)]→ A

given by

([P ], [M ]) 7→
∑
n∈Z

qn dimk0(Pψ ⊗RΛ M)n.

From Theorem 3.7.3, we can define endomorphisms Ei and Fi, induced by

EΛ
i and FΛ

i , on the Grothendieck groups [Proj(RΛ)] and [Rep(RΛ)] as follows:

(3.77)

[Proj(RΛ(β))]
Fi:=[FΛ

i ]
//
[Proj(RΛ(β + αi))]

Ei:=[q
1−〈hi,Λ−β〉
i EΛ

i ]

oo ,

[Rep(RΛ(β))]
Fi:=[q

1−〈hi,Λ−β〉
i FΛ

i ]
//
[Rep(RΛ(β + αi))].

Ei:=[EΛ
i ]

oo
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Then, from the isomorphisms (3.59), (3.74) and (3.75), we obtain the follow-

ing identities in [Proj(RΛ(β))] and [Rep(RΛ)(β)]:

(3.78)

EiFj = FjEi if i 6= j,

EiFi = FiEi +
q
〈hi,Λ−β〉
i − q−〈hi,Λ−β〉i

qi − q−1
i

if 〈hi,Λ− β〉 ≥ 0,

EiFi +
q
−〈hi,Λ−β〉
i − q〈hi,Λ−β〉i

qi − q−1
i

= FiEi if 〈hi,Λ− β〉 ≤ 0.

Let Ki be an endomorphism on [Proj(RΛ(β))] and [Rep(RΛ(β))] given by

Ki|[Proj(RΛ(β))] := q
〈hi,Λ−β〉
i , Ki|[Rep(RΛ(β))] := q

〈hi,Λ−β〉
i .(3.79)

Then (3.78) can be rewritten as the third relation in Definition 2.2.1:

(3.80) [Ei,Fj] = δi,j
Ki − K−1

i

qi − q−1
i

.

Now we assume that aii 6= 0 for all i ∈ I. Define the functors EΛ
i

(n)
and

FΛ
i

(n)

FΛ
i

(n)
: Mod(RΛ(β))→ Mod(RΛ(β + nαi)),

EΛ
i

(n)
: Mod(RΛ(β + nαi))→ Mod(RΛ(β)),

by

EΛ
i

(n)
: N 7−→ (RΛ(β)⊗ P(in))ψ ⊗RΛ(β)⊗R(nαi) e(β, i

n)N,

FΛ
i

(n)
: M 7−→ RΛ(β + nαi)e(β, i

n)⊗RΛ(β)⊗R(nαi) (M � P(in))

for M ∈ Mod(RΛ(β)) and N ∈ Mod(RΛ(β + nαi)). Then they induce the

endomorphism

E
(n)
i :=

{
Eni /[n]i! if i ∈ Ire,

Eni if i ∈ I im,
and F

(n)
i :=

{
Fni /[n]i! if i ∈ Ire,

Fni if i ∈ I im,

by (3.15) and (3.17).
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Note that

(i) the action of Ei on [Proj(RΛ)] and [Rep(RΛ)] is locally nilpotent,

(ii) if the module [M ] in [Rep(RΛ(β))] satisfies Ei[M ] = 0 for all i ∈ I,

then β = 0.

(3.81)

By Lemma 3.7.2 and Lemma 3.7.3, we see that

(a) for i ∈ Ire, the action Fi on [Proj(RΛ)] and [Rep(RΛ)] are locally nilpotent.

(b) for i ∈ I im and β ∈ Q+ with 〈hi,Λ− β〉 = 0, Fi[Proj(RΛ(β)] = 0.

(cf. See (iii), (iv) in Definition 2.2.2.)

Therefore, by (3.80) and [23, Proposition B.1], the functors Fi and Ei
satisfy the quantum Serre relations in Definition 3.1.1. Hence [Proj(RΛ)] and

[RepRΛ] are endowed with a UA(g)-module structure.

Note that [Proj(R)]:=
⊕

β∈Q+ [Proj(R(β))] and [Rep(R)]:=
⊕

β∈Q+ [Rep(R(β))]

are also A-dual to each other. The exact functors Ei : Rep(R(β + αi)) →
Rep(R(β)) and F ′i : Rep(R(β))→ Rep(R(β+αi)) defined in (3.29) induce en-

domorphisms E′i and F′i on [Rep(R)], respectively. Hence, (3.33) implies the

following commutation relation in [Rep(R)]:

E′iF
′
j = q−(αi|αj)F′jE

′
i + δi,j.(3.82)

Similarly, we define

Proj(R(β))
Fi //

Proj(R(β + αi))
E′i

oo ,

by

FiP := R(β + αi)e(β, i)⊗R(β) P and E ′iQ :=
e(β, i)R(β + αi)

e(β, i)xn+1R(β + αi)
⊗R(β+αi) Q,

where |β| = n. Then they are well-defined on Proj(R), and we obtain an

exact sequence

0 // δi,j id // E ′iFj // q−(αi|αj)FjE
′
i

// 0.
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Thus the exact functors induce the endomorphisms E′i and F′i on [Proj(R)] and

satisfy the same equation in (3.82) (See [19, Lemma 5.1], for more details).

Let Irr0(RΛ(β)) be the set of isomorphism classes of self-dual irreducible

RΛ(β)-modules, and Irr0(RΛ):=
⊔
β∈Q+ Irr0(RΛ(β)). Then

{
[S] | S ∈ Irr0(RΛ)

}
is a strong perfect basis of [Rep(RΛ)] by Theorem 3.5.1. By Proposition 2.6.1,

(3.81)(ii) and (3.76), we conclude:

Theorem 3.8.1. Let Uq(g) be the quantum generalized Kac-Moody algebra

associated with the Cartan matrix A with aii 6= 0 for all i ∈ I. For Λ ∈ P+,

we have

VA(Λ)∨ ' [Rep(RΛ)] and VA(Λ) ' [Proj(RΛ)](3.83)

as UA(g)-modules.

The fully faithful exact functor Rep(RΛ(β)) → Rep(R(β)) induces an A-

linear homomorphism [Rep(RΛ)]→ [Rep(R)]. Hence [Rep(RΛ)]→ [Rep(R)] is

injective and its cokernel is a free A-module. By the duality, the homomor-

phism [Proj(R)]→ [Proj(RΛ)] is surjective.

As a U−A (g)-module, U−A (g) is the projective limit of VA(Λ). Hence, The-

orem 3.8.1 implies the following corollary:

Corollary 3.8.1. There exist isomorphisms:

U−A (g)∨ ' [Rep(R)] as a Bup
A (g)-module,

U−A (g) ' [Proj(R)] as a Blow
A (g)-module.
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Chapter 4

Supercategorification

Throughout this chapter, we assume that

I im = ∅; i.e., for all i ∈ I, aii = 2.

4.1 Supercategories and superbimodules

In this section, we recall the notion of supercategory, superfunctor and su-

perbimodule and their basic properties (See [17, Section 2] for more details).

Definition 4.1.1.

(i) A supercategory is a category C equipped with an endofunctor ΠC of

C and an isomorphism ξC : Π2
C
∼→ idC such that ξC ◦ ΠC = ΠC ◦ ξC ∈

Hom(Π3
C ,ΠC ).

(ii) For a pair of supercategories (C ,Π, ξ) and (C ′,Π′, ξ′), a superfunctor

from (C ,Π, ξ) to (C ′,Π′, ξ′) is a pair consisting of a functor F : C → C ′

and an isomorphism αF : F ◦Π ∼→ Π′◦F such that the following diagram

commutes:

F ◦ Π2
αF ◦Π //

F◦ξ
��

Π′ ◦ F ◦ Π
Π′◦αF // Π′2 ◦ F

ξ′◦F
��

F
idF // F

(4.1)
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If F is an equivalence of categories, we say that (F, αF ) is an equiva-

lence of supercategories.

(iii) Let (F, αF ) and (F ′, αF ′) be superfunctors from a supercategory (C ,Π, ξ)

to (C ′,Π′, ξ′). A morphism from (F, αF ) to (F ′, αF ′) is a morphism of

functors ϕ : F → F ′ such that

F ◦ Π
ϕ◦Π //

αF
��

F ′ ◦ Π
αF ′

��
Π′ ◦ F

Π′◦ϕ // Π′ ◦ F ′

commutes.

In this paper, a supercategory is assumed to be an additive category.

A superalgebra is a Z2-graded algebra. LetA = A0⊕A1 be a superalgebra.

We denote by φA the involution of A given by φA(a) = (−1)εa for a ∈ Aε
with ε = 0, 1. We call φA the parity involution of the superalgebra A. An

A-supermodule is an A-module with a decomposition M = M0 ⊕M1 such

that AεMε′ ⊂ Mε+ε′ (ε, ε′ ∈ Z2). For an A-supermodule M , we denote by

φM : M → M the involution of M given by φM |Mε = (−1)ε idMε . We call

φM the parity involution of the A-supermodule M . Then we have φM(ax) =

φA(a)φM(x) for any a ∈ A and x ∈M .

Example 4.1.1.

(a) The category of A-modulesMod(A) has a natural supercategory structure

induced by the parity involution φA; i.e., for M ∈Mod(A),

ΠM := {π(x) | x ∈M} with π(x) + π(x′) = π(x+ x′) and

a · π(x) := π(φA(a) · x) for a ∈ A.

The isomorphism ξ : Π2 → id is given by π (π(x)) 7→ x.

(b) Let M od(A) be the category of A-supermodules. The morphisms in this

category are A-linear homomorphisms which preserve the Z2-grading.

Then M od(A) has a natural supercategory structure induced by the parity
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shift; i.e.,

(ΠM)ε := {π(x) | x ∈M1−ε} (ε = 0, 1) and

a · π(x) := π(φA(a) · x) for a ∈ A and x ∈M .

The isomorphism ξM : Π2M →M is given by π (π(x)) 7→ x (x ∈M).

Definition 4.1.2. Let (C ,Π, ξ) be a supercategory. The Grothendieck group

[C ] of C is the abelian group generated by [X] (X is an object of C ) with the

defining relations:

if 0→ X ′ → X → X ′′ → 0 is an exact sequence, then [X] = [X ′] + [X ′′].

Let A and B be superalgebras. An (A,B)-superbimodule is an (A,B)-

bimodule with a Z2-grading compatible with the left action of A and the right

action ofB. For an (A,B)-superbimodule L, we have a functor FL : Mod(B)→
Mod(A) given by N 7→ L ⊗B N for N ∈ Mod(B). Then FL is indeed a

superfunctor with an isomorphism

αFL : FLΠN = L⊗B ΠN → ΠFLN = Π(L⊗B N)

which is given by s⊗ π(x) 7→ π(φL(s)⊗ x) (s ∈ L, x ∈ N).

For an (A,B)-superbimodule L, the superbimodule structure of ΠL is

given as follows:

a · π(s) · b = π(φA · (a)s · b) for all s ∈ L, a ∈ A and b ∈ B.

Then there exists a natural isomorphism between superfunctors η : FΠL
∼→

Π◦FL. The isomorphism ηN : (ΠL)⊗BN
∼→ Π(L⊗BN) is given by π(s)⊗x 7→

π(s ⊗ x). It is an isomorphism of superfunctors since one can easily check

the commutativity of the following diagram:

FΠL ◦ Π
η◦Π //

αFΠL

��

Π ◦ FL ◦ Π Π◦αFL
++XXXXXXXXXXX

α(Π◦FL)

��

Π ◦ Π ◦ FL
αΠ◦FL=−idΠ◦Π◦FLssfffffffffff

Π ◦ FΠL
Π◦η // Π ◦ Π ◦ FL.

by using the fact φΠL(π(s)) = −π(φL(s)).
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4.2 The quiver Hecke superalgebra R
In this section, we recall the definition of quiver Hecke superalgebras and

their properties which were proved in [17].

We assume that a decomposition I = Ieven

⊔
Iodd is given. We say that a

Borcherds-Cartan matrix A = (aij)i,j∈I is colored by Iodd if

aij ∈ 2Z for all i ∈ Iodd and j ∈ I.

From now on, we assume that A is colored by Iodd. We use the same graded

ring k in Chapter 3.

We define the parity function p: I → {0, 1} by

p(i) = 1 if i ∈ Iodd and p(i) = 0 if i ∈ Ieven.

Then we naturally extend the parity function on In and Q+ as follows:

p(ν) :=
n∑
k=1

p(νk), p(β) :=
r∑

k=1

p(ik) for all ν ∈ In and β =
r∑

k=1

αik ∈ Q+.

For i 6= j ∈ I and r, s ∈ Z≥0, we take ti,j;(r,s) ∈ k−2(αi|αj)−r(αi|αi)−s(αj |αj)

such that
ti,j;(−aij ,0) ∈ k×0 , ti,j;(r,s) = tj,i;(s,r),

ti,j;(r,s) = 0 if i ∈ Iodd and r is an odd integer.

For any ν ∈ In (n ≥ 2), let

Pν := k〈x1, . . . , xn〉/〈xaxb − (−1)p(νa)p(νb)xbxa〉1≤a<b≤n

be the superalgebra generated by xk (1 ≤ k ≤ n) with Z × Z2-degree

((ανk |ανk), p(νk)) (k = 1, . . .,n).

For i, j ∈ I, we choose an element Qi,j in P(ij) which is of the form

(4.2) Qi,j(w, z) = δi,j
∑

r,s∈Z≥0

ti,j;(r,s)w
rzs.

Then Qi,j(w, z) is an even element and Q = (Qi,j)i,j∈I satisfies

(4.3)

Qi,j(w, z) = Qj,i(z, w) and Qi,j(w, z) = Qi,j((−1)p(i)w, z) for i, j ∈ I.
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Definition 4.2.1 ([17]). The quiver Hecke superalgebra R(n) of degree n

associated with the Cartan datum (A,P,Π,Π∨) and (Qi,j)i,j∈I is the asso-

ciative superalgebra over k generated by e(ν) (ν ∈ In), xk (1 ≤ k ≤ n), τa
(1 ≤ a ≤ n− 1) with the parity

(4.4) p(e(ν)) = 0, p(xke(ν)) = p(νk), p(τae(ν)) = p(νa)p(νa+1)

subject to the following defining relations:

(R1) e(µ)e(ν) = δµ,νe(ν) for all µ, ν ∈ In, and 1 =
∑

ν∈In e(ν),

(R2) xpxqe(ν) = (−1)p(νp)p(νq)xqxpe(ν) if p 6= q,

(R3) xpe(ν) = e(ν)xp and τae(ν) = e(sa ν)τa, where sa = (a, a + 1) is the

transposition on the set of sequences,

(R4) τaxpe(ν) = (−1)p(νp)p(νa)p(νa+1)xpτae(ν), if p 6= a, a+ 1,

(R5) (τaxa+1− (−1)p(νa)p(νa+1)xaτa)e(ν) = (xa+1τa− (−1)p(νa)p(νa+1)τaxa)e(ν)

= δνa,νa+1e(ν),

(R6) τ 2
ae(ν) = Qνa,νa+1(xa, xa+1)e(ν),

(R7) τaτbe(ν) = (−1)p(νa)p(νa+1)p(νb)p(νb+1)τbτae(ν) if |a− b| > 1,

(R8) (τa+1τaτa+1 − τaτa+1τa)e(ν)

=



Qνa,νa+1(xa+2, xa+1)−Qνa,νa+1(xa, xa+1)

xa+2 − xa
e(ν) if νa = νa+2 ∈ Ieven,

(−1)p(νa+1)(xa+2 − xa)
Qνa,νa+1(xa+2, xa+1)−Qνa,νa+1(xa, xa+1)

x2
a+2 − x2

a

e(ν)

if νa = νa+2 ∈ Iodd,

0 otherwise .

Remark 4.2.1. If Iodd = ∅, the quiver Hecke superalgebra R(n) is the same

as the quiver Hecke algebra R(n).

The algebra R(n) is also Z-graded via the following assignment:

degZ(e(ν)) = 0, degZ(xke(ν)) = (ανk |ανk), degZ(τae(ν)) = −(ανa|ανa+1).
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For a, b ∈ {1, . . . , n} with a 6= b, we define the elements of R(n) by

eev
a,b =

∑
ν∈In,

νa=νb∈Ieven

e(ν), eod
a,b =

∑
ν∈In,

νa=νb∈Iodd

e(ν) and ea,b = eev
a,b + eod

a,b.(4.5)

Let Pev
ν be the subalgebra of Pν generated by x

1+p(νk)
k (1 ≤ k ≤ n). Then

Pev
ν is isomorphic to the polynomial ring k[x

1+p(ν1)
1 , · · · , x1+p(νn)

n ]. Set

Pn =
⊕
ν∈In
Pνe(ν) and Pev

n =
⊕
ν∈In
Pev
ν e(ν).

Then Pev
n is contained in the center of Pn.

By (4.3),

(4.6) Qνa,νa+1(xa, xa+1)e(ν) belongs to Pev
n for all ν ∈ In and 1 ≤ a < n.

For 1 ≤ k < n, we define the algebra endomorphism sk of Pn by

sk(xpe(ν)) = (−1)p(νk)p(νk+1)p(νp)xsk(p)e(skν) for 1 ≤ p ≤ n,(4.7)

where sk = (k, k+ 1) ∈ Sn is the transposition which acts on In in a natural

way. For f ∈ Pn and 1 ≤ k < n, define

(4.8)

∂kf =
f − skf
xk+1 − xk

eev
k,k+1 +

(xk+1 − xk)f − skf(xk+1 − xk)
x2
k+1 − x2

k

eod
k,k+1,

f∂k =
f − skf
xk+1 − xk

eev
k,k+1 +

f(xk+1 − xk)− (xk+1 − xk)(skf)

x2
k+1 − x2

k

eod
k,k+1.

Then one can easily show that

∂kf, f
∂k ∈ Pn, τkf = (skf)τk + ∂kf, fτk = τk(skf) + f∂k(4.9)

and

∂k(xj) = (xj)
∂k = δj,k+1e

ev
k,k+1 − δj,keev

k,k+1 + δj,k+1e
od
k,k+1 + δj,ke

od
k,k+1,

∂k(fg) = (∂kf)g + (skf)∂kg, (fg)∂k = f(g∂k) + (f∂k)skg.
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As in the case of the quiver Hecke algebras, we define

R(m,n) = R(m)⊗k R(n) ⊂ R(m+ n),

e(n) =
∑
ν∈In

e(ν), e(β) =
∑
ν∈Iβ

e(ν), e(α, β) =
∑

µ∈Iα, ν∈Iβ
e(µ, ν),

R(β) = e(β)R(n), R(α, β) = R(α)⊗k R(β) ⊂ R(α + β),

e(n, ik) =
∑

ν∈In+k,
νn+1=···=νn+k=i

e(ν), e(ik, n) =
∑

ν∈In+k,
ν1=···=νk=i

e(ν),

e(β, ik) = e(β, kαi) = e(β + kαi)e(n, i
k),

e(ik, β) = e(kαi, β) = e(β + kαi)e(i
k, n)

for α, β ∈ Q+.

Proposition 4.2.1 ([17, Corollary 3.15]). For each w ∈ Sn, we choose a

reduced expression si1 · · · si` of w and write τw = τi1 · · · τi`. Then

{xa1
1 · · · xann τwe(ν) | a = (a1, . . . , an) ∈ Zn

≥0, w ∈ Sn, ν ∈ In}

forms a basis of the k-module R(n).

By the proposition above we have:

Lemma 4.2.1. The algebra R(n+ 1) has a direct sum decomposition

(4.10) R(n+ 1) =
n+1⊕
a=1

R(n, 1)τn · · · τa =
n+1M
a=1
R(n)⊗ kI [xn+1]τn · · · τa.

In particular, R(n+ 1) is a free R(n, 1)-module of rank n+ 1.

LetMod(R(β)) (resp. Proj(R(β)), Rep(R(β))) be the category of arbi-

trary (resp. finitely generated projective, finite dimensional over k0) Z-graded

R(β)-modules. The morphisms in these categories areR(β)-homomorphisms

which are homogeneous with respect to the Z-grading. By the observation in

Example 4.1.1 (a), these categories have a supercategory structure induced

by the parity involution φ := φR(β).
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Let π be an odd element with the defining equation π2 = 1. For any

superring K, we define

Kπ :=K ⊗Z Z[π] ' K ⊕Kπ.

Thus Aπ = Z[q, q−1, π] with π2 = 1. We denote by [Proj(R(β))] and

[Rep(R(β))] the Grothendieck group of Proj(R(β)) and Rep(R(β)), respec-

tively (See Definition 4.1.2). Then [Proj(R(β))] and [Rep(R(β))] have the

Aπ-module structure given by q[M ] = [qM ] and π[M ] = [ΠM ], where [M ] is

the isomorphism classes of an R(β)-module M .

Hereafter, an R(n)-module always means a Z-graded R(n)-module.

In a manner similar to (3.25), we can define

α,βRα′,β′ := e(α, β)R(α + β)e(α′, β′)

and we have Mackey’s Theorem for quiver Hecke superalgebras as follows:

Proposition 4.2.2. The Z × Z2-graded (R(α, β),R(α′, β′))-superbimodule

α,βRα′,β′ has a graded filtration with graded subquotients isomorphic to

Πp(γ)p(β+γ−β′)(αRα−γ,γ)⊗(βRβ+γ−β′,β′−γ)⊗R′(α−γ,α′+γ−αRα′)⊗(γ,β′−γRβ′)〈−(γ|β+γ−β′)〉,

where R′ = R(α− γ)⊗R(γ)⊗R(β+ γ− β′)⊗R(β′− γ) and γ ranges over

the set of γ ∈ Q+ such that α− γ, β′− γ and β + γ − β′ = α′+ γ −α belong

to Q+.

4.3 Strong perfect basis of [Rep(R(β))]

In this section, we study the structure of R(nαi) as an R(nαi)-supermodule

and choose a set of irreducible R(β)-modules which provides a strong per-

fect basis of [Rep(R(β))] as in Section 3.2 and Section 3.5, respectively. Al-

though, the quiver Hecke superalgebras are different from the quiver Hecke

algebras, we can apply many results in those sections. However, since the

supercategory [Mod(R(β))] has the endofunctor Π, we need to investigate

how the endofunctor Π affects the structure of R(nαi) and [Rep(R(β))].
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Throughout this section, we assume that (3.9) holds; i.e.,

k0 is a field and the kt’s are finite-dimensional over k0.

Under this assumption, the quiver Hecke superalgebra R(β) satisfies the

properties in (3.10); i.e., as a Z-graded algebra, the Z-grading of R(β) is

bounded below and each Z-homogeneous subspace is finite dimensional over

k0. Hence R(β) holds the properties in (3.11). In other words,

(i) there exists a 1 − 1 correspondence between the projective inde-

composable modules in Proj(R(β)) and the simple modules in

Rep(R(β)),

(ii) [Rep(R(β))] is a finite dimensional Aπ-vector space and has a

natural Z-basis Irrq(R(β)), consisting of the isomorphism classes

of simple R(β)-modules.

(4.11)

We now consider the algebra R(nαi). By Remark 4.2.1, it suffices to

assume that i ∈ Iodd.

For 1 ≤ k < n, we can check that the element b(in) defined in the same

way as (3.14) also is an idempotent.

Set

Πi = Πp(i), πi := πp(i)(4.12)

and define

(4.13) [n]πi =
(πiqi)

n − q−ni
πiqi − q−1

i

, [n]πi ! =
n∏
k=1

[k]πi .

Proposition 4.3.1. [8] The algebra R(nαi) decomposes into the direct sum

of projective indecomposable Z× Z2-modules as follows:

R(nαi) ' [n]πi !P(in),(4.14)

where

(4.15) P(in) := Π
n(n−1)

2
i R(nαi)b(in)

〈
n(n− 1)

4
(αi|αi)

〉
.
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Similar to Section 3.2 we have

• P(in) is an indecomposable projective Z × Z2-graded module unique

up to isomorphism and Z× Z2-grading shift.

• there exists an irreducible Z × Z2-graded R(nαi)-module L(in) which

is unique up to isomorphism and Z× Z2-grading shift:

(4.16) L(in) := Ind
R(nαi)
k[x1]⊗···⊗k[xn]1,

which is isomorphic to k0.

By Proposition 4.2.1, the R(nαi)-module L(in) has a k0-basis

{τw · u(in) | w ∈ Sn} .

As in the Section 3.2, set

Lk := {v ∈ L(in) | xkn · v = 0} (k ≥ 0).

Then we have a supermodule isomorphism

(4.17) Lk/Lk−1 ' Πk−1
i L(in−1) 〈(1− k)(αi|αi)〉 for 1 ≤ k ≤ n.

Here the Z×Z2-grading shift is caused by the (Z×Z2)-degree of τn−1 · · · τn−k+1u(in).

Remark 4.3.1. In general, τw depends on the choice of reduced expressions

of w. However, we still write τw after choosing a reduced expression of w. In

I = {i} case, by the axioms in Definition 4.2.1, ±τw does not depend on the

choice of reduced expressions of w ∈ Sn; i.e., for any two reduced expressions

w = si1 · · · sir = sj1 · · · sjr , we have

τi1 · · · τir = ±τj1 · · · τjr .

Lemma 4.3.1. Let w[1, n] be the longest element of Sn. Then we have

R(nαi)τw[1,n]R(nαi) = R(nαi).
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Proof. We have

τw[1,n] = τw[1,n−1]τn−1τn−2 · · · τ1.

Hence by induction, it is enough to show that for 1 ≤ a ≤ n− 1

τw[1,n−1]τn−1τn−2 · · · τa+1 ∈ R(nαi)τw[1,n−1]τn−1τn−2 · · · τaR(nαi).(4.18)

Note that

xnτw[1,n−1]τn−1τn−2 · · · τa = ±τw[1,n−1]xnτn−1τn−2 · · · τa
= ±τw[1,n−1](±τn−1xn−1 + 1)τn−2 · · · τa
= ±τw[1,n−1]τn−1xn−1τn−2 · · · τa

...

= ±τw[1,n−1]τn−1τn−2 · · · τa+1xa+1τa

= ±τw[1,n−1]τn−1τn−2 · · · τa+1(±τaxa + 1).

Thus we have (4.18) and our assertion follows.

Now, we will choose the strong perfect basis of [Rep(R(β))]. To do this,

we need to employ many results in Section 3.5. However, in the quiver

Hecke superalgebra case, we can apply the arguments with slight modifica-

tion. Thus we will focus on the perfect basis property arising from the set

of irreducible R(β)-modules (β ∈ Q+) by using the results in Section 3.5 as

ingredients.

For M ∈ Rep(R(β)) and i ∈ I, we define,

(4.19)

∆ikM = e(β − kαi, ik)M ∈ Rep(R(β − kαi, kαi)),
εi(M) = max{k ≥ 0 | ∆ikM 6= 0},
Ei(M) = e(β − αi, i)M ∈ Rep(R(β − αi)),
F ′i (M) = Indβ,αi(M � L(i)) ∈ Rep(R(β + αi)),

ẽi(M) = soc(Ei(M)) ∈ Rep(R(β − αi)),
f̃i(M) = hd(F ′iM) ∈ Rep(R(β + αi)).

These definitions are almost the same as (3.29). But we drop the superscript
or for εi, since I = Ire in this chapter.

Then we have the following statements: (cf. Lemma 3.5.4, Lemma 3.5.6,

Lemma 3.5.7, Lemma 3.5.8, Lemma 3.5.10, Lemma 3.5.12)
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(I1) For [M ] ∈ Irrq(Rep(R(β))) with ε = εi(M) > 0,

∆iεM ' N�L(iε) for some [N ] ∈ Irrq(Rep(R(β−εαi))) with εi(N) = 0.

Moreover, [N ] = [ẽεi (M)].

(I2) For [M ] ∈ Irrq(Rep(R(β))),

[f̃iM ] ∈ Irrq(Rep(R(β+αi))) and [ẽiM ] ∈ Irrq(Rep(R(β−αi))) if εi(M) ≥ 0.

(I3) For [M ] ∈ [Rep(R(β))] with [Ek
i ][M ] = 0,

[M ] =
∑
k

[Nk] for [Nk] ∈ Irrq(Rep(R(β))) with εi(M) < k.

(I4) For [M ] ∈ Irrq(Rep(R(β))),

[ẽif̃iM ] = [M ] and [f̃iẽiM ] = [M ] if εi(M) ≥ 0.

(I5) For [M ] ∈ Irrq(Rep(R(β))),

k0 ' EndR(β)(M).

Now we are ready to prove the following fundamental result on irreducible

modules over quiver Hecke superalgebras.

Theorem 4.3.1. Π acts as the identity on [Rep(R(β))] and [Proj(R(β))].

Hence [Rep(R(β))] and [Proj(R(β))] are indeed A-modules.

Proof. We shall prove

ΠM 'M for M ∈ Irrq(R(β))

by induction on |β|. If |β| > 0, there exists i ∈ I such that εi(M) > 0. Since

the endofunctor Π commutes with the functor Ei

ẽi(ΠM) ' (ΠẽiM).

By induction hypothesis, Πẽi(M) ' ẽiM . Hence we obtain

ẽiM ' ẽiΠM.

Then ΠM 'M follows from (I4). The second assertion follows from (4.11)(i).
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Now, we have the same result as in Proposition 3.5.1 for the quiver Hecke

superalgebras.

Proposition 4.3.2. For [M ] ∈ Irrq(R(β)) with ε := εi(M) > 0. Then we

have

[Ei][M ] = q1−ε
i [ε]i[ẽiM ] +

∑
k

[Nk],

where Nk ∈ Irrq(R(β − αi)) with εi(Nk) < εi(ẽiM) = ε− 1.

Proof. By applying (I1) to the irreducible modules M and ẽiM , we have

∆iεM ' ẽεiM � L(iε) and ∆iε−1 ẽiM ' ẽεiM � L(iε−1).

On the other hand, (4.17),

[Ei][L(iε)] = π1−ε
i q1−ε

i [ε]πi [L(iε−1)] ∈ [Rep(R((ε− 1)αi))].

Hence we have

[Eε−1
i ]

(
[EiM ]− π1−ε

i q1−ε
i [ε]πi [ẽiM ]

)
= 0.

Then, from (I1) and Theorem 4.3.1, we can conclude that

[Ei][M ] = q1−ε
i [ε]i[ẽiM ] +

∑
k

[Nk].

Let ψ : R(β)→ R(β) be the involution given by

ψ(ab) = ψ(b)ψ(a), ψ(e(ν)) = e(ν), ψ(xk) = xk, ψ(τl) = τl,(4.20)

for all a, b ∈ R(β).

Set

Rep(R) =
⊕
β∈Q+

Rep(R(β)) and [Rep(R)] =
⊕
β∈Q+

[Rep(R(β))].

Analogous to the definitions in Section 3.5, we can define

M∗ = Homk0(M,k0) and M a self-dual R(β)-module if M∗ 'M.

Moreover, we have the following theorem:
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Theorem 4.3.2. For β ∈ Q+, we let Irr0(R(β)) be the set of isomorphism

classes of self-dual irreducible R(β)-modules. Moreover,

Irr0(R) :=
⊔
β∈Q+

Irr0(R(β))

is a strong perfect basis of [Rep(R)]; i.e., for [M ] ∈ Irr0(R(β)), there exists

a unique [ẽiM ] ∈ Irr0(R(β − αi)) such that

[Ei][M ] = [εi(M)]i[ẽiM ] +
∑
k

[Nk],

where Nk are irreducible modules in Rep(R(β−αi)) with εi(Nk) < εi(M)−1.

Proof. We can apply the same arguments given in Lemma 3.5.11 and Propo-

sition 3.5.2.

By Theorem 4.3.1 and the argument in Lemma 3.5.13, we have

[Ei][F
′
j ] = q−(αi|αj)Πp(i)p(j)[F ′j ][Ei] + δijId ∈ EndA([Rep(R)]).(4.21)

4.4 The superfunctors Ei, Fi and F i

In this section, we will construct super-analogues of the functors in Section

3.6. The ideas of all proofs in this section originated from Section 3.6. But

we need to apply the arguments given in the section very carefully, since

R(β) is a superalgebra and hence the Z2-grading should be considered in

each computation. To avoid repetition, we will give only the ingredients of

the proofs.

Let

Ei : Mod(R(β + αi))→Mod(R(β)),

Fi : Mod(R(β))→Mod(R(β + αi))

be the superfunctors given by

Ei(N) = e(β, i)N ' e(β, i)R(β + αi)⊗R(β+αi) N

' HomR(β+αi)(R(β + αi)e(β, i), N),

Fi(M) = R(β + αi)e(β, i)⊗R(β) M
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for N ∈Mod(R(β + αi)) and M ∈Mod(R(β)).

Note that the definitions of Ei and Fi are essentially the same as in the

Section 3.6. But, in this case, the kernels of Ei (resp. Fi) have natural

(R(β),R(β + αi))-superbimodule (resp. (R(β + αi),R(β))-superbimodule)

structure. Hence by Section 4.1, they become superfunctors.

Moreover, (Fi, Ei) is an adjoint pair; i.e.,

HomR(β+αi)(FiM,N) ' HomR(β)(M,EiN).

Let n = |β|. There are natural transformations:

xEi : Ei → Πiq
−2
i Ei, xFi : Fi → Πiq

−2
i Fi,

τEij : EiEj → Πp(i)p(j)q(αi|αj)EjEi, τFij : FiFj → Πp(i)p(j)q(αi|αj)FjFi

induced by

(a) the left multiplication by xn+1 on e(β, i)N for N ∈Mod(R(β + αi)),

(b) the right multiplication by xn+1 on the kernel R(β + αi)e(β, i) of the

functor Fi,

(c) the left multiplication by τn+1 on e(β, i, j)N for N ∈ Mod(R(β + αi +

αj)),

(d) the right multiplication by τn+1 on the kernel R(β + αi + αj)e(β, j, i) of

the functor FiFj.

By the adjoint property, τEij induces a natural transformation

FjEi → Πp(i)p(j)q(αi|αj)EiFj.

Theorem 4.4.1. The homomorphism of (R(n),R(n− 1))-superbimodules

R(n)e(n−1, j) ⊗
R(n−1)

q−(αi|αj)Πp(i)p(j)e(n−1, i)R(n) −→ e(n, i)R(n+1)e(n, j)

given by

(4.22) x⊗ πp(i)p(j)y 7−→ xτny, x ∈ R(n)e(n− 1, j), y ∈ e(n− 1, i)R(n)
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induces a natural isomorphism between superfunctors

EiFj
∼→ q−(αi|αj)FjΠ

p(i)p(j)Ei ⊕ δi,jk[ti]⊗ Id.

Here, ti is an indeterminate of (Z× Z2)-degree
(
(αi|αi), p(i)

)
and

k[ti]⊗ Id : Mod(R(β))→Mod(R(β))

is the superfunctor defined by M 7→ k[ti]⊗M .

Proof. We can apply the same arguments given in Proposition 3.6.1 and

Theorem 4.4.1. Note that, in this case, the endofunctor Πp(i)p(j) arises from

the Z2-grading of τne(n− 1, i, j).

Remark 4.4.1. For an R(β)-module M , the R(β)-module structure on k[ti]⊗
M is given by

a(tki ⊗ s) = tki ⊗ φkp(i)(a)s for a ∈ R(β), s ∈M,

where φ := φR(β) in Example 4.1.1(a). Thus we have an isomorphism of

functors

k[ti]⊗ Id '
⊕
k≥0

(q(αi|αi)Πi)
k.

Recall the map ξn in (3.35). We can define a map, also denoted by ξn,

from R(n) to R(n+ 1) in a similar way and denoted by R1(n) the image of

ξn.

For each i ∈ I and β ∈ Q+, let F i,β :=R(β+αi)v(i, β) be the R(β+αi)-

supermodule generated by v(i, β) of Z × Z2-degree (0, 0) with the defin-

ing relation e(i, β)v(i, β) = v(i, β). The supermodule F i,β has an (R(β +

αi),R(β))-superbimodule structure whose right R(β)-action is given by

av(i, β) · b = aξn(b)v(i, β) for a ∈ R(β + αi) and b ∈ R(β).

Then following Section 4.1, we can define the (R(n+1),R(n))-superbimodule

R(n+ 1)v(1, n) such that

R(n+ 1)v(1, n) '
M

i∈I, |β|=n
R(β + αi)v(i, β).
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Now, for each i ∈ I, we define the superfunctor

F i : Mod(R(β))→Mod(R(β + αi)) by N 7→ F i,β ⊗R(β) N.

By a direct calculation, for 1 ≤ k ≤ n, 1 ≤ ` ≤ n− 1 and ν ∈ Iβ, we can

easily see that

xke(ν, i)τn · · · τ1e(i, ν) ≡ (−1)p(i)p(β)p(νk)τn · · · τ1xk+1e(i, ν),

τ`e(ν, i)τn · · · τ1e(i, ν) ≡ (−1)p(i)p(β)p(ν`)p(ν`+1)τn · · · τ1τ`+1e(i, ν),

xn+1e(ν, i)τn · · · τ1e(i, ν) ≡ (−1)p(i)p(β)τn · · · τ1x1e(i, ν) mod R(n)R1(n).

Note that

p(τn · · · τ1e(i, ν)) = p(i)p(β), p(xke(ν, i)) = p(νk),

p(τ`e(ν, i)) = p(ν`)p(ν`+1), p(xn+1e(ν, i)) = p(i).

Hence

(4.23)

aτn · · · τ1e(i, β) ≡τn · · · τ1e(i, β)φp(i)p(β)(ξn(a)),

xn+1e(β, i)τn · · · τ1e(i, β) ≡(−1)p(i)p(β)τn · · · τ1x1e(i, β)

mod R(n)R1(n) for any a ∈ R(β).

Theorem 4.4.2. There is an exact sequence in Mod(R(β))

0→ F jEiM → EiF jM → δi,jΠ
p(i)p(β)q−(αi|β)k[ti]⊗M → 0,

which is functorial in M ∈ Mod(R(β)). Here ti is an indeterminate of

(Z× Z2)-degree ((αi|αi), p(i)).

Proof. The proof can be obtained by applying the arguments given in Propo-

sition 3.6.2 and Theorem 3.6.2 with (Z×Z2)-grading consideration (4.23).

4.5 Cyclotomic quotient

In this section, we define the cyclotomic quotient of the quiver Hecke super-

algebra and investigate its structure.
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For Λ ∈ P+ and i ∈ I, we choose a monic polynomial of degree 〈hi,Λ〉

(4.24) aΛ
i (u) =

〈hi,Λ〉∑
k=0

ci;ku
〈hi,Λ〉−k

with ci;k ∈ kk(αi|αi) such that ci,0 = 1 and ci;k = 0 if i ∈ Iodd and k is odd.

Hence aΛ
i (x1)e(i) has the Z× Z2-degree

(〈hi,Λ〉(αi|αi), p(i)〈hi,Λ〉).

For 1 ≤ k ≤ n, define

aΛ(xk) =
∑
ν∈In

aΛ
νk

(xk)e(ν) ∈ R(n).

Definition 4.5.1. Let β ∈ Q+ and Λ ∈ P+. The cyclotomic quiver Hecke

superalgebra RΛ(β) at β is the quotient algebra

RΛ(β) =
R(β)

R(β)aΛ(x1)R(β)
.

We shall prove that the cyclotomic quotients are finitely generated over

k. For the definition of sa and ∂a, see (4.7) and (4.8).

Lemma 4.5.1. Assume that fe(ν)M = 0 for M ∈ Mod(R(n)), f ∈ Pn,

ν ∈ In and 1 ≤ a < n such that νa = νa+1 = i. Then we have

(∂af)(xa − xa+1)p(i)e(ν)M = 0 and

(x2
a + x2

a+1)p(i)(saf)e(ν)M = (saf)(x2
a + x2

a+1)p(i)e(ν)M = 0.

Proof. By (4.8), we have

(x
1+p(i)
a+1 − x1+p(i)

a )τafτae(ν) =
(
(xa+1 − xa)p(i)f − saf(xa+1 − xa)p(i)

)
τae(ν)

=
(
(xa+1 − xa)p(i)fτa − (−1)p(i)safτa(xa+1 − xa)p(i)

)
e(ν)

=
(
(xa+1 − xa)p(i)fτa − (−1)p(i)τaf(xa+1 − xa)p(i) + (−1)p(i)∂af(xa+1 − xa)p(i)

)
e(ν).

Hence we have (∂af)(xa − xa+1)p(i)e(ν)M = 0. It follows that

0 = (x1+p(i)
a − x1+p(i)

a+1 )(∂af)(xa − xa+1)p(i)e(ν)M

=
(
(xa − xa+1)p(i)f(xa − xa+1)p(i) − saf(xa − xa+1)2p(i)

)
e(ν)M.

Thus (xa − xa+1)2p(i)(saf)e(ν)M = (x2
a + x2

a+1)p(i)(saf)e(ν)M = 0.
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Lemma 4.5.2. There exists a monic polynomial g(u) with coefficients in k

such that g(x2
a) = 0 in RΛ(β) (1 ≤ a ≤ n).

Proof. If a = 1, g(x2
1) =

∏
i∈I aΛ

i (−x1)aΛ
i (x1) satisfies the condition. Hence,

by induction on a, it is enough to show the following statement:

For any monic polynomial g(u) ∈ k[u] and ν ∈ In, we can find

a monic polynomial h(u) ∈ k[u] such that

h(x2
a+1)e(ν)M = 0 for any R(β)-module M with g(x2

a)M = 0.

(i) Suppose νa 6= νa+1. In this case, we have

g(x2
a+1)Qνa,νa+1(xa, xa+1)e(ν)M = g(x2

a+1)τ 2
ae(ν)M = τag(x2

a)τae(ν)M = 0.

Since Qνa,νa+1(xa, xa+1) is a monic polynomial in x
1+p(νa+1)
a+1 with coeffi-

cients in k[x
1+p(νa)
a ], there exists a monic polynomial h(u) such that

h(x2
a+1) ∈k[x1+p(νa)

a e(ν), x
1+p(νa+1)
a+1 e(ν)]g(x2

a)+

k[x1+p(νa)
a e(ν), x

1+p(νa+1)
a+1 e(ν)]g(x2

a+1)Qνa,νa+1(xa, xa+1).

Then h(x2
a+1)e(ν)M = 0.

(ii) Suppose νa = νa+1. Then Lemma 4.5.1 implies

g(x2
a+1)(x2

a + x2
a+1)p(νa)e(ν)M = 0.

Then we can apply the same argument as (i).

Lemma 4.5.3. Let f ∈ Pn+1 be a monic polynomial of degree m in xn+1

whose coefficients are contained in Pn ⊗ kI . Set R = e(n, im+1)R(n + m +

1)e(n, im+1). Then we have

RfR = R.

Proof. We will prove the following statement by induction on k:

∂k−1 · · · ∂n+1fe(n, i
m+1)τw[n+1,k] ∈ RfR(4.25)

for n + 1 ≤ k ≤ n + m + 1. Here w[n + 1, k] is the longest element of

the subgroup S[n+1,k] generated by sa (n + 1 ≤ a < k) (See Remark 4.3.1).

Assuming (4.25), by multiplying τw[n+1,k]−1w[n+1,k+1] from the right, we have

∂k−1 · · · ∂n+1fe(n, i
m+1)τw[n+1,k+1] ∈ RfR.
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By multiplying τk from the left, we have

τk(∂k−1 · · · ∂n+1f)e(n, im+1)τw[n+1,k+1]

=
(
sk(∂k−1 · · · ∂n+1f)τk + ∂k · · · ∂n+1f

)
e(n, im+1)τw[n+1,k+1]

= ∂k · · · ∂n+1fe(n, i
m+1)τw[n+1,k+1] ∈ RfR.

Here we have used the fact that τkτw[n+1,k+1] = 0.

Thus the induction proceeds and we obtain (4.25) for any k. Since

∂n+m · · · ∂n+1f = 1, our assertion follows from Rτw[n+1,n+m+1]R = R in

Lemma 4.3.1.

Corollary 4.5.1. For β ∈ Q+ with |β| = n and i ∈ I, there exists m such

that

RΛ(β + kαi) = 0 for any k ≥ m.

Proof. By Lemma 4.5.2, there exists a monic polynomial g(u) of degree m

such that

g(xn)RΛ(β) = 0.

Lemma 4.5.3 implies e(n, ik)RΛ(β + kαi) = 0 for k > m. Now our assertion

follows from arguments similar to those for Lemma 3.7.2.

4.6 The superfunctors EΛ
i and FΛ

i

In this section, we define the superfunctors EΛ
i and FΛ

i on Mod(RΛ(β))

and investigate their action on Proj(RΛ(β)) and Rep(RΛ(β)). After that

we study their commutation relations as functors, which will give categori-

cal UA(g)-module structure on [Proj(RΛ(β))] and [Rep(RΛ(β))] in the last

section.

For each i ∈ I, we define the superfunctors

EΛ
i : Mod(RΛ(β + αi))→Mod(RΛ(β)),

FΛ
i : Mod(RΛ(β))→Mod(RΛ(β + αi))

by

EΛ
i (N) = e(β, i)N = e(β, i)RΛ(β + αi)⊗RΛ(β+αi) N,

FΛ
i (M) = RΛ(β + αi)e(β, i)⊗RΛ(β) M
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for M ∈Mod(RΛ(β)) and N ∈Mod(RΛ(β + αi)).

For each i ∈ I, β ∈ Q+ and m ∈ Z, let

Kmi,β :=R(β + αi)v(i, β)Tmi

be the R(β + αi)-supermodule generated by v(i, β)Tmi with the defining re-

lation

e(i, β)v(i, β)Tmi = v(i, β)Tmi .

We assign to v(i, β)Tmi the (Z×Z2)-degree (0, 0). The supermodule Kmi,β has

an (R(β+αi),k[ti]⊗R(β))-superbimodule structure whose right k[ti]⊗R(β)-

action is given by

av(i, β)Tmi · b = aξn(b)v(i, β)Tmi ,

av(i, β)Tmi · ti = aφmi (x1)v(i, β)Tmi = (−1)p(i)ax1v(i, β)Tmi
(4.26)

for a ∈ R(β+αi) and b ∈ R(β). Here, φi :=φ
p(i) and φ is the parity involution

(see Example 4.1.1(a)).

In the sequel, we sometimes omit the Z-grading shift functor q when the

Z-grading can be neglected.

Set Λi := 〈hi,Λ〉. We introduce (R(β + αi),RΛ(β))-superbimodules

(4.27)

FΛ :=RΛ(β + αi)e(β, i),

K0 :=R(β + αi)e(β, i)⊗R(β) RΛ(β),

K1 :=KΛi
i,β ⊗R(β) Π

Λi+p(β)
i RΛ(β)

= R(β + αi)v(i, β)TΛi
i ⊗R(β) Π

Λi+p(β)
i RΛ(β).

For i ∈ I, let ti be an indeterminate of Z×Z2-degree ((αi|αi), p(i)). Then

k[ti] is a superalgebra. The superalgebra k[ti] acts on K1 from the right by

the formula given in (4.26). Namely,(
av(i, β)TΛi

i ⊗ π
Λi+p(β)
i b

)
ti = aφ

p(β)
i (x1)v(i, β)TΛi

i ⊗ π
Λi+p(β)
i φi(b)

for a ∈ R(β+αi) and b ∈ RΛ(β). Here πi :=π
p(i) and φi = φp(i). On the other

hand, k[ti] acts on R(β+αi)e(β, i), F
Λ and K0 by multiplying by xn+1 from

the right. Thus K0, FΛ and K1 have a graded
(
R(β + αi),k[ti] ⊗ RΛ(β)

)
-

superbimodule structure.
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By a similar argument to Lemma 3.7.4 and 3.7.5, we have quiver Hecke

superalgebra versions of those lemmas; i.e.; for i ∈ I and β ∈ Q+ with

|β| = n, we have the following statements:

(i) Both K1 and K0 are finitely generated projective right k[ti] ⊗ RΛ(β)-

supermodules.

(ii) For any monic polynomial f(ti) ∈ Pn[ti], right multiplication by f(ti)

on K1 induces an injective endomorphism of K1.

(iii) R(β + αi)a
Λ(x1)R(β + αi) =

∑n
a=0R(β + αi)a

Λ(x1)τ1 · · · τa,

(iv) R(β + αi)a
Λ(x1)R(β + αi)e(β, i)

= R(β + αi)a
Λ(x1)R(β)e(β, i) +R(β + αi)a

Λ(x1)τ1 · · · τne(β, i).

Applying an argument to the one for Lemma 3.7.6, we have

(4.28)

x1a
Λ(x1)τ1 · · · τne(ν, i) ≡ (−1)p(ν)p(i)aΛ(x1)τ1 · · · τnxn+1e(ν, i),

aΛ(x1)τ1 · · · τne(β, i)c ≡φΛi+p(β)
i (ξn(c))aΛ(x1)τ1 · · · τne(β, i)
mod R(n+ 1)aΛ(x1)R(β)e(β, i)

for any β ∈ Q+ with |β| = n, ν ∈ Iβ and c ∈ R(n).

Let P : K1 → K0 be the homomorphism defined by

xv(i, β)TΛi
i ⊗ π

Λi+p(β)
i y 7−→ xaΛ(x1)τ1 · · · τne(β, i)⊗ y(4.29)

for x ∈ R(β + αi) and y ∈ RΛ(β). Then, by (4.28), P becomes an (R(β +

αi),k[ti]⊗R(β))-superbimodule homomorphism.

Let pr : K0 → FΛ be the canonical projection. Then by a similar reason as

(3.46), we have an exact sequence of
(
R(β+αi),k[ti]⊗R(β)

)
-superbimodules

K1
P−→ K0

pr−→ FΛ −→ 0.

As in the quiver Hecke algebra case, we will construct a map (R(β +

αi),k[ti] ⊗ R(β))-bilinear homomorphism Q such that Q ◦ P is injective.

This then implies that P is indeed injective.
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For 1 ≤ a ≤ n, we define the elements ϕa and ga of R(β + αi) which can

be understood to be super-extensions of (3.49) and (3.50):

ϕa =
∑

ν∈Iβ+αi ,
νa 6=νa+1

τae(ν) +
∑

ν∈Iβ+αi ,
νa=νa+1

((xa+1 − xa)p(νa) − (x
1+p(νa)
a+1 − x1+p(νa)

a )τa)e(ν)

and

ga =
∑

ν∈Iβ+αi ,
νa 6=νa+1

τae(ν)

+
∑

ν∈Iβ+αi ,
νa=νa+1

(x
1+p(νa)
a+1 − x1+p(νa)

a )
(
(xa+1 − xa)p(νa) − (x

1+p(νa)
a+1 − x1+p(νa)

a )τa
)
e(ν).

Note that if νa = νa+1,

(4.30)

ϕae(ν) = (x1+p(νa)
a τa − τax1+p(νa)

a )e(ν) = (τax
1+p(νa)
a+1 − x1+p(νa)

a+1 τa)e(ν)

= ((xa − xa+1)p(νa) − τa(x1+p(νa)
a − x1+p(νa)

a+1 ))e(ν),

and

(4.31) gae(ν) = (x
1+p(νa)
a+1 − x1+p(νa)

a )δνa,νa+1ϕae(ν),

where (x
1+p(νa)
a+1 − x1+p(νa)

a )δνa,νa+1e(ν) is an even element.

Lemma 4.6.1. For 1 ≤ a ≤ n and ν ∈ In+1, we have

(4.32)

ϕae(ν) = e(saν)ϕa,

xsa(b)ϕae(ν) = (−1)p(νa)p(νa+1)p(νb)ϕaxbe(ν) (1 ≤ b ≤ n+ 1),

τbϕae(ν) = (−1)p(νa)p(νa+1)p(νb)p(νb+1)ϕaτbe(ν) if |b− a| > 1,

τaϕa+1ϕa = ϕa+1ϕaτa+1,

and

(4.33)

gae(ν) = e(saν)ga,

xsa(b)gae(ν) = (−1)p(νa)p(νa+1)p(νb)gaxbe(ν) (1 ≤ b ≤ n+ 1),

τbgae(ν) = (−1)p(νa)p(νa+1)p(νb)p(νb+1)gaτbe(ν) if |b− a| > 1,

τaga+1ga = ga+1gaτa+1.
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Proof. By the defining relations of quiver Hecke superalgebras, the third

equality can be verified immediately. If νa 6= νa+1 or νa = νa+1 ∈ Ieven, the

first and second equalities were covered by Lemma 3.7.7. We will prove the

second equality in (4.32) when νa = νa+1 ∈ Iodd. Let b = a. Then

xa+1ϕae(ν) = x2
a+1 − xa+1xa − (x2

a+1 − x2
a)(xa+1τa)e(ν)

= x2
a+1 − xa+1xa − (x2

a+1 − x2
a)(−τaxa + 1)e(ν),

and

ϕaxae(ν) = xa+1xa − x2
a − (x2

a+1 − x2
a)(τaxa)e(ν).

Therefore we have

xa+1ϕae(ν) + ϕaxae(ν) = 0.

Similarly, we can prove the equality when b = a+ 1.
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Let S = τaϕa+1ϕa − ϕa+1ϕaτa+1. Using the second equality, we have

(τaϕa+1ϕa)xae(ν) = (−1)p(νa)(p(νa)p(νa+1)+p(νa)p(νa+2)+p(νa+1)p(νa+2))

xa+2(τaϕa+1ϕa)e(ν),

(ϕa+1ϕaτa+1)xae(ν) = (−1)p(νa)(p(νa+1)p(νa+2)+p(νa)p(νa+2)+p(νa)p(νa+1))

xa+2(ϕa+1ϕaτa+1)e(ν),

(τaϕa+1ϕa)xa+1e(ν) = (−1)p(νa+1)(p(νa)p(νa+1)+p(νa)p(νa+2))τaxaϕa+1ϕae(ν)

= (−1)p(νa+1)(p(νa+1)p(νa)+p(νa)p(νa+2)+p(νa+1)p(νa+2))

(xa+1τa − ea,a+1)ϕa+1ϕae(ν),

(ϕa+1ϕaτa+1)xa+1e(ν) = (−1)p(νa+1)p(νa+2)ϕa+1ϕa(xa+2τa+1 − ea+1,a+2)e(ν)

= (−1)p(νa+1)(p(νa+1)p(νa+2)+p(νa)p(νa+2)+p(νa)p(νa+1))xa+1ϕa+1ϕaτa+1e(ν)

− (−1)p(νa+1)p(νa+2)ϕa+1ϕaea+1,a+2e(ν),

(τaϕa+1ϕa)xa+2e(ν) = (−1)p(νa+2)(p(νa)p(νa+1)+p(νa+2)p(νa))τaxa+1ϕa+1ϕae(ν)

= (−1)p(νa+2)(p(νa)p(νa+1)+p(νa+2)p(νa))

((−1)p(νa+1)p(νa+2)xaτa + ea,a+1)ϕa+1ϕae(ν)

= (−1)p(νa+2)(p(νa)p(νa+1)+p(νa+2)p(νa)+p(νa+1)p(νa+2))xaτaϕa+1ϕae(ν)

+ (−1)p(νa+2)(p(νa)p(νa+1)+p(νa+2)p(νa))ϕa+1ϕaea+1,a+2e(ν),

(ϕa+1ϕaτa+1)xa+2e(ν) = ϕa+1ϕa((−1)p(νa+1)p(νa+2)xa+1τa+1 + ea+1,a+2)e(ν)

= (−1)p(νa+2)(p(νa)p(νa+1)+p(νa+2)p(νa)+p(νa+1)p(νa+2))xaτaϕa+1ϕae(ν)

+ ϕa+1ϕaea+1,a+2e(ν).

Hence we have Sxb = ±xsa,a+2bS for all b. Using the argument in Lemma

3.7.7 we conclude that S = 0.

The equalities in (4.33) follow from (4.31).

By the preceding lemma, one can see that

(4.34)
agn · · · g1e(i, β) = gn · · · g1e(i, β)φ

p(β)
i (ξn(a)),

xn+1gn · · · g1e(i, β) = (−1)p(β)p(i)gn · · · g1e(i, β)x1.

for any a ∈ R(β).

Using a similar method to the construction of P , we obtain the following

proposition:
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Proposition 4.6.1. There is an (R(β + αi),k[ti]⊗RΛ(β))-bilinear homo-

morphism

Q : K0 → K ′1 :=R(β + αi)v(i, β)⊗R(β) Π
p(β)
i RΛ(β)

defined by

ae(β, i)⊗ b 7−→ agn · · · g1v(i, β)⊗ πp(β)
i b

for a ∈ R(β+αi) and b ∈ RΛ(β). Here, the right action of ti on K ′1 is given

by

av(i, β)⊗ πp(β)
i b 7−→ (−1)p(i)p(β)ax1v(i, β)⊗ πp(β)

i φi(b).

Theorem 4.6.1. For each ν ∈ Iβ, set

Aν(ti) = aΛ
i (ti)

∏
1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i∈Iodd

(xa − ti)2e(ν),

and define

A(ti) :=
∑
ν∈Iβ
Aν(ti) ∈ k[ti]⊗RΛ(β).

Then the composition

Q ◦ P : K1 → K ′1

coincides with the right multiplication by (−1)p(i)Λip(β)A(ti); i.e.,

av(i, β)TΛi
i ⊗ π

Λi+p(β)
i b 7−→

(
av(i, β)⊗ πp(β)

i φΛi
i (b)

)
(−1)p(i)Λip(β)A(ti)

= av(i, β)A(ti)⊗ πp(β)
i b.

Proof. If i ∈ Ieven, we already proved in Theorem 3.7.1. If i ∈ Iodd, then it

suffices to show that

(4.35)
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν) = aΛ(x1)τ1 · · · τne(ν, i)gn · · · g1

≡ A′ν mod R(β + αi)a
Λ(x2)R1(β),

where

A′ν = aΛ
i (x1)

∏
1≤a≤n,
νa 6=i

Qi,νa(x1, xa+1)
∏

1≤a≤n,
νa=i∈Iodd

(xa+1 − x1)2e(i, ν).
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As in Theorem 3.7.1, we will use induction on |β| = n to prove (4.35). If

n = 0, it is obvious. Thus we may assume that n ≥ 1.

Note that, by (4.30), we have

τne(ν, i)gn =

{
τne(ν, i)τn = Qi,νn(xn, xn+1)e(ν<n, i, νn) if νn 6= i,

τn(x2
n+1 − x2

n)(xn+1 − xn)e(ν, i) if νn = i.

(i) We first assume that νn 6= i. Then, by (4.6), we have

aΛ(x1)τ1 · · · τngn · · · g1e(i, ν)

= aΛ(x1)τ1 · · · τn−1Qi,νn(xn, xn+1)gn−1 · · · g1e(i, ν)

= aΛ(x1)τ1 · · · τn−1gn−1 · · · g1e(i, ν)Qi,νn(x1, xn+1)

≡ A′ν<nQi,νn(x1, xn+1) = A′ν mod R(β + αi)a
Λ(x2)R1(β)e(i, β).

(ii) Assume that νn = i. Then we have

(4.36)
aΛ(x1)τ1 · · · τngn · · · g1e(i, ν)

= aΛ(x1)τ1 · · · τn(xn+1 − xn)(x2
n+1 − x2

n)gn−1 · · · g1e(i, ν).

Note that

(4.37)
aΛ(x1)τ1 · · · τn−1gn · · · g1e(i, ν) = ±gn · · · g1a

Λ(x2)τ2 · · · τn ≡ 0

mod R(β + αi)a
Λ(x2)R1(β)e(i, β).

By (4.30), formula (4.37) can be written as

aΛ(x1)τ1 · · · τn−1(τn(x2
n+1−x2

n)−(xn+1−xn))(x2
n+1−x2

n)gn−1 · · · g1e(i, ν) ≡ 0.

Thus

aΛ(x1)τ1 · · · τn−1τn(x2
n+1 − x2

n)2gn−1 · · · g1e(i, ν)

≡ aΛ(x1)τ1 · · · τn−1(xn+1 − xn)(x2
n+1 − x2

n)gn−1 · · · g1e(i, ν)

≡ (−1)p(ν<n)A′ν<n(xn+1 − x1)(x2
n+1 − x2

1).

Since the right multiplication by (x2
n+1 − x2

1) and (xn+1 − x1) on K1 are

injective, we conclude that

aΛ(x1)τ1 · · · τn−1τn(x2
n+1 − x2

n)gn−1 · · · g1e(i, ν)

≡ (−1)p(ν<n)A′ν<n(xn+1 − x1),
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which implies

(−1)p(ν<n)aΛ(x1)τ1 · · · τn−1τn(x2
n+1 − x2

n)(xn+1 − xn)gn−1 · · · g1e(i, ν)

≡ (−1)p(ν<n)A′ν<n(xn+1 − x1)2.

Then, (4.36), together with A′ν = A′ν<n(xn+1 − x1)2, implies the desired

result.

By applying the same argument given in Corollary 3.7.1, we have the

following lemma.

Corollary 4.6.1. Set

K ′0 :=R(β + αi)e(β, i)T
Λi
i ⊗R(β) ΠΛi

i RΛ(β).

Then the following diagram commutes

K1
P //

(−1)p(i)Λip(β)A(ti)
��

K0

(−1)p(i)Λip(β)A(ti)
��

Q
{{

{

}}{{{

K ′1 P ′
// K ′0.

Here, Λi = 〈Λ, hi〉 and P ′ : K ′1 → K ′0 is given by

av(i, β)⊗ πp(β)
i b 7−→ aaΛ(x1)τ1 · · · τne(β, i)TΛi

i ⊗ π
Λi
i b,

and (−1)p(i)Λip(β)A(ti) : K0 → K ′0 is given by

a⊗b 7−→
(
aTΛi

i ⊗π
Λi
i φ

Λi
i (b)

)
(−1)p(i)Λip(β)A(ti) = (−1)p(i)Λip(β)aA(ti)T

Λi
i ⊗π

Λi
i b.

In particular, for any ν ∈ Iβ, we have

gn · · · g1a
Λ(x1)τ1 · · · τne(ν, i)⊗ e(β)

= (−1)p(i)Λip(β)aΛ
i (xn+1)

∏
1≤a≤n,
νa 6=i

Qνa,i(xa, xn+1)
∏

1≤a≤n,
νa=i∈Iodd

(xa − xn+1)2e(ν, i)⊗ e(β)

in R(β + αi)e(β, i)⊗R(β) RΛ(β) .
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Set

Proj(RΛ) =
⊕
α∈Q+

Proj(RΛ(α)), Rep(RΛ) =
⊕
α∈Q+

Rep(RΛ(α)).

Since K1 is a projective RΛ(β)⊗ k[ti]-supermodule and A(ti) is a monic

(skew)-polynomial in ti (up to a multiple of an invertible element of k) by

applying arguments similar to those in Section 3.7, we have the following

theorem:

Theorem 4.6.2. The module FΛ is a projective right RΛ(β)-supermodule

and we have a short exact sequence consisting of right projective RΛ(β)-

supermodules:

0→ K1
P−→ K0 → FΛ → 0.(4.38)

Hence the functors EΛ
i and FΛ

i are well-defined exact functors on Proj(RΛ)

and Rep(RΛ), and they induce endomorphisms on the Grothendieck groups

[Proj(RΛ)] and [Rep(RΛ)].

Now, we will show that the superfunctors EΛ
i and FΛ

i satisfy certain

commutation relations, from which we obtain a supercategorification of V (Λ).

By taking the kernels of exact sequences given in Theorem 4.4.1, Theorem

4.4.2 and the exact sequence of superbimodules (4.38), we have the following

commutative diagram of (R(β), RΛ(β))-superbimodules:

(4.39)

0

��

0

��
0 // L′1

��

// L′0

��

// q−2
i FΛ

i ΠiE
Λ
i R

Λ(β)

��

// 0

0 // L1

��

// L0

��

// EΛ
i F

Λ
i R

Λ(β) // 0

k[ti]T
Λi
i ⊗ ΠΛi

i R
Λ(β)

��

A // k[ti]⊗RΛ(β)

��
0 0
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where

L′0 = q−2
i R(β)e(β − αi, i)⊗R(β−αi) Πie(β − αi, i)RΛ(β),

L′1 = q
(αi|2Λ−β)
i R(β)v(i, β − αi)TΛi

i ⊗R(β−αi) Π
Λi+p(β)
i e(β − αi, i)RΛ(β),

L0 = e(β, i)R(β + αi)e(β, i)⊗R(β) R
Λ(β),

L1 = q
(αi|2Λ−β)
i e(β, i)R(β + αi)v(i, β)TΛi

i ⊗R(β) Π
Λi+p(β)
i RΛ(β),

The homomorphisms in the diagram (4.39) can be described as follows

(cf. (3.63)):

• P is given by (4.29). It is (R(β + αi),k[ti]⊗RΛ(β))-bilinear.

• A is defined by chasing the diagram. Note that it is RΛ(β)-linear but

not k[ti]-linear.

• B is given by taking the coefficient of τn · · · τ1. It is (R(β),k[ti]⊗R(β))-

linear (see the remark below).

• F is given by a ⊗ πib 7−→ aτn ⊗ b for a ∈ R(β)e(β − αi, i) and b ∈
e(β − αi, i)RΛ(β) (See Theorem 4.4.1).

• C is the cokernel map of F . It is (R(β),RΛ(β))-bilinear but does not

commute with ti.

Remark 4.6.1. The map B can be described as

B
(
xln+1aτn · · · τkv(i, β)TΛi

i ⊗ π
Λi+p(β)
i b

)
= δk,1t

l
iT

Λi
i ⊗ π

Λi
i φ

Λi
i (a)b

for a ∈ R(β) and b ∈ RΛ(β). Then

B
(

(xln+1aτn · · · τkv(i, β)TΛi
i ⊗ π

Λi+p(β)
i b)ti

)
= B

(
δk,1(−1)p(i)(Λi+p(β))(xln+1aτn · · · τkv(i, β)TΛi

i ti ⊗ πΛi+p(β)
i φi(b)

)
= B

(
δk,1(xln+1axn+1τn · · · τkv(i, β)TΛi

i ⊗ π
Λi+p(β)
i φi(b)

)
= B

(
δk,1(xl+1

n+1φi(a)τn · · · τkv(i, β)TΛi
i ⊗ π

Λi+p(β)
i φi(b)

)
= δk,1t

l+1
i TΛi

i ⊗ π
Λi
i φ

Λi+1
i (a)φi(b).
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On the other hand,

B
(

(xln+1aτn · · · τkv(i, β)TΛi
i ⊗ π

Λi+p(β)
i b)

)
ti = δk,1(tliT

Λi
i ⊗ π

Λi
i φ

Λi
i (a)b)ti

= δk,1t
l+1
i TΛi

i ⊗ π
Λi
i φ

Λi+1
i (a)φi(b).

Thus B is right (k[ti]⊗R(β))-linear.

Define

T = TΛi
i ⊗ π

Λi
i 1 ∈ k[ti]T

Λi
i ⊗ ΠΛi

i RΛ(β), T1 = v(i, β)TΛi
i ⊗ π

Λi+p(β)
i 1 ∈ L1.

The element T has Z2-degree p(i)Λi and T1 has Z2-degree p(i)(Λi + p(β)).

Note that

Tti = tiT and T1ti = (−1)p(i)p(β)tiT1.

Let p be the number of αi appearing in β. Define an invertible element

γ ∈ k× by

(−1)p(i)Λip(β)+p
∏

1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i∈Iodd

(xa − ti)2

= γ−1t
−〈hi,β〉+2(1+p(i))p
i +

(
terms of degree < −〈hi, β〉+ 2(1 + p(i))p in ti

)
.

Note that γ does not depend on ν ∈ Iβ.

Set λ = Λ− β and

ϕk = A(Ttki ) ∈ k[ti]⊗RΛ(β).(4.40)

From now on, we investigate the kernel and cokernel of the map A which

are the key ingredients of the proof of Theorem 4.6.3 below. For this purpose,

the following proposition is crucial.

Proposition 4.6.2. The element γϕk is a monic (skew)-polynomial in ti of

degree 〈hi, λ〉+ k.
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Here and in the sequel, for m < 0, we say that a (skew)-polynomial ϕ is

a monic polynomial of degree m if ϕ = 0.

Define a map E : L′0 → RΛ(β) by

a⊗ πib 7→ aφi(b) for a ∈ R(β)e(β − αi, i) and b ∈ e(β − αi, i)RΛ(β).

We define the endomorphism (xn ⊗ 1) of L′0 by

(a⊗ πib)(xn ⊗ 1) = (−1)p(i)axn ⊗ πiφi(b).

Lemma 4.6.2. Let

L′0 :=R(β)e(β − αi, i)⊗R(β−αi) Πie(β − αi, i)RΛ(β).

Then for any z ∈ L′0, we have

F (z)ti = F (z(xn ⊗ 1)) + e(β, i)⊗ E(z).(4.41)

Proof. We may assume z = a⊗ πib. Note that

F (z) = aτne(β − αi, i2)⊗ b, E(z) = aφi(b).

Thus

F (z)ti = aτne(β − αi, i2)xn+1 ⊗ φi(b)
= a((−1)p(i)xnτn + 1)e(β − αi, i2)⊗ φi(b)
= (−1)p(i)axnτne(β − αi, i2)⊗ φi(b) + ae(β − αi, i2)⊗ φi(b)
= (−1)p(i)F (axn ⊗ πiφi(b)) + e(β, i)⊗ E(z)

= F (z(xn ⊗ 1)) + e(β, i)⊗ E(z).

By Theorem 4.4.1, we have

(4.42)

e(β, i)R(β + αi)e(β, i)⊗R(β) RΛ(β)

= F
(
(R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i)RΛ(β)

)
)

⊕ e(β, i)(k[ti]⊗RΛ(β)).
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Then reasoning as in 3.69, we may write

P (e(β, i)τn · · · τ1T1t
k
i ) = F (ψk) + e(β, i)ϕk

for uniquely determined ψk ∈ L′0 and ϕk ∈ k[ti]⊗RΛ(β). On the other hand,

we have

A(Ttki ) = AB(e(β, i)τn · · · τ1T1t
k
i )

= CP (e(β, i)τn · · · τ1T1t
k
i ) = ϕk.

Hence the definition of ϕk coincides with the definition given in (4.40). Note

that

F (ψk+1) + e(β, i)ϕk+1 = P (e(β, i)τn · · · τ1T1t
k+1
i )

= P (e(β, i)τn · · · τ1T1t
k
i )ti

= (F (ψk) + e(β, i)ϕk)ti

= F (ψk(xn ⊗ 1)) + e(β, i)E(ψk) + e(β, i)ϕkti ,

which yields

(4.43) ψk+1 = ψk(xn ⊗ 1), ϕk+1 = E(ψk) + ϕkti.

Now we will prove Proposition 4.6.2. By Corollary 3.7.1, the equality

gn · · · g1x
k
1e(i, ν)aΛ(x1)τ1 · · · τn

= (−1)(k+Λi)p(i)p(β)xkn+1a
Λ
i (xn+1)

∏
1≤a≤n,
νa 6=i

Qνa,i(xa, xn+1)
∏

1≤a≤n,
νa=i∈Iodd

(xa − xn+1)2e(ν, i)

holds in R(β + αi)e(β, i)⊗R(β) RΛ(β), which implies

AB(gn · · · g1x
k
1e(i, ν)T1)

= C
(

(−1)(k+Λi)p(i)p(β)xkn+1a
Λ
i (xn+1)

∏
1≤a≤n,
νa 6=i

Qνa,i(xa, xn+1)
∏

1≤a≤n,
νa=i∈Iodd

(xa − xn+1)2e(ν, i)
)

= (−1)(k+Λi)p(i)p(β)tki a
Λ
i (ti)

∏
1≤a≤n,
νa 6=i

Qνa,i(xa, ti)
∏

1≤a≤n,
νa=i∈Iodd

(xa − ti)2e(ν).
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On the other hand, since B is the map taking the coefficient of τn · · · τ1,

we have

B(gn · · · g1x
k
1e(i, ν)T1)

= B

(
(−1)kp(i)p(β)xkn+1

∏
νa=i

−(x
1+p(i)
n+1 − x1+p(i)

a )2e(ν, i)τn · · · τ1T1

)
= (−1)kp(i)p(β)+p tki

∏
νa=i

(t
1+p(i)
i − x1+p(i)

a )2Te(ν).

Thus we have

(4.44)

A(tki
∏
νa=i

(t
1+p(i)
i − x1+p(i)

a )2Te(ν))

= (−1)Λip(i)p(β)+p tki a
Λ
i (ti)

∏
1≤a≤n,
νa 6=i

Qνa,i(xa, ti)
∏

1≤a≤n,
νa=i∈Iodd

(xa − ti)2e(ν).

Set

Si =
∑
ν∈Iβ

∏
νa=i

(t
1+p(i)
i − x1+p(i)

a )2e(ν) ∈ k[ti]⊗RΛ(β),

Fi = γ(−1)Λip(i)p(β)+paΛ
i (ti)

∑
ν∈Iβ

( ∏
1≤a≤n,
νa 6=i

Qi,νa(ti, xa)
∏

1≤a≤n,
νa=i∈Iodd

(xa − ti)2e(ν)
)

∈ k[ti]⊗RΛ(β).

Then they are monic (skew)-polynomials in ti of degree 2(1 + p(i))p and

〈hi, λ〉+ 2(1 + p(i))p, respectively. Note that Si is contained in the center of

k[ti]⊗RΛ(β) and Fi commutes with ti. Hence (4.44) can be expressed in the

following form:

γA(tki SiT) = tki Fi.(4.45)

Lemma 4.6.3. For any k ≥ 0, we have

tki Fi = (γϕk)Si + hk,

where hk ∈ k[ti] ⊗ RΛ(β) is a polynomial in ti of degree < 2(1 + p(i))p. In

particular, γϕk coincides with the quotient of tki Fi by Si.
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Proof. By (4.43),

A(ati)− A(a)ti ∈ k[ti]⊗RΛ(β) is of degree ≤ 0 in ti,(4.46)

for any a ∈ k[ti]T
Λ
i ⊗ ΠΛi

i RΛ(β). We will show

(4.47)

for any polynomial f in the center of k[ti]⊗RΛ(β) in ti of degree m ∈ Z≥0

and a ∈ k[ti]T
Λi
i ⊗RΛ(β), A(af)− A(a)f is of degree < m.

We will use induction on m. Since A is right RΛ(β)-linear, (4.47) holds for

m = 0. Thus it suffices to show (4.47) when f = tig. By the induction

hypothesis, (4.47) is true for g. Then we have

A(af)− A(a)f = (A(atig)− A(ati)g) + (A(ati)− A(a)ti)g.

It follows that the first term is of degree < deg(g) in ti and the second term

is of degree < deg(g) + 1, which proves (4.47). Thus we have

tki γ
−1Fi − ϕkSi = tki γ

−1Fi − A(tkiT)Si = A(tki SiT)− A(tkiT)Si

by (4.45) and it is of degree < 2(1 + p(i))p by applying (4.47) for f = Si.

Therefore, by Lemma 4.6.3, we conclude γϕk is a monic (skew)-polynomial

in ti of degree 〈hi, λ〉+ k, which completes the proof of Proposition 4.6.2.

Applying the arguments given in Theorem 3.7.4 and Theorem 3.7.5, we

have the following theorem.

Theorem 4.6.3. Let λ = Λ − β. Then there exist natural isomorphisms of

endofunctors on Mod(RΛ(β)) given below.

(i) If i 6= j, then we have

EΛ
i F

Λ
j
∼→ q−(αi|αj)Πp(i)p(j)FΛ

j E
Λ
i .

(ii) If 〈hi, λ〉 ≥ 0, then we have

Πiq
−2
i FΛ

i E
Λ
i ⊕

〈hi,λ〉−1⊕
k=0

Πk
i q

2k
i
∼→ EΛ

i F
Λ
i .

(iii) If 〈hi, λ〉 < 0, then we have

Πiq
−2
i FΛ

i E
Λ
i
∼→ EΛ

i F
Λ
i ⊕

−〈hi,λ〉−1⊕
k=0

Πk+1
i q−2k−2

i .
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4.7 Supercategorification

In this section, we will show that the supercategories consisting of RΛ(β)-

modules and R(β)-modules give supercategorifications of U−A (g) and VA(Λ).

Here, we need to recall the Cartan matrix is colored by Iodd. We prove these

by using the same arguments given in Section 3.8.

We assume that (3.9); i.e.,

k0 is a field and the components kt are finite-dimensional over k0

Recall the result of Theorem 4.3.1; i.e.,

Π acts as the identity on [Rep(R(β))] and [Proj(R(β))].

Thus, although the natural isomorphisms in Theorem 4.6.3 are differ-

ent from the ones of Theorem 3.7.5, we obtain the following identities in

[ProjRΛ(β)] and [RepRΛ(β)] as in Theorem 3.7.5:

(4.48)

EiFj = FjEi if i 6= j,

EiFi = FiEi +
q
〈hi,Λ−β〉
i − q−〈hi,Λ−β〉i

qi − q−1
i

if 〈hi,Λ− β〉 ≥ 0,

EiFi +
q
−〈hi,Λ−β〉
i − q〈hi,Λ−β〉i

qi − q−1
i

= FiEi if 〈hi,Λ− β〉 ≤ 0.

Hence they are summarized as

[Ei,Fj] = δi,j
Ki − K−1

i

qi − q−1
i

(See (3.77) and (3.79) for the definition of Ei, Fi and Ki, respectively.)

Using P(in) and (4.14), we can also define the endomorphisms Ei/[n]i! and

Fi/[n]i! on [Rep(R(β))] and [Proj(R(β))]. Moreover, Lemma 4.5.1 implies

that

the action Fi on [Proj(R(β))] and [Rep(R(β))] is locally nilpotent.

Thus, by [23, Proposition B.1],

1−aij∑
r=0

(−1)rE
(1−aij−r)
i EjE

(r)
i =

1−aij∑
r=0

(−1)rF
(1−aij−r)
i FjF

r
i = 0.

Moreover, by Theorem 4.3.1
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(i) [Proj(R)] :=
⊕

β∈Q+ [Proj(R(β))] and [Rep(R)] :=
⊕

β∈Q+ [Rep(R(β))]

are indeed A-dual to each other,

(ii) (4.21) can be expressed as

E′iF
′
j = q−(αi|αj)F′jE

′
i + δi,j,

as an endomorphism of [Proj(R)] and [Rep(R)] (cf. (3.82)).

Let Irr0(RΛ(β)) be the set of isomorphism classes of self-dual irreducible

RΛ(β)-modules, and Irr0(RΛ):=
⊔
β∈Q+ Irr0(RΛ(β)). Then

{
[S] | S ∈ Irr0(RΛ)

}
is a strong perfect basis of [Rep(RΛ)] by Theorem 4.3.2. Applying the argu-

ments given in Theorem 3.8.1 and Corollary 3.8.1, we have

Theorem 4.7.1. Let Uq(g) be the quantum Kac-Moody algebra associated

with the Cartan matrix colored by Iodd. For Λ ∈ P+, we have the following

isomorphisms:

(a) VA(Λ)∨ ' [Rep(RΛ)] and VA(Λ) ' [Proj(RΛ)] as UA(g)-modules,

(b) U−A (g)∨ ' [Rep(R)] as a Bup
A (g)-module,

(c) U−A (g) ' [Proj(R)] as a Blow
A (g)-module.
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국문초록

우리는일반화된양자캐츠-무디대수 Uq(g)의최고치모듈 V (Λ)가퀴버헥

케 대수의 cyclotomic quotient RΛ를 이용하여 카테고리화 됨을 보이고 또

한 퀴버 헥케 슈퍼대수의 cyclotomic quotient RΛ를 이용하여 슈퍼카테고

리화됨을증명하였다. 뿐만아니라일반화된양자캐츠-무디대수의음의

부분대수 Uq(g)−가최고치모듈들의 projective극한임을이용하여,퀴버헥

케 대수 R이 Uq(g)−을 카테고리화하고 퀴버 헥케 슈퍼대수 R이 Uq(g)−를

슈퍼카테고리화함을 증명하였다.

주요어휘: 카테고리화, 완전 기저, 일반화된 양자 캐츠-무디 대수, 퀴버 헥

케 대수, 퀴버 헥케 슈퍼대수, 슈퍼카태고리화

학번: 2007-20281
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