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Abstract

Content Discovery and Data Offloading
in Information-Centric Networking

Munyoung Lee
Department of Electrical Engineering & Computer Science
The Graduate School

Seoul National University

While the architecture of current Internet was designed based on the host-to-
host communication paradigm for resource sharing, today’s Internet usage has been
concentrated on content retrievals. As a result, most of Internet traffic is generated by
the content retrievals, such as video service and P2P file sharing. However, the dis-
crepancy between the current Internet architecture and the real usage pattern causes
inefficient content deliveries (e.g., duplicated content transmission for the same pop-
ular content), which leads to traffic explosion problem. To address such issues, there
have been a lot of efforts to reduce the network traffic by (i) redesigning the Inter-
net architecture and (ii) proposing data offloading schemes. In this dissertation, we
investigate traffic reduction schemes in two different domains, information-centric
networking and information-centric vehicular networks.

First, we propose a traffic-reduction content-discovery scheme for information-

centric networking (ICN). ICN has been proposed to resolve the problem of current



Internet such as traffic explosion by redesigning the Internet architecture in a clean-
slate manner. ICN can provide substantial benefits such as network traffic reduction
by exploiting a nearby (cached) copy of content and reducing duplicated transmis-
sions for the same content request. However, prior studies usually rely on an oppor-
tunistic cache-hit (happen-to-meet) to utilize the cached contents. In the happen-to-
meet fashion, only the content cached on the path towards the content source can be
utilized, which limits the network-wide usage of the in-network storages. To exploit
cached contents better, our proposed scheme SCAN discovers nearby content copies.
SCAN exchanges the cached content information among the neighbor routers using
Bloom filters for the content discovery. With extensive simulations, SCAN shows
better performance than a happen-to-meet cache-hit scheme in terms of average hop
counts, traffic volume, and load balancing among links.

Next, we propose a traffic offloading scheme for information-centric vehicular
network. In wireless environments, the increasing mobile traffic is becoming a seri-
ous concern for mobile network providers. To address the traffic explosion problem,
there have been a lot of efforts to offload the traffic from cellular networks to other
networks, such as WiFi hotspots and femtocells. Our work moves forward from prior
studies by focusing on the potential benefits of vehicular networks for data offload-
ing. In particular, we propose a Data Offloading framework using Vehicular nEtworks
(DOVE), which reduces the cellular traffic for in-vehicle data services in a cost effec-
tive way. DOVE exploits vehicle trajectories for offloading purposes so that content
files requested by vehicles can be delivered via vehicular networks rather than cellular
networks for economical purposes. We formulate the problem of selecting offloading

positions as a spatio-temporal set-covering problem, and propose a time-prediction

ii ~1 =5 LY



based set-covering algorithm using vehicle trajectories. Simulation results show that
our DOVE framework can significantly reduce 57% of cellular link usage by per-

forming data offloading through vehicular networks.

Keywords : Information-Centric Networking, Information-Centric Vehicular Net-
work, Traffic Reduction, Content Discovery, Data Offloading

Student Number : 2007-21039
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Chapter 1

Introduction

While the architecture of current Internet was designed based on the host-to-
host communication paradigm for resource sharing, today’s Internet usage has been
concentrated on content retrievals. As a result, a recent measurement study [1] shows
that most of Internet traffic is generated by the content retrieval applications, such
as video service and P2P file sharing. However, the discrepancy between the design
of current Internet architecture and the real usage pattern causes inefficient content
deliveries. For instance, the same content file is delivered several times inefficiently
when multiple users repeatedly request the same content file (e.g., popular contents).
Also, a user may retrieve a content file from a distant server even when there is a
content copy nearby. These inefficient content deliveries lead to the traffic explosion
problem since duplicated content transmissions and content retrieval from a faraway
server generate a significant amount of network traffic. In particular, this dissertation
focuses on the traffic explosion issue in two different domains; Information-centric
networking (ICN) and information-centric vehicular networks. We then investigate
two traffic reduction schemes. One is a traffic-reduction content-discovery scheme
for ICN and the other is a traffic offloading scheme for information-centric vehicular
networks.

First, there have been a lot of efforts to redesign the future Internet architecture

in a clean-slate manner [2—-8] in order to resolve the inefficient content deliveries and



traffic explosion problem. Such a novel networking paradigm called an information-
centric networking (ICN) has gained the attention of the research community. In ICN,
the networking architecture is designed to be consistent with the current Internet us-
age pattern (focusing on the contents). By using named contents as identifiers rather
than host identifiers to address and retrieve the content, ICN can support efficient con-
tent deliveries. Also, contents are cached in in-network storages! attached to routers
in order to deal with later repeated requests. By exploiting a nearby cached copy of
content in the in-network storages and reducing duplicated transmissions for the same
content request, ICN provides substantial benefits such as network traffic reduction.

However, existing research on ICN is at an early stage and proposed schemes
can be improved. For example, prior studies [3,4,9—12] usually rely on an opportunis-
tic cache-hit (happen-to-meet) to exploit the cached contents. In the happen-to-meet
fashion, only the content cached on the path towards the content source can be uti-
lized. However, when considering the portion of in-network storages on the path and
the spatial diversity of content requests, the opportunistic cache-hit limits the poten-
tial advantages of network-wide in-network storages and the benefits of ICN such
as traffic reduction. To fully exploit the in-network storages, we propose a traffic-
reduction content-discovery scheme called SCAN that can utilize the network-wide
cached contents [13].

Next, information-centric vehicular networks have emerged as one of the promis-
ing research areas to support content deliveries for not only drivers/passengers but
also software update for car system. The initial research on vehicular networks have

focused on the driving safety such as vehicle collision avoidance [14-16]. As cellu-

'We use the terms cache and in-network storage interchangeably in this dissertation.



lar communication modules are embedded into cars for in-vehicle data services [17],
information-centric vehicular networks have recently drawn the attention of the re-
search community. Through the cellular communications, drivers and passengers can
be provided with various in-vehicle data services along with the driving safety. For
instance, users can enjoy delay-insensitive in-vehicle data services, such as software
update for car system and rich site summary (RSS) services (as non-real time appli-
cations) for car dash screen (e.g., news headlines and audio/video clips for entertain-
ment). These delay-insensitive services can be available to drivers and passengers via
non-cellular links with some delay to reduce the cost of cellular link usage.

However, the increasing mobile traffic is becoming a serious concern for mobile
network providers. Considering the current trend of traffic explosion in mobile en-
vironments [1], if in-vehicle data services using cellular networks become prevalent,
it will significantly worsen the problem of cellular traffic explosion [18]. To address
such issue, we propose a traffic offloading scheme called DOVE [19].

The remainder of this dissertation is organized as follows. In Chapter 2, we
propose a traffic-reduction content-discovery scheme for ICN. In Chapter 3, traffic
offloading scheme for information-centric vehicular networks is presented. Finally,

we conclude this dissertation and suggest future work in chapter 4.



Chapter 2

Content Discovery for Information-Centric

Networking

2.1 Introduction

This chapter investigates a traffic-reduction content-discovery scheme for ICN
in order to exploit cached contents better. To design effective content-discovery scheme

for ICN, the following issues should be addressed:

* How can the information of cached contents be managed? To discover and
retrieve content from a source (i.e., a publisher or in-network storages) at the
networking level, the content name information should be maintained in a rout-
ing table. However, maintaining the information of all contents in the network
is not feasible in terms of scalability [20, 21], since the number of contents
in the network is enormous. In particular, if non-aggregatable flat names are
employed [2], they highly increase the size of the routing table. Even with the
hierarchical names [3, 4], the routing scalability problem still remains when
considering not only original contents by the publishers, but also multiple
cached copies of each original content in the network. Therefore, the cached
content information should be efficiently managed to not significantly increase

the routing table size.



¢ How can the information exchange overhead be reduced? Since cached
contents are volatile due to the capacity limitation of the in-network storage,
the cached content information is periodically exchanged among the content
routers (C-routers) for cache consistency. Considering the large number of
cached contents and their dispersed names, the traffic overhead for informa-
tion exchange cannot be negligible. Thus, a compression scheme to reduce the
information is needed in order to lower the exchange overhead among the C-

routers.

By considering the above issues, we propose a traffic-reduction content-discovery
scheme for ICN, dubbed SCAN. To address the first issue, SCAN is designed to man-
age the permanent original contents and temporary cached contents differently: the
information for ‘all’ the original contents is kept in the routing table', while the in-
formation for only the ‘subset’ of the cached contents is maintained in another table.
Using the named data networking (NDN)/content centric networking (CCN) as a ref-
erence model for ICN, a cache information base (CIB) for cached contents can be
populated in addition to the forwarding information base (FIB) for the original con-
tents. In other words, a routing table (i.e., FIB) indicates the next-hop information
for the publishers while a separate CIB is maintained for each interface at a C-router
to keep the routing information to the network-wide cached contents. Additionally,
the second issue is solved when SCAN stores the content information in the CIB
and compresses CIBs using the Bloom filter (BF) to keep the table size small and
reduce the overhead of information exchange. Note that we assume C-routers cache

the contents in their attached storage module as with [2-5,22].

!By exploiting hierarchical name structures, the routing table entries can be aggregated.



By referencing CIBs, SCAN can potentially find multiple close copies of the
requested content (we call this operation “scanning”). However, there might be a
reachability problem if the content discovery process relies only on the CIBs to find
the content since the cached contents in the in-network storage can be replaced. To
guarantee the reachability with a fallback mechanism in SCAN, a content request
is forwarded to the publisher by looking up the FIBs, which is in parallel to the
“scanning” operation that follows the CIBs. In summary, SCAN improves efficiency
in content discovery by the scanning operation while guaranteeing the reachability
with the name-based routing of NDN.

The main contributions of this work can be summarized as follows:

* We propose a content discovery scheme ‘SCAN’ to discover off-path content
replicas. To handle a large number of cached contents with small overhead for
information exchange, we adopt Bloom filters (BFs) as CIBs and propose a

BF-based CIB exchange mechanism using information decay.

* In ICN, a content request (i.e., an interest packet) cannot be sent to a specific
location since the location information is not used in the routing. Thus, we
devise a content discovery mechanism that can find nearby content sources

without requiring the location information.

The remainder of this chapter is organized as follows: In Chapter 2.2, we survey
related work and compare SCAN to other proposals. Chapters 2.3 and 2.4 describe
the operation of SCAN and the CIB maintenance issues, respectively. Chapter 2.5

presents the evaluation results.



2.2 Related Work

To solve the inefficiency of content retrieval in the current Internet architecture,
there have been several efforts to redesign it in a clean-slate manner. Named data
networking (NDN) [3,4] is a representative architecture based on a content-centric
paradigm. NDN adopts a hierarchical name structure to aggregate content names for
name-based routing. Since SCAN chooses NDN as a reference ICN model and inte-
grates its content discovery scheme with NDN, we will briefly introduce the opera-
tion of NDN. However, note that SCAN can coexist with various ICN models since
SCAN leverages the underlying ICN routing model (main routing scheme) and adds

the scanning operation as a subsidiary mechanism.

2.2.1 Named Data Networking (NDN)

NDN uses an interest packet and a data packet for content request and retrieval.
The interest packet contains the requested content information while the data packet
is used to deliver the requested content. The sketchy operation is as follows: (1) an
end host sends an interest packet with the name of the requested content in the chunk
unit. Then, the interest packet is forwarded to the content publisher; (2) when a C-
router receives the interest packet, it looks up its content store (CS) table to check
whether the requested content is cached or not. If cached, the C-router sends the
data packet to the soliciting host. Otherwise, the interest packet is forwarded to the
next interface based on the FIB. After forwarding the interest packet, the forwarding
history is recorded in the pending interest table (PIT) to remember the backward path

and reduce duplicate request forwarding; (3) during data delivery, the C-routers on



the backward path can store the data for later requests. SCAN extends NDN to utilize

the cached contents more extensively by introducing the scanning operation.

2.2.2 ICN-based Schemes

There have been several ICN architectures [2, 6, 7] that adopt a name resolution
system for content retrieval. Data-oriented network architecture (DONA) [2] uses flat
and self-certifying names where the content requests are routed over the predefined
tree hierarchy of network entities (called resolution handlers (RHs)) to find the clos-
est copy. Similarly, PSIRP [6] and Netlnf [7] find a nearby copy by using a name
resolution system. However, the scalability problem is a major concern for these ap-
proaches since the name resolution system should maintain the list of copies for all
contents.

Some studies [3,21-24] introduce schemes that directly utilize a content name to
locate the content. These works propose a routing protocol in the control plane. How-
ever, to make a forwarding decision, every node should know the content popularity
in advance. Eum et. al. [21] investigated a secondary best-effort routing mechanism
named potential based routing (PBR) to boost availability of copies. In PBR, a user
request is attracted by the cached content information called a potential field. Both
PBR and SCAN utilize a subsidiary mechanism to discover off-path content repli-
cas. However, PBR manages cached contents without information compression, and
a content retrieval path might be stretched when a request follows the potential field
of removed cached content. On the other hand, SCAN compresses cached content in-
formation using BFs to lower the information exchange overhead, and the worst-case

content retrieval path can be bounded by a fallback mechanism. Saino et. al. [24]



applied hash-routing techniques to ICN. The hash-routing is a scalable solution to
manage cached contents. However, in-network storages cannot be fully utilized since
the locations of content copies are decided by a hash function. Wang et. al. [23] men-
tioned the feasibility of using BFs for advertising the cached content information in
ICN. In their proposal, link state advertisements are used for information exchange so
each interface has multiple BFs to maintain the hierarchical cache information. Thus,
to maintain the cache information of n-hop neighbors, a router should exchange the
information with n neighbors at each interface. In contrast, SCAN exchanges the
information among 1-hop neighbors since the cache information of neighbors is ag-
gregated to a single BF with a decay probability. Therefore, SCAN generates less
information exchange overhead than [23].

Also, several works [20,25,26] focus on data plane forwarding strategies. Chioc-
chetti et. al. [20] proposed a hybrid forwarding strategy that combines the flooding
mechanism for cached contents and the shortest path forwarding for original con-
tents. If the requested content is popular, flooding is used to utilize a cached content
while non-popular content requests are forwarded to the publisher. In [25], authors
designed a dynamic forwarding scheme (called INFORM) that discovers available
content replicas. INFORM adapts request forwarding based on the delivery time es-
timations using a reinforcement learning. In [26], Yi et. al. introduced an adaptive
forwarding scheme in the NDN framework. In their approach, available interfaces
are periodically probed to retrieve data via the best path. These works [20, 25, 26] ]
try to exploit only short term content item availability in the data plane. In contrast,
SCAN focuses on the distribution of information about mid-long term item copies in

the control plane.



In our preliminary work [22], a content routing scheme based on IP protocols
was proposed. In [22], the proposed scheme finds the location information of cached
contents, and then retrieves the content from a nearby content source by sending a
content request to the target location. Thus, it cannot be applied to the ICN environ-
ments (i.e., NDN) directly where location information is not utilized in the routing

process.

2.2.3 Approaches using BFs

There have been proposals to utilize BFs in the routing. Scalable query routing
(SQR) [27] adopts exponentially decaying BFs to route the queries in unstructured
P2P networks. Queries will be forwarded to the neighbor peer that has the highest
number of matched bits. A content query initially follows a random walk until it
meets a peer that has the routing information of the requested content. In SCAN, the
content request will follow both the FIB (name-based routing towards the publisher)
and the CIBs (scanning operation for cached contents), which prevents an unneces-
sary random walk. In [28], Rhea et. al. proposed a probabilistic routing algorithm
to enhance the performance of IP routing. Attenuated BFs help find the nearby copy
with higher probability. Thus, the traditional IP routing is enhanced through a hybrid
approach: first try the probabilistic algorithm and then follow the deterministic IP
routing if needed. In contrast, SCAN utilizes nearby cached contents in the networks

by gradually scanning around the path to the publisher.

10 A= T



2.3 SCAN Architecture

The key feature of SCAN is leveraging both a content discovery operation (i.e.,
scanning operation), to improve efficiency, and NDN routing, to guarantee the reach-
ability. The goal of the scanning operation is to find network-wide cached content
copies to enhance the content retrieval while that of NDN routing is to ensure that
the content is delivered to the requestor. If the scanning operation cannot find the
cached contents, the content retrieval is guaranteed by NDN routing that exploits the
en-route path as a fallback.

In this chapter, the operations of SCAN will be described in NDN environ-
ments [3, 4]. Hence, our scheme assumes the existence of functional entities such

as CS, PITs, and FIBs for the NDN routing.

2.3.1 SCAN Description

We assume the universal caching scenario where all C-routers in the network
can make independent caching decisions about which content will be cached inside
their storage modules. C-routers perform a content discovery called scanning, where
it sends a scanning request in addition to an original content request (e.g., an interest
packet in NDN). A content request is generated by a host while a scanning request
is generated by the C-router that relays the content request. Both requests contain
the information of the requested content, and they can simply be distinguished by an
additional bit in the packet header.

To locate the requested content, SCAN uses a content name? for both scanning

2We assume that every content is specified by a content name (e.g., hierarchical name in NDN, an
HTTP URI).

11 LA ':.:.._' _:.
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IF-a C-router A

Fig. 2.1. The structure of SCAN.

and NDN routing. The content name can be extracted using the deep packet inspec-
tion (DPI) [29] or easily extracted from the content request since the name itself is
used for the routing in ICN. Due to the scalability issue, we assume that FIBs main-
tain the information of hierarchical names (i.e., publisher/content name). Hence, the
content request is forwarded to the publisher of the content by looking up the FIBs.
For the SCAN operation, a C-router maintains a CS, PIT, FIB, and CIBs as
shown in Fig. 2.1. The PIT and FIB are forwarding entities for the main routing
scheme. If SCAN leverages other ICN routing models instead of NDN, the forward-
ing entities of C-router can be changed. The CS consists of the cached content in-
formation at the C-router, and the PIT maintains the forwarding history in order to
remember the backward path to the soliciting host. The FIB stores the routing infor-
mation for the publishers of the original contents. In addition to CS/PIT/FIB, we add
CIBs to maintain the routing information for the cached contents in the neighbor-

ing C-routers. There is one CIB for each outgoing interface of the C-router, which

12 =L



accumulates the information of cached contents located at neighbor C-routers that
are reachable via that interface. Note that the next-hop information for the cached
contents found by the scanning operation can be temporarily inserted into the FIB
with a short lifetime to enhance the performance. We call this next-hop information
‘temporary entry by scanning’ (TEBS).

Since cached contents in the in-network storages are changed by a cache re-
placement policy, each C-router periodically exchanges the cached content informa-
tion with neighbor C-routers. Considering the large number of cached contents, the
table size of each CIB may be so large that the traffic overhead for information ex-
change cannot be negligible. To reduce the information exchange overhead of CIB,
SCAN compresses the content information stored in the CIB by using a Bloom fil-
ter (BF)? [30]. A BF is a space-efficient random data structure which supports the
membership queries for a set of elements. Note that the BF size is fixed. Thus, the
complexity of CIB using BF is calculated as the product of the BF size and the num-
ber of interfaces of C-router. For instance, if a C-router has 6 interfaces and the BF
size is 2,500 bits, each C-router’s additional complexity of CIBs is 1,875 bytes. We
believe this complexity of the additional data structures is not significant.

A typical BF is embodied as a series of m-bits. When an element ¢ is to be added
to the BF, say S, o is hashed by k independent hash functions. Each hash function re-
turns an integer between 0 and m — 1. Among m bits of S, the bits corresponding
to the results of k hash functions are set to 1. One can decide whether S contains o
by checking whether the corresponding k bits are set to 1. However, there is also a

possibility of a false positive. To sufficiently lower the possibility of false positive

3n this dissertation, we use the terms CIB and BF interchangeably to indicate the routing table for
cached contents.
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decisions, the size of a BF, m, should be large enough compared to the number of
stored elements, n, and the number of hash functions, k (i.e., k x n < m). For the
BF management, we can use hash functions such as MD5, CityHash64, Spooky, and
Jenkins, which have low hash collision probability [31]. In SCAN, these hash func-
tions are assumed to be managed and predefined within a single domain. Regarding
multiple domains, we assume that the BF information (e.g., choice of hash functions)
is exchanged through an external protocol (e.g., inter-domain routing protocol).

The key advantage of using BFs is that BFs can condense the membership infor-
mation into the limited size and check the inclusion of an element quickly. In SCAN,
C-routers maintain one BF for each interface and BF compresses the information of
the contents that are advertised through the interface. If k hashed values of the name
of requested content are matched to the BF of a particular interface, the C-router can
conclude that the requested content may be located through the interface at a high
probability. In Chapter 2.4, we will explain how CIBs are maintained and exchanged

in SCAN.
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2.3.2 SCAN Operation

This chapter explains the overall operation of SCAN as illustrated in Fig. 2.2

and Fig. 2.3.

» Step (1): When an end host sends a content request with the requested content
name, the content request for each chunk is forwarded towards the publisher of

the content.

» Step (2): When a content request arrives at C-router A that is on the path to
the publisher, C-router A makes a forwarding decision as shown in Fig. 2.3.
First, C-router A checks its CS and PIT in succession to check whether there
is matched information or not. If C-router A holds the requested content in the
CS, it sends the data to the end host (the one that issued the content request).
If not, it looks up the PIT to avoid duplicated request forwarding. In Fig. 2.2,
a C-router A receives the content request and detects there is no matching in-
formation in the CS and PIT. Thus, it looks up a FIB to forward the content

request to the next interface.

Since a FIB consists of original FIB entries and temporarily inserted entries
by a scanning procedure called TEBS, SCAN performs different operations in
steps (3) and (4) according to the type of FIB entry. The original FIB entry
indicates the path to the publisher while the TEBS inserted from the previous
scanning operation leads to the nearby cached content. In SCAN, TEBS is
needed to reduce unnecessary traffic overhead. We will describe this in detail

in Chapter 2.3.3.

» Step (3): After obtaining the forwarding information from the FIB, C-router A
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sends the content request to the next-hop interface as shown in Fig. 2.2. Then,
C-router A checks whether TEBS was used for request forwarding. If TEBS
was used for forwarding, C-router A does not perform the scanning operation
since the content request has already been forwarded to the close cached con-
tent. If the forwarding information belongs to the original FIB entry, which
means that the scanning operation does not occur, C-router A looks up the

CIBs to send additional scanning requests.

Step (4): After forwarding the content request, C-router A performs scanning
(the gray region in Fig. 2.3). C-router A checks CIBs (BFs) associated with
every outgoing interface except the one in which the content request comes in.
It takes O(1) time to check whether the information of the requested content
is within the CIB. If there are matched interfaces (i.e., the number of matched
bits is equal to or greater than the predefined threshold), the C-router A sends
additional scanning requests towards C-router B as shown in Fig. 2.2. Note
that if there is knowledge (TEBS) in step (3), C-router A only sends the content
request to C-router B instead of forwarding it to the publisher. Next, the content
request will be forwarded according to the TEBS to utilize the close cached

content.

Step (5): When a scanning request arrives at C-router B, it first looks up its CS
to check whether the requested content is cached or not. In Fig. 2.2, C-router
B does not hold the requested content and no matched information exists in
the PIT. Therefore, C-router B conducts the scanning operation. It checks CIBs

and sends the scanning request to the target interfaces if there are matching
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interfaces. From this scanning operation, the scanning requests may eventually
reach multiple C-routers caching the same requested contents. Note that when
a C-router receives the scanning request, it does not perform the NDN routing

since its purpose is to find a cached replica.

Step (6): When C-router C caching the requested content receives the scanning
request, it sends the content (chunk) to the end host (the one that issued the
content request). If there are multiple copies, the cached content located at the
nearest C-router will arrive first and redundant data traffic can be minimized
due to the PIT (i.e., preceding data already consumed the request). From this

operation, SCAN can retrieve the requested content from a nearby C-router.

Step (7): During data delivery, the requested content can be cached at inter-
mediate C-routers A and B that are located on the backward path. If data is
returned from the matched interface, intermediate C-routers record this infor-
mation (called TEBS) into the FIB with a short life-time (i.e., soft state) to
guide the requests for subsequent chunks. If corresponding TEBS already ex-
ists in the FIB, the C-routers update the life-time. The content requests for
subsequent chunks can utilize the TEBS from the FIB, and they are forwarded
to the nearby C-router without the scanning operation. As the valid time of en-
try for the cached content is relatively short and updated by returned data in
the FIB, the entry of a replaced content will be removed after timeout. Then,
requests for subsequent chunks will perform the scanning operation to find a

nearby content.
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2.3.3 Discussion

Role of probing: As the response to a request (i.e., an interest packet) is data
itself in NDN, each scanning request may cause duplicated data traffic from multiple
C-routers. Thus, performing scanning operations for every chunk increases extra traf-
fic overhead. To reduce unnecessary overhead, only a small portion of requests can
perform the scanning operation. For instance, 1 out of 100 requests for content chunks
can trigger the probing of cached contents by sending scanning requests. Then, the
scanning result (called TEBS) is recorded to FIBs for the following requests. Re-
quests for subsequent chunks can utilize the scanning result to retrieve the closest
copy.

Scanning depth: Since retrieving contents cached at distant locations may be
inefficient, we need to control the exploration range of the scanning operation, called
scanningDepth. The scanningDepth is defined as min(B x remainingHops, de pthMax),
the maximum hop count within which the scanning request can traverse in order to
find a copy. B is the unit of threshold between 0 and 1, remainingHops is the remain-
ing hop count from a current C-router to the publisher*, and depthMax is the prede-
fined maximum value of scanningDepth. The rationale behind the scanningDepth is
to perform the scanning more thoroughly near the requesting host (e.g., scanningDe pth
is large near the host since the remaining hop count is also large). scanningDepth de-
creases by 1 as the scanning request traverses at each C-router, and the scanning
operation stops when scanningDepth equals 0. The evaluation of scanning operation

according to scanningDepth will be described in Chapter 2.5.4.

4We assume a FIB indicates the number of hops or latency as a metric field in the current routing
table in order to select the best route.
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False Positive: The advantage of using a BF is that a BF can effectively store
a large number of content information in a fixed size bit string. In addition, one can
easily verify when the content information is included in the BF. However, a false
positive may occur due to the nature of a BF, even when a sufficiently large one is
used. In general, the false positive in routing schemes prohibits a correct retrieval of
the requested content since it causes a reachability problem. As shown in Fig. 2.2, the
false positive in SCAN makes the scanning requests (e.g., generated from C-router D)
be propagated to irrelevant C-routers (e.g., C-router E), which generates unnecessary
control traffic. However, SCAN can mitigate the negative effects of false positives
with the fallback mechanism. Because SCAN leverages both the scanning operation
for cached contents and the NDN routing for original contents, the requested con-
tent can be retrieved from the publisher even if the false positive decision has been
made. Therefore, the false positive in SCAN causes additional traffic overhead, but
the content reachability is not affected. The evaluation of the false positive effect will
be described in Chapter 2.5.6.

Control Overhead: SCAN incurs additional control traffic compared to the
pure NDN routing since the CIB information should be exchanged and additional
scanning requests are generated to find multiple copies of the requested content. How-
ever, SCAN can reduce the total volume of the network traffic as well as inter-AS traf-

fic by utilizing the nearby cached contents, which will be described in Chapter 2.5.3.
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2.4 CIB Maintenance in SCAN

To utilize network-wide cached contents, each C-router should share the infor-
mation of its own cached contents among neighbor C-routers. Since the number of
cached contents in the network can be huge and cached contents in in-network stor-
ages are dynamically changed by a cache replacement policy, the maintenance of
CIBs is an important issue. In this chapter, we will describe how to manage and ex-

change CIBs in SCAN.

2.4.1 Information Unit

If content information is managed as a chunk-based unit, a large CIB is needed
to cover all the chunks of content. Also, the information in each chunk in the CIB is
handled as if each chunk is a single cached unit. Therefore, even if sequential chunks
are cached at the same C-router at a high probability, the scanning operation for
every chunk results in redundant traffic. 3 To reduce unnecessary overhead and keep
a relatively small CIB, we consider an entire file as a cached unit for information
management. Thus, the entire content information is maintained in a CIB and shared
among neighbor C-routers. If a preceding request packet (role of probing) discovers
the requested content through scanning, request packets for subsequent chunks can

utilize this knowledge without additional scanning overhead.

SBecause interest and data packets are ‘one-for-one’, a data packet is transmitted only in response
to an interest packet [4].
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2.4.2 Information Exchange

For the scanning operation, C-routers exchange their CIBs periodically. For ex-
ample, when C-router A and C-router B exchange their CIBs, C-router A merges BFs
of all the interfaces except the interface associated with C-router B and sends the
merged BF (the information of C-router A’s neighbor) to C-router B. The cached
contents in A’s CS will also be inserted into the merged BF. Then, C-router B adds
the received information to the BF of the interface connected to C-router A. Similarly,
C-router B sends its own CIB to C-router A, and C-router A will reflect it into the cor-
responding BF. Since the compressed BF on CIB is exchanged among the neighbor
C-routers, the traffic overhead generated by BF exchanges has little impact on the
total network traffic volume. We will elaborate on this issue in Chapter 2.5.7.

Note that the content information in the CS can be managed by using a counting
bloom filer [30]. The counting bloom filter is an extended version of BF (from a
single bit to an n-bit counter) that provides a delete operation. Using the counting
bloom filter, the content information in the cache is dynamically compressed and
managed when the cache status is changed (content is added or removed). Thus, the
time cost of the BF construction for the BF exchanges includes the conversion time
of the counting bloom filter to the ordinary BF. With the easy conversion mechanism,
the counting bloom filter is converted to the BF. For instance, the value larger than 0
in the counting bloom filter is converted to 1, and the value equal to 0 is converted to
0. It takes O (the number of bits in BF) time for the BF construction, which alleviates
the BF exchange overhead.

The validity of the advertised content information depends on the lifetime of

cached contents since they are evicted by the cache replacement policy. To make
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an advertisement meaningful, the advertised cached contents in a CS should remain
until the next information exchange. A simple way to utilize an advertisement is
to slow down the replacement rate of cached contents through regulating a cache
replacement [23]. However, a replacement should occur rather frequently since the
caching benefits at packet level happen in the first 10 seconds [32,33].

Therefore, we adopt a two-level CS to obtain benefits from both the cache adver-
tisement and short-time caching. The two-level cache consists of a temporary space
(memory) and a protected space (storage). The temporary space is used to store all
the incoming contents that are evicted with the least recently used (LRU) replacement
policy for the line speed packet forwarding. The protected space preserves cached
contents that are advertised in SCAN until the next information exchange in order to
keep the advertised information consistent. Thus, at every information exchange, the
current status of the temporary space is copied to the protected space. The cached
content information in the protected space is compressed using the BF for the infor-
mation advertisement. Note that the cached contents in the protected space can be
maintained based on the content popularity. However, keeping the information on the

content popularity can be a bit of a burden to the C-router.

2.4.3 Information Decay

When a C-router performs the CIBs exchange, SCAN adopts an information
decay mechanism. Thus, the C-router decays all the bits (that are set to 1) of the
merged BF (the information of C-router’s neighbor) probabilistically similar to [27].
For example, if the decay probability is 0.5, the half of the 1 bits are changed to 0

bits. Then, the C-router inserts the information of its own cached contents into the
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merged BF and exchanges the BF.

The rationale behind the information decay mechanism is as follows: First, we
can estimate the distance of C-routers that hold the requested content. Since the orig-
inal information of a CIB is delivered over multiple hops with probabilistic decay,
some information in the CIB (hashed bits in a BF) will disappear as it passes through
multi-hop C-routers. Therefore, CIBs can indicate the existence of a cached con-
tent more precisely when the C-router holding the content is located nearby (i.e.,
the matched ratio® is close to 1). In contrast, only partial information of faraway C-
routers can be maintained in BFs. In other words, the information decay mechanism
probabilistically eliminates the cached content information that is stored in faraway
C-routers to exploit the nearby cached contents better. Second, the information decay
mechanism can reduce the probability of false positives. If CIBs, represented BFs,
are aggregated over multiple hops, it is possible that all the bits of a BF are set to
1, since the bits for a large number of contents will be accumulated. This will raise
false positives significantly, and thus a BF may not be effective. To address this prob-
lem, SCAN uses the information decay mechanism to prevent that all the bits of a BF
becomes 1 and it can guarantee that the BF can be used as a content routing table.

Due to the information decay, BFs may not include the information of the re-
quested content even if the content is cached in neighbor C-routers (i.e., false nega-
tives). To handle this issue, as shown in Figure 2.3, scanning can be performed based
on a BF matching threshold rather than a perfect match when there is no perfectly
matching BF. In this case, the scanning request can be forwarded to the matching

interface if the matched ratio is over the threshold. The BF matching threshold can

matched ratio = % where A is the number of matched bits between the BF and hashed values of
requested content, and B is the number of hashed bits.
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Fig. 2.4. Simulation topology (1 transit domain, 5 stub domains).

be determined by considering the tradeoff between discovery probability and control
overhead. If the threshold is close to 0, the probability of false negatives decreases and
the number of discovered contents increases due to widely spread scanning requests
like flooding, but it generates high control overhead. Conversely, as the threshold
is close to 1, low control overhead is expected. However, it may not fully discover

cached contents due to restricted forwarding of scanning requests.

2.5 Performance Evaluation

In this chapter, we evaluate the performance of SCAN. We conducted simu-
lations using a discrete event-driven simulator. Table 2.1 summarizes the detailed

descriptions of the simulation configuration. As shown in Fig. 2.4, GT-ITM [34] is
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Table. 2.1. Simulation Configuration (SCAN)

Parameter Description
Simulation topology Internet-like topology which consists of
1 transit domain, 5 stub domains, 105 C-routers.
Number of publishers | The number of publishers is 100.
Collocated with the C-routers.
Number of subscribers | The number of subscribers (end hosts) is 1,000.
Number of contents The number of contents (Content catalog) is 100,000.

Size of the content The size of the content is 1 GB.
Content requests The probability distribution of content requests follows
the Zipf distribution with a parameter of 1.0.
Cache size The size of in-network storage.

The default storage size is 10 GB.

Bloom filter (BF) The size of BF is 2,500 bits with 10 hash functions (MDS5).
Matching threshold The threshold for BF matching is set to 0.9.

Decay probability The probability of diminishing the BF bits for
information decay. The default decay probability is 0.5.
Scanning depth The unit value of the scanning depth threshold f is 0.5.

used to generate an Internet-like topology which consists of 1 transit domain, 5 stub
domains, 105 C-routers. There are 100 publishers (collocated with the C-routers in
stub domains) and 1,000 end hosts. 100,000 contents are randomly distributed among
publishers. Hence, each publisher stores an average of 1,000 contents. The size of the
content is 1 GB, and each content is divided into 1,000 chunks. The probability distri-
bution of content requests follows the Zipf distribution with a parameter of 1.0 [12].
To cache the content, each C-router has in-network storage with its default storage
size set to 10 GB unless otherwise specified. Each BF is set to 2,500 bits long with
10 hash functions and the threshold for BF matching is set to 0.9. Also, the default
decay probability is 0.5, which diminishes half of the BF bits for information decay
while the unit value of the scanning depth threshold 3 is set to 0.5.

We compare SCAN with legacy IP routing (denoted by IP), pure NDN (de-

noted by NDN) [3,4], and SCAN maintaining chunk-based information (denoted by
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SCAN-ch). In NDN, a C-router can utilize cached contents located at en-route path
by happen to meet manner. The operation of SCAN-ch is similar to SCAN except in
the information management. Since SCAN-ch uses chunk-based units for informa-
tion management, a large BF is needed and the scanning operation is performed at

every chunk.

2.5.1 Content Discovery Performance

We measure the average hop count’ to evaluate the performance of content dis-

covery (scanning). As the average hop count decreases, an end host is expected to

7We assume ICN environments where only C-routers are deployed. Thus, the hop count means the
hop distance between C-routers.
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possibly download the content faster from a nearby C-router and the total network
traffic can be reduced. To show the gains of the scanning operation, we calculate the
hop reduction ratio that is defined as the relative hop count compared to the retrieval
from the publisher. As shown in Fig. 2.5, the hop reduction ratio of IP routing is 1,
since IP routing that retrieves data from the publisher is a base line. SCAN achieves
a small number of hop counts (30% reduction) for content delivery due to the help
of content discovery. From Fig. 2.5, it can be seen that SCAN-ch shows smaller
hop counts than SCAN. This is because SCAN-ch accelerates content distribution by
sending more scanning requests, which leads to the migration of cached contents. In
contrast, NDN can achieve about 19% reduction since only the content cached on the
path between a host and a content-holding place (either the publisher or the closest

C-router that caches the content) can be utilized.

2.5.2 Network-wide Performance

To show the network-wide performance, we measure the average control over-
head, which is defined as the traffic volume of control packets (e.g., content request
and scanning request). As shown in Fig. 2.6, SCAN-ch generates the highest control
overhead since it sends scanning requests (performs scanning operations) for all the
content chunks. Furthermore, the control overhead of SCAN is greater than IP routing
and NDN. The gap between them represents additional control overhead generated
from content discovery. However, as shown in Fig. 2.7, the reduction in data traffic
overwhelms the additional control overhead if the discovered content returns from a
close C-router. This shows the benefits of SCAN.

To show the load balancing and mitigation of network traffic, we measure the

28 A =T



Control traffic (KB)

Total traffic (GB)

250000

200000

150000

100000

50000

90000

219466.6

7106
V7 1 1%

5790.4
1

17877.9

Ui,

1P NDN SCAN-ch

Schemes

Fig. 2.6. Control traffic overhead.

SCAN

80000

70000

60000 -

50000

40000

30000

20000

10000

81186.87

71131.06

57961.9

49542

1P NDN SCAN-ch

Schemes

Fig. 2.7. Total traffic volume.

29

SCAN

LELE

10



Total traffic (GB)

1234567 891011121314151617181920
Link stress rank

Fig. 2.8. Load balancing among links.

link stress, which is defined as the amount of traffic volume passed over a particu-
lar link. The top 20 stressed links are plotted in Fig. 2.8 in a descending order. These
heavy-loaded links consist of inter-stub links and the links between transit routers and
their first hop stub routers. Simulation result shows that SCAN achieves the lowest
stress performance by utilizing closer cached contents. In addition, SCAN-ch shows
higher stress performance than NDN since scanning operations for every chunk gen-

erates considerable redundant traffic.

2.5.3 Effect of Cache Size

To show the effect of cache size, we measure the inter-AS traffic and the to-

tal network traffic under different cache sizes, i.e., each C-router can store 2-12 GB
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of contents. Fig. 2.9 shows that schemes using in-network storage reduce inter-AS
traffic as the cache size increases. This is because more contents are stored at large
in-network storage during the content delivery and can be utilized for following re-
quests. In particular, SCAN achieves the minimum inter-AS traffic since it exploits
not only the en-route path, but also neighbor C-routers to find nearby cached contents.
The inter-AS traffic of SCAN-ch is higher than that of SCAN due to the redundant
traffic generated from scanning every chunk.

The volume of traffic reduction increases as the cache size increases, and SCAN
and NDN significantly reduce the total traffic as compared to the IP routing described
in Fig. 2.10. In Fig. 2.10, SCAN exhibits the lowest traffic volume. However, SCAN-
ch has the highest total traffic volume, which fluctuates slightly with the cache size
change. This can be explained as follows. In SCAN-ch, many scanning requests are
generated as the number of cached contents increases. Thus, they result not only in

redundant network traffic, but also frequent changes in cache status.

2.5.4 Effect of Scanning Depth

To show the efficiency of the scanning operation, we measure the average hop
reduction and the traffic overhead while varying the scanning depth. As described in
Chapter 2.3.3, the scanning depth is based on min( x remainingHops, maxDepth).
Thus, we change the value of maxDepth from 1 to 3, which represents the scan-
ning operation performed within 3-hop neighbors. We compare SCAN with NDN,
SCAN-ch, and blind search (denoted by BlindSearch). Blind search does not main-
tain any cached content information and thus blindly floods the scanning requests

from 1 to 3-hop neighbors. To investigate the effect of scanning depth in a controlled
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environment, we assume there is no cache replacement and thus cached contents are
randomly distributed among C-routers following the Zipf distribution of content re-
quests.

As shown in Fig. 2.11, SCAN, SCAN-ch, and blind search achieve about 2%
reduction when maxDepth is changed from 1 to 2. Moreover, the hop reduction is
insignificant when maxDepth is increased from 2 to 3. Fig. 2.12 shows the volume of
network traffic in each scheme. As maxDepth (i.e., the scanning depth) varies from
1 to 3, there is no significant difference in the traffic volume of SCAN, but the traffic
volume of SCAN-ch and blind search increase drastically. This is because SCAN-ch
incurs a large redundant traffic overhead by sending so many scanning requests in
a broad scanning range. Similarly, BlindSearch floods the scanning request blindly
and thus generates a significant amount of network traffic. To conclude, these results
reveal that SCAN performs the scanning operation more thoroughly while reducing

unnecessary traffic.

2.5.5 Effect of Information Decay Probability

In SCAN, information decay is used to prevent all bits of BF from being set
to 1 as the information of multiple hops is accumulated. Thus, there is a possibility
that some content information that is cached over 2-hop away can be lost during CIB
exchange. To see the effect of information decay, we vary the decay probability from
0.1 to 0.9. As shown in Fig. 2.13, the hop counts of SCAN and SCAN-ch slightly
increase when the decay probability has a higher value. This is because the higher
decay probability erases the information of cached content located over 2-hop away

more aggressively. In contrast, NDN and BlindSearch send requests regardless of
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CIB information. Thus, the hop count is not influenced by the decay probability.
Fig. 2.14 shows that SCAN achieves slightly increased total traffic volume as
the decay probability increases. This is because SCAN occasionally retrieves content
from a faraway C-router due to missing information, which increases network traffic.
On the other hand, SCAN-ch benefits from traffic volume reduction as the decay
probability becomes higher, because the lack of information generates fewer scanning

requests in SCAN-ch.

2.5.6 Effect of BF Size

As the BF size decreases, the probability of false positives increases. Thus, more
scanning requests can be propagated to irrelevant C-routers. As a result, unnecessary
control traffic also increases. To show the effect of BF size on the probability of
false positives, we change the size of the BF in CIBs from 100 to 1000 bits. As
shown in Fig. 2.15, simulation results show that there are marginal differences in
the overall performance of SCAN. In particular, the total traffic volume of SCAN is
not affected by the BF size while the traffic of control overhead somewhat increases
with a decrease in BF size. This desirable SCAN feature is from the partial content
discovery and fallback mechanism that mitigate the impact of a false positive. When
false positive occurs, an unnecessary scanning operation is performed since C-routers
misjudge the information of the BF. However, extra scanning overhead only wastes
small network traffic, and soliciting hosts can still utilize existing cached content.
Even if there is no cached content in nearby C-routers, the fallback mechanism allows
content retrieval from the publisher. Therefore, SCAN is able to mitigate the negative

impact of a false positive.
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2.5.7 Effect of BF Exchange Interval

In SCAN, the information of CIBs is updated by periodically exchanging com-
pressed BFs among the neighbor routers. As the exchange interval is smaller, the BFs
are exchanged more frequently. To show the effect of BF exchange interval, we mea-
sure the traffic overhead of BF exchange and the total network traffic volume, so the
BF exchange interval is changed from 100 to 1600 requests. As shown in Fig. 2.16,
C-router’s traffic overhead for BF exchange decreases as the BF exchange interval
increases. However, the difference of the total traffic volume is marginal, since the
traffic overhead caused by exchanging compressed BF is about six orders of magni-

tude smaller than the total traffic volume.

2.5.8 Comparison with ICN-enhancements

In this chapter, we compare SCAN with two ICN-enhancements that are pro-
posed in [20] and [21]. To locate cached contents, PBR [21] utilizes potential fields
that maintain copies of content, while a hybrid forwarding mechanism [20] (denoted
by Hybrid) combines a flooding mechanism and shortest path forwarding based on
the content popularity. For comparison, each scheme is evaluated in the same simula-
tion environments. We use the hop count, in-network cache hit ratio, and total traffic
volume as performance metrics. The in-network cache hit ratio refers to how many
portions of whole delivered content which comes from the cache all over the network,
whereas the cache hit ratio is usually calculated on a single router. The cutoff param-
eter of Hybrid that decides the forwarding mechanism (flooding or shortest path) is
set to 0.9 [20]. This value means the top 10% of popular contents are discovered by

using the flooding mechanism.
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Table. 2.2. Information Exchange Overhead per C-router

Advertisement 1-hop 2-hop 3-hop
information advertisement | advertisement | advertisement
PBR 1,821 bits® 1,593 Bytes 11,156 Bytes 78,096 Bytes
SCAN 2,500 bits 2,187 Bytes 2,187 Bytes 2,187 Bytes

Fig. 2.17(a) shows the average hop count and in-network cache hit ratio of each
scheme. Compared to NDN, SCAN and ICN-enhancements show similar perfor-
mance result. This is because these schemes discover off-path content replicas and
retrieve the copy of content from a nearby cache. Fig. 2.17(b) shows the total net-
work traffic volume. As shown in Fig. 2.17(b), Hybrid generates the highest traffic
volume since it utilizes the flooding mechanism. Compared to NDN, SCAN and PBR
achieve about 16% of traffic reduction because they retrieve a close copy of content.
The traffic volume of SCAN shows somewhat lower than that of PBR since the con-
tent retrieval path of PBR is stretched when a request follows the potential field of
removed cached content.

Even though the traffic volume of SCAN shows comparable results with that
of PBR, the information exchange overhead of SCAN is smaller than that of PBR.
Table. 2.2 shows the information exchange overhead per C-router according to the
advertisement range. In our simulation, the average node degree of C-router is 7 and
the cache size is 10 GB. Then, the size of advertisement information of C-router in
SCAN is 2,500 bits (BF size) while each C-router in PBR advertises 1,821 bits of
information. As shown in Table. 2.2, the information exchange overhead of PBR in-
creases with the number of contents in the cache and the advertisement range, since
a C-router in PBR advertises the potential fields of contents in its own cache, as well

as n-hop neighbors’ caches (i.e., 1-hop: 1,593 Bytes, 2-hop: 11,156 Bytes, 3-hop:
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78,096 Bytes). On the other hand, the amount of information exchange overhead of
SCAN remains constant (i.e., 2,187 Bytes) along with cache size or advertisement
range, since SCAN compresses cached content information using BF and exchanges
aggregated BFs. In summary, ICN-enhancement schemes including SCAN can en-
hance the original NDN by utilizing nearby cached content efficiently. However, the

design principle of SCAN makes the difference in terms of traffic volume.
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Chapter 3

Data Offloading for Information-Centric

Vehicular Networks

3.1 Introduction

In wireless environments, the increasing mobile traffic is becoming a serious
concern for mobile network providers. if in-vehicle data services using cellular net-
works become prevalent, it will significantly worsen the problem of cellular traffic
explosion [18]. To address this traffic explosion problem not only in vehicular envi-
ronments, but also in general settings, there have been a lot of efforts to offload the
traffic from cellular networks to other networks, such as WiFi hotspots and femto-
cells [36-38]. Also, recent measurement study [39] shows that the requests of some
popular videos account for the majority of all the requests, and a significant amount
of cellular traffic is redundant. Thus, we focus on the data offloading for redundant
traffic caused by in-vehicle data services in order to mitigate the traffic overload in
cellular networks. To this end, a natural research question is how to design an ef-
ficient offloading framework utilizing components of vehicular networks (i.e., relay
nodes) to provide the delay-insensitive in-vehicle data services, while minimizing the
usage of expensive cellular links.

To design an offloading framework leveraging vehicular networks, we focus on

the following characteristics of vehicular networks. First, a vehicle is equipped with
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multiple communication interfaces (e.g., DSRC and 4G-LTE), a GPS navigation sys-
tem, and a storage module. Thus, vehicles can carry volume-intensive files like mul-
timedia on their storage and communicate with each other by DSRC communica-
tions. Second, the vehicle mobility is predictable since (i) vehicles are moving along
the constrained roadways and (ii) their travel paths (i.e., navigation paths) to desti-
nations can be calculated from navigation systems. Last, infrastructure nodes (e.g.,
RN [15, 16]) that are deployed in vehicular networks for the driving safety [40] can
be used for data offloading. With the mobility information and infrastructure nodes
of vehicular networks that are available for data offloading, a significant amount of
the cellular traffic for vehicles can be reduced.

In this chapter, we propose a Data Offloading framework through Vehicular
nEtworks (DOVE) that can significantly reduce the cellular traffic for delay-insensitive
in-vehicle data services in a cost-effective way. The key idea in DOVE is to predict
vehicle mobility with vehicle trajectories provided by the GPS navigation systems.
With this vehicle mobility prediction, DOVE selects appropriate offloading positions
(OPs) where vehicles can retrieve the requested files without using cellular links.
Note that RNs play the role of OPs since RNs can keep and deliver files to the pass-
ing vehicles that request the files. In this work, we formulate the selection of OPs
(i.e., RNs) as a spatio-temporal set-covering problem where each offloading position
covers a set of vehicles that request the same file. To solve the selection of OPs, we
propose a time-prediction based set-covering algorithm (called DOVE algorithm) us-
ing vehicle trajectories. This DOVE algorithm selects approximately the minimum
number of OPs, reducing a significant amount of aggregated usage of cellular links

for vehicles. Our contributions in this work are as follows:

43 A= T



* DOVE: we propose a data offloading framework (called DOVE) using the com-
ponents of vehicular networks (i.e., RNs) for delay-insensitive in-vehicle data

services.

* DOVE algorithm: we formulate the selection of offloading positions as a
spatio-temporal set-covering problem. To solve this problem, we propose a
time-prediction based set-covering algorithm (called DOVE algorithm) using

vehicle trajectories to select offloading positions.

The rest of this chapter is organized as follows. Chapter 3.2 summarizes related
work. Chapter 3.3 describes a problem formulation. Chapter 3.4 explains the design
and operations of DOVE framework. In Chapter 3.5, we evaluate the performance of

our DOVE algorithm.

3.2 Related Work

In vehicular networks, research about data forwarding and data dissemination
has been investigated. TBD [41], TSF [15], GeOpps [42], and Leontiadis et al. [43]
utilize vehicle trajectories along with vehicular traffic statistics to forward packets
with shorter delivery delay and better delivery probability. For the data dissemination,
Leontiadis et al. [44] propose a content based information dissemination protocol.
Their protocol utilizes vehicle trajectories in order to disseminate some information
to specific areas where vehicles need to receive it. Similarly, We et al. [45] propose
MDDV that exploits a predefined trajectory for data dissemination. For all those ex-
isting approaches, authors focus on vehicle trajectories to forward/disseminate an

information to vehicles in the specific location. On the other hand, DOVE investi-
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gates how to utilize both vehicle trajectories and potential benefits of the vehicular
networks for offloading purposes.

There have been several studies to offload cellular traffic using WiFi or oppor-
tunistic communications [36-38,46,47]. Lee et al. [36] show that the offloading of
3G traffic to WiFi can significantly benefit mobile providers in terms of infrastruc-
ture cost. In BreadCrumbs [37], authors show that the forecast of WiFi access can
improve the offloading of several applications. Also, recent studies [46—48] exploit
mobile devices of social friends to offload cellular traffic through opportunistic com-
munications. These previous studies focus on the data offloading using WiFi hotspots
and client devices. In contrast, DOVE investigates the utilization of vehicular infras-
tructure (i.e, relay nodes) for data offloading.

Several works [18, 49, 50] address the mobile data offloading problem in ve-
hicular networks. Li et al. [18] conduct the mathematical analysis with optimization
problem of the offloading in vehicular networks. Also, Malandrino et al. [50] inves-
tigate a content prefetching at road-side units (RSUs) via the Internet. In [49], Siris
and Kalyvas propose an offloading scheme that exploits WiFi hotspots located in sin-
gle vehicle’s route. For data offloading, above works focus on WiFi or RSUs, which
are deployed with the Internet connectivity. Our work differs in that we utilize relay
nodes, which do not have the Internet connectivity for cheaper installation cost, by
considering vehicle trajectories of multiple vehicles to offload the redundant cellular

traffic of vehicles.
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3.3 Problem Formulation

3.3.1 Target Scenario and Goal

A significant amount of cellular traffic is redundant since multiple users repeat-
edly download the same popular file [39]. Accordingly, a substantial reduction of
cellular traffic for vehicles is expected by offloading the duplicated traffic (of popular
files) to vehicular networks. Thus, our target is to reduce the cellular traffic of pop-
ular files for delay-insensitive in-vehicle data services. Target content files can be (i)
update files for software in car system and (ii) popular multimedia files (e.g., headline
news, music files, and YouTube video clips).

If these content files are delay-insensitive, it can be assumed that users are will-
ing to wait for some delay to reduce the cost of cellular links [38]. In other words,
users in vehicles face a trade-off between cost and delay in making their offloading
decisions. In our scenario, vehicles try to offload their traffic from cellular links to
RNs in vehicular networks when users choose to wait in order to reduce their cellular
service cost.

In our target scenario, our goal is to select effective offloading positions (OPs),
such as RNs that minimize the aggregated usage of cellular links for vehicles (i.e.,
the amount of data downloaded through cellular networks), while satisfying the user-

defined quality of experience (QoE) requirements in terms of content retrieval delay.

3.3.2 DOVE Components and Assumptions

As depicted in Fig. 3.1, we describe the components of vehicular offloading

framework (DOVE) with assumptions.
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o A traffic control center (TCC) [15,51] is a traffic management node that
maintains vehicle trajectories for the location management of vehicles. In DOVE, the
TCC collects the requested content information from vehicles. Thus, it knows the
set of vehicles (called request vehicles) that request the same content file. Note that
vehicles can communicate with the TCC via cellular links, whose traffic volume is
negligible. Also, multiple TCCs can be used for the scalability and survivability by
dividing the road network into several regions.

¢ A relay node (RN) is a wireless packet holder for the reliable forwarding,
which is usually deployed in vehicular networks for the driving safety [15,40]. Com-
pared with a road-side unit (RSU) [50], an RN also has the DSRC communications
and storage modules, but does not have the Internet connectivity for the cost effective-
ness. Note that the cost for installing an RSU is as much expensive as US $5,000 [52]
due to the installation of wireline for Internet connectivity. Since RNs can keep and
share content files using their storage, we can exploit RNs for data offloading (role
of OPs) as well as driving safety. It is assumed that one RN is deployed at each in-
tersection for the driving safety [40]. However, DOVE works even in the case where
some intersections do not have their own RNs. The details will be described in Chap-
ter 3.5.5.

< Vehicles participating in vehicular networks have DSRC devices and cellular
communication devices [14, 17]. Thus, vehicles can communicate with RNs using
DSRC devices to retrieve the requested file.

© Vehicles, the TCC, and the RNs are equipped with GPS navigators and digital
road maps. Recent commercial navigation systems provide vehicles with the traffic

statistics information, such as average vehicle speed v and vehicle arrival rate A per
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road segment [53].

© When users in vehicles want to retrieve a content file, they should make a deci-
sion: (i) consuming cellular links, immediately, with cellular link cost, or (i1) waiting
for offloading via vehicular networks, within tolerance time 8, without cellular link
cost. If users decide to use delay-insensitive content retrieval through data offloading,
they send their current location, trajectory, and content request to the TCC via cel-
lular links. Note that TCC can perform the data offloading schedule with the vehicle
trajectories. Even though all of the drivers are not using GPS navigators for their ev-
eryday commute, we assume that the drivers participating in DOVE service are using
GPS navigators. For the vehicles without GPS navigator, we do not count them as

DOVE users.

3.3.3 Design Principles using RNs

DOVE is designed to use RNs for the role of OPs due to the following reasons:
(i) High success probability and (ii) Cost effectiveness. First, to use vehicles as OPs,
vehicles requesting the same file should encounter each other and establish connec-
tivity within the DSRC range. However, the probability of such occasions will be very
small. On the other hand, when we use static infrastructure nodes (i.e., RNs) as OPs,
the file can be shared with any vehicles that will pass the RNs. The vehicles reaching
RNs with the file can get data from the RNs at any time. Thus, the data offloading
using these RNs can provide reliable data delivery for moving vehicles. Second, the
cost for installing an RN is relatively cheaper than that of an RSU [15,52]. The rea-
son is that as stand-alone wireless nodes, RNs do not have the Internet connectivity

unlike RSUs.
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3.3.4 The Concept of Offloading in DOVE

RNs are infrastructure nodes usually deployed at intersections for the driving
safety [40]. In DOVE, RNs play the role of OPs for offloading purposes. Given the
request vehicles and their trajectories, we can find RNs where trajectories are over-
lapped. We call them the candidates for OPs and we will select appropriate RNs
among the candidates. In Fig. 3.1, RN;-RNjs are candidates for OPs. If a selected
RN has the requested file, vehicles passing through the selected RN can retrieve the
file by DSRC communications. Since the content file is retrieved from the vehicular
network, vehicles can reduce the cost of cellular link usage. In this case, the selected
RN serves as a spatio-temporal rendezvous for request vehicles. Thus, vehicles can
offload their traffic from the cellular links to the DSRC links to RNs in the vehicular
network.

To use the selected RN as an OP, the RN should hold the file for request vehi-
cles passing through the RN. To make the requested file be located in the selected
RN, a vehicle that will arrive first at the selected RN is scheduled to download the
file using cellular links. Also, it will store the downloaded file into the selected RN
for other request vehicles. We call this vehicle a provider. On the other hand, other
request vehicles except the provider are scheduled to retrieve the requested file from
the selected RN without using cellular links. We call these vehicles consumers. In
Fig. 3.1, RN is selected as the OP and vehicle v, is a provider. Thus, the provider v,
stores the file in RNy and consumers v, v;,, and vy can retrieve it via the vehicular
network. In summary, when an RN is selected as an OP, the RN receives the content
file from the provider, keeping the file in its local storage. The stored content file can

then be delivered by the RN to other vehicles (i.e., consumers) when they reach the
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communication range of the RN.

3.4 Design and Operations of DOVE

In this chapter, we explain the design and operations of our DOVE framework.
First, we model the travel time of vehicle. Second, we explain the design and opera-
tions of our DOVE through a selection algorithm for offloading positions along with
the selection of providers as follows: (i) the collection of content requests of vehicles
by TCC, (ii) the selection of OPs, (iii) the selection of providers, and (iv) the selection

of comsumers.

3.4.1 Travel Time Prediction

We model the travel time of a vehicle from one position to another position in
a given road network. Using the travel time prediction and vehicle trajectories, the

arrival time of vehicle at a particular RN can be calculated.

3.4.1.1 Travel Time through Road Segment

The travel time of vehicle over a fixed distance follows the Gamma distribution
in light-traffic road condition [15, 54]. Thus, the travel time through a road segment
i in the road network (called link travel time) is modeled as: d; ~ I'(x;,0;) where
K; is a shape parameter and 0; is a scale parameter. The parameters x; and 0; are
computed with the mean travel time y; and the travel time variance (5[-2 [15]. Note that
the traffic statistics of y; and 67 can be computed by commercial navigation service

provider [53].
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Let the mean of d; be E[d;] = y; and the variance of d; be Var|d;] = 61-2, the

formulas for k; and ©; are as follows:

Varld] o7
= == 1
YT R G
Eld] 4
Ki = é] — % (3.2)

3.4.1.2 Travel Time on End-to-End Path

As described above, the travel time through a road segment i is modeled as the
Gamma distribution of d; ~ I'(k;,0;). Given a vehicle trajectory, we assume that the
travel times of road segments consisting of the trajectory are independent. Under this
assumption, we approximate the mean and variance of End-to-End (E2E) travel delay
as the sum of the means and the sum of the variances of the link travel times along the
trajectory, respectively. Assuming that the traveling path consists of N road segments,

the mean and variance of the E2E travel delay D are computed as follows:

E[D] = ZE[di] = Z,u,- (3.3)

N

N
Var[D] =Y "Varld] = o} (3.4)
i=1

i=1

With (3.3) and (3.4), the E2E vehicle delay distribution can be modeled as a
Gamma distribution as follows: D ~ I'(kp,0p) such that kp and 6p are calculated
using E[D] and Var[D] using the formulas of (3.1) and (3.2). Note that we can use
any better E2E travel time distribution if it is available from actual measurement or

mathematical model.
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Fig. 3.2. The operation of the TCC.

Using the travel time prediction, we can estimate vehicle’s arrival time at a par-
ticular RN as follows: Let 7" be the current time. Let #, ; be the E2E travel time from
the current position a to the RN b. We define T, ,; as the vehicle v’s arrival time at
RN i from the current position p,. Then, the arrival time can be modeled as a Gamma

distribution with Equations (3.3) and (3.4) such that 7, , ; =T* +1,, ;.

3.4.2 The Operation of TCC

To decide which RNs are used as OPs, the TCC collects the content request and
the trajectory from each vehicle. As shown in Fig. 3.2, the TCC periodically performs
a scheduling operation. In the scheduling operation, the TCC constructs a set of re-
quest vehicles with vehicles requesting the same file. Also, it finds the candidates for
OPs as RNs through which the trajectories of the vehicles pass. Next, the TCC tries
to select the optimal OPs among the OP candidates and the providers for the selected
OPs by the selection algorithm, described in Chapter 3.4.3. Finally, the TCC sends
the offloading information to each vehicle. The offloading information includes the
information of an OP and the role of a vehicle (i.e., provider or consumer). If there
is no available OP, vehicles receive this information from the TCC and use cellular

links to download the file.
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R: Relay Node Set V: Request Vehicle Set

Fig. 3.3. The set-cover of RN set for request vehicle set.

3.4.3 The Selection Algorithm for Offloading Positions

In this chapter, we formulate the selection of OPs as a spatio-temporal set-
covering problem, and propose a time-prediction based set-covering algorithm (called
DOVE algorithm). Selecting an effective OP is important because the reduced cellular
traffic volume and the content retrieval delay are determined by the OP. To reduce the
aggregated usage of cellular links for vehicles, the number of providers using cellular
links should be minimized. Since each provider consumes cellular traffic to provide
the requested content file with an appropriate OP, the reduction of OPs can lower the
number of providers. Therefore, we try to minimize the aggregated cellular traffic by
selecting the minimum number of OPs. In other words, the problem of minimizing

cellular traffic can be formulated as the problem of selecting the minimum number of



OPs.

Let R be a set of RNs in the road network and V be a set of request vehicles
requesting the same content file. Then, the selection of OPs can be formulated as the
relation between set R and set V. In Fig. 3.3, a line (both solid and dashed) between an
RN and a vehicle means that the vehicle will traverse the RN and hence can retrieve
the file from the RN. If we select r; and r,, as OPs, they can cover all the request
vehicles (represented by solid lines). This relation can be formulated as a set-covering
problem that is one of NP-hard problems.

Let V be the set of request vehicles, and let S; be the set of request vehicles
covered by an RN i. Let F be a family of subsets of V, that is, S; C V such that
V = Us,er Si where F = {S;]i € R}. Also, we define the collection of subsets C C F
as the set-cover of V such that V = US,-GC S;. Then, our set-covering problem is to

find a minimum set-cover C* of RNs as OPs as follows:
C* + argmin|C|, (3.5)
CCF

where V = US,-ec S;. Let the set P be the set of offloading pairs, which consist of
an RN and a provider. The identifier i of the element sets S; € C means the selected
RN i as an OP, which covers the request vehicles in S;. Next, we propose a time-
prediction based set-covering algorithm (called DOVE algorithm). Also, we propose

an enhanced version of DOVE algorithm to further reduce the usage of cellular links.
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3.4.3.1 DOVE Algorithm

We design the DOVE algorithm based on the greedy approach because it is
known as the best possible polynomial time approximation algorithm for the set-
covering algorithm under reasonable complexity assumptions [55]. Given a set of
RNs R and a set of request vehicles V, the idea is to select the set S; covering the
largest number of the remaining vehicles not covered yet in each step in order to

select the next RN as an OP, considering the travel times of vehicles.

Algorithm 3.1 DOVE Algorithm (R, V, F)

I: I+R
22 U<+V
3: P+0
4: while U # 0 do
5 update S < S; for i € I by pruning unsatisfied vehicles v
such that 7, ; <?yorty, ;> dwherev € S;.
6: select a SF € F that maximizes |S; NU| fori e[
7 select a provider d; € S} whose arrival time at RN i is minimum
8: U+U-S;
9: I 1—{i}
10: P+~ PU{(i,d;)}

11: end while
12: return P

Let 7, ; be the travel time of vehicle v from the current position p, to out of the
communication range of an OP i; note that in this case, the vehicle v is within the
communication range of the OP i. Let 7, ; be the travel time of v from the current
position p,, to an OP i, as defined in Chapter 3.4.1.2. We use 7y to denote the sum of
cellular download time and DSRC upload time when a provider provides a file for
an RN via cellular and DSRC links. The vy value is decided by the size of file and
the bandwidthes of cellular and DSRC links. In Algorithm 3.1, the set S; is updated

considering vehicles’ travel times. First, a request vehicle (provider or consumer) that
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D: Provider Set R: Relay Node Set V: Request Vehicle Set

find a
provider

additional
donations

Fig. 3.4. The basic idea of multiple donations (DOVE™).

cannot satisfy the condition fpwi < yis removed from the set S;. In this case, a provider
cannot finish downloading the file using cellular links until it leaves the communica-
tion range of the OP, or a consumer will leave the OP before the file is ready. Second,
a consumer in the set S; is excluded when its expected content retrieval delay is longer
than the tolerance time constraint d. After pruning unsatisfiable vehicles, the DOVE
algorithm selects an RN that covers the largest number of vehicles. Then, we select
the first arriving vehicle at the OP as a provider from the set S7. Finally, we can obtain

the approximately minimum number of OPs with providers.

3.4.3.2 DOVE™" Algorithm (using Multiple Donations)

In the DOVE algorithm, each provider is scheduled to store the downloaded

file only at a single OP for other consumers. However, providers can put the file at
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multiple OPs since they will pass multiple RNs. Thus, we can enhance the DOVE
algorithm to take advantage of multiple donations to further reduce the number of
providers that consume cellular traffic. Fig. 3.4 shows the basic idea using multiple
donations (drawn by the gray lines). We call this enhanced algorithm DOVE™. The
following procedure of DOVE™ algorithm is the same as the DOVE algorithm except

step (3) additional donations:

(1) Select an S; to decide an OP that directly covers the maximum vehicles (line
6 in Algorithm 3.1). In Fig. 3.4, RN ry is selected as an OP. Then, it can cover

vehicles vi-v4 and vo4-vy6.

(2) Find a provider that is the first vehicle reaching the selected OP (line 7 in

Algorithm 3.1). In Fig. 3.4, a vehicle d| is selected as a provider for RN ry.

(3) Find additional consumers using RNs where a provider will pass (multiple do-
nations). In Fig. 3.4, d; can store the file in RN r,; and r,,, so this can addition-

ally cover vehicles v3g, v131, V4—1, and v,.
(4) Repeat the steps (1)-(3).

Clearly, there is a trade-off between DOVE and DOVE™ in terms of the reduced
cellular traffic and the content retrieval delay. DOVE™ algorithm reduces the aggre-
gated usage of cellular links for vehicles while increasing the average content retrieval
delay. We can select one depending on the requirements. Note that the time complex-
ity of DOVE or DOVE™ algorithms is computed as O(VF - min(V,F)), which is a

polynomial time [55].
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3.4.4 The Selection of Providers

In this chapter, we describe how we select providers. When the requested file
is located at the OP, the consumers passing through the OP can offload their cellular
traffic to the OP by DSRC communications. To cover as many vehicles as possible,
the TCC selects the first vehicle reaching the communication range of the OP as a
provider. The arrival time of vehicles is calculated using the time prediction model,
as described in Chapter 3.4.1. Note that incentives for providers can be rewarded by
mobile providers (e.g., reduced cost for using their cellular networks). The incentive

policy for data offloading is left as future work.

3.4.5 The Operation of Vehicles using Offloading Positions

When a vehicle receives the offloading information from the TCC, it can know
its OP and whether it is a provider or not. If a vehicle is selected as a provider,
the vehicle downloads the file over cellular link. Then, the provider stores the file
in the scheduled OP over DSRC link. On the other hand, if a vehicle is decided as
a consumer, it postpones downloading the file. Then, the vehicle retrieves the file
from the scheduled OP over DSRC link. Since the file is retrieved by DSRC link,
the consumer can reduce the cost of cellular link usage. Note that vehicles should
consume cellular traffic in the following cases: (i) vehicles are notified as providers
by the TCC, (ii) vehicles fail to receive the file from the scheduled OP, and (iii)

vehicles do not retrieve the file within the tolerance time.
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Table. 3.1. Simulation Configuration (DOVE)

Parameter Description
Road network The number of intersections is 49.
The area of the road map is 8.25kmx9km.
Communication Communication range R = 200 meters.

range of DSRC Bandwidth of the DSRC = 25 Mbps [14].

Number of vehicles | The number of vehicles moving within
(N) the road network. The default N is 300.
v ~ N(uy,0y) where p, = {20,25,...,60}
Vehicle speed MPH and 6, = 5 MPH [15, 54].
W) The maximum and minimum speeds of vehicles

are u, + 30, and u, — 30, respectively.
The default (uy,,G,) is (40,5).
Deployment ratio The ratio o of the number of deployed RNs

(o) to the total number of intersections.
The default o is 100%.
Tolerance time The maximum (tolerable) delay of vehicles.
(d) The default d is 600 sec (i.e., 10 min) [38].
Cellular The content downloading time through
downloading time | a cellular network.
(€] Cellular downloading time 7y is 47.9 sec.

(Assumption: file size=12 MB, BW=2.1 Mbps)

3.5 Performance Evaluation

In this chapter, we evaluate the performance of DOVE. Since we have no other
state-of-the-art algorithm for OP selection, we compare the selection algorithm of
DOVE (called DOVE) with the following: (i) a random selection algorithm that ran-
domly selects OPs (called Random), and (ii) a greedy selection algorithm that selects
an OP that covers the largest number of request vehicles without time consideration
(called Greedy), and (iii) DOVE™ algorithm (called DOVE™).

To this end, we have developed a packet-level discrete event simulator using
the SMPL [56]. Table 3.1 summarizes the detailed description of the simulation con-
figuration. We use a road network which consists of 49 intersections. The layout of

the road network is based on the map of Minneapolis downtown in Minnesota in the
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US. Each vehicle’s movement pattern is determined by a Hybrid Mobility model of
City Section Mobility model [57] and Manhattan Mobility model [58]. To reflect the
stop sign or traffic signal, each vehicle waits for a random (uniform) waiting time
between 0 and 10 sec at each intersection [15]. Each vehicle’s speed is generated
from a normal distribution of N(u,,0,) [15,54,59] as described in Table 3.1. The
communication-related parameters (e.g., DSRC communication range) in our eval-
uation are selected, based on a typical DSRC scenario [14]. To share a file in our
simulations, each request vehicle sends a content request to the TCC along with its
trajectory and current location information. Note that 5% of vehicles are selected as
request vehicles that request the file. The total size of the request vehicle set is 1,000
and we use the averaged evaluation results. Unless otherwise specified, the default

values of parameters in Table 3.1 are used.

3.5.1 Overall Performance of Data Offloading

We compare the offloading performance of DOVE, Greedy, Random, and DOVE™.
Note that we assume a perfect time-prediction solution of DOVE for comparison pur-
poses. The perfect time-prediction solution (called Perfect) is assumed that the TCC
can estimate the travel times of vehicles without any error caused by traffic signals.
Thus, all the vehicles perfectly perform offloading operations according to the TCC’s
schedule.

As shown in Fig. 3.5, we analyze the portions of the number of vehicles us-
ing the cellular network and the number of vehicles using the vehicular network to
the total number of request vehicles, respectively. When OPs are selected by DOVE,

more than a half of request vehicles (i.e., 57%) offload their traffic from the cellular
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network to the vehicular network. Also, the offloading ratio of DOVE™ is somewhat
increased (i.e., 60%) since DOVE™ reduces the number of providers by multiple do-
nations. Compared to Perfect (61% ), DOVE and DOVE" show almost comparable
performance. However, only 31% and 36% of request vehicles take advantage of
data offloading when they use Greedy and Random, respectively. These results indi-
cate that DOVE selects more effective OPs compared to Greedy and Random. As a
result, in Fig. 3.6, the reduced cellular traffic of DOVE (or DOVE™) is close to that
of Perfect. Note that Greedy selects an RN without time consideration. Thus, a lot
of consumers fail to retrieve a file when providers cannot store it timely in the OPs.
Similarly, Random does not consider the travel times of vehicles and randomly se-
lects OPs so that it also shows the low offloading ratio. The result of Greedy reveals
that a lot of consumers fail to receive a file, as providers cannot store it timely in the
OPs. Thus, Greedy and Random show the reduction of about a half of cellular traffic,
compared to Perfect as shown in Fig. 3.6.

Fig. 3.7 shows how many request vehicles successfully perform offloading op-
erations according to the TCC’s schedule. Vehicles fail in offloading operations when
consumers cannot obtain the file from the scheduled OP within the tolerance time or
providers cannot store the file in the OP. As shown in Fig. 3.7, DOVE and DOVE™
show the high success ratio (96% and 93%, respectively) while Greedy and Random
exhibit the lower success ratio. Because many request vehicles using Greedy or Ran-
dom may fail to retrieve a file due to the above two types of the failures. In DOVE,
about 4% of request vehicles fail in offloading operations due to the error of travel
time prediction. This incorrect prediction is caused by a variation of waiting time

due to traffic signals. Compared to DOVE, DOVE™ shows a little lower success ra-

63 A= T



Success ratio

CDF

0.8

0.6

0.4

0.2

0.50

0.80

0.96

0.93

1.00

Greedy Random DOVE DOVE+ Perfect

Selection algorithms

Fig. 3.7. The success ratio of offloading operations.

1

0.8

0.6

0.4

0.2

DOVE

Greedy ——o—
Random ——&— -

100 200

300 400 500 600

Delay (s)

Fig. 3.8. The CDF of content retrieval delay of consumers.

64



tio (93%) since the prediction error of provider can cause more serious impact (i.e.,
higher failure ratio) on multiple donations. Note that about 50% of request vehicles
using Greedy fail in offloading operations although Greedy chooses an RN that cov-
ers the largest number of request vehicles at each iteration. It shows the importance
of travel time prediction. Thus, if TCC can perform better travel time prediction by
real-time traffic measurement, our DOVE will provide a better data offloading.

Fig. 3.8 shows the cumulative distribution function (CDF) of content retrieval
delays. We analyze the content retrieval delay of each consumer. Note that we omit
the results of DOVE™ and Perfect since they shows the similar performance to DOVE,
and plotting their performance values hinders the readability of results. As shown in
Fig. 3.8, all the consumers using DOVE obtain the file within the delay bound (i.e.,
600 sec). However, Greedy and Random show the non-negligible portion of con-
sumers that exceed the delay bound (3.2% and 4.3%, respectively). This is because
Greedy and Random select OPs without considering the travel times of vehicles. Note
that many vehicles using Greedy have the shorter content retrieval delay than DOVE.
In DOVE, all vehicles are scheduled to utilize OPs considering the cellular down-
loading time 7y (of a provider) to reduce the failure probability of offloading opera-
tions. However, Greedy selects OPs although travel times are less than the cellular
downloading time, which leads to the fast content retrieval using cellular links due to
the failure of offloading. As a result, about a half of consumers using Greedy show

shorter content retrieval delay than vehicles using DOVE.
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3.5.2 The Impact of Vehicle Number

Assume that the number of DOVE users is proportional to the total vehicle num-
ber. Then, the number of vehicles in the road network determines the number of ve-
hicles participating in DOVE service. In this chapter, we show how many vehicles
can offload their traffic from cellular links to the vehicular network, as the number
of DOVE users increases. In our simulations, we assume that 5% of vehicles partici-
pate in DOVE service to retrieve the same content file. As more vehicles in the road
network request the same popular file, both the number of overlapped RNs (candi-
dates for OPs) and the number of consumers passing through each OP also increase
together. Thus, a significant reduction in cellular traffic is expected when vehicles
utilize the OPs for data offloading.

Fig. 3.9 shows the reduction of cellular traffic with varying the number of vehi-
cles, that is, from 100 to 500. For comparison, we normalize the results since the num-
ber of vehicles requesting the same file is changed under different vehicle numbers.
In Fig. 3.9, as the number of vehicles increases, DOVE and DOVE™" reduce a sig-
nificant amount of cellular traffic. However, Greedy and Random show the marginal
difference in traffic reduction. This is because many vehicles using Greedy and Ran-
dom fail in offloading operations, leading to the performance degradation. In contrast,
most vehicles using DOVE and DOVE™ successfully perform offloading operations
since they select OPs based on the time prediction. These results indicate the growth
in consumers passing through each OP causes the performance degradation when
providers fail to store the file at OPs.

To investigate the content retrieval delay of vehicles, we define the term average

retrieval delay to be the average of the content retrieval delays of all vehicles. In
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Fig. 3.10, we notice that the average retrieval delays of all the algorithms increase
as the number of vehicles increases. This is because many vehicles postpone content
downloading and try to retrieve the file via vehicular networks, which increases the
content retrieval delay of each consumer, leading to the longer average retrieval delay.
However, the content retrieval delay of a vehicle in Greedy and Random can be longer
than the expected travel time to the selected OP when vehicles fail in offloading
operations and switch to cellular links. Also, the average retrieval delay of DOVE™ is
longer than DOVE since multiple donations of DOVE™ increase vehicles’ travel time

to the scheduled OPs.

3.5.3 The Impact of Vehicle Speed

We investigate how the change of mean vehicle speed affects the performance
of data offloading. Fig. 3.11 shows the reduced cellular traffic under different mean
vehicle speeds. As shown in the Fig. 3.11, for DOVE, DOVE™, and Random, the
higher vehicle speed somewhat increases the reduced cellular traffic. This is because
the high vehicle speed yields the shorter travel time of vehicles, so this increases
the number of vehicles that can utilize the OPs within the delay bound (i.e., 600
sec). However, the high vehicle speed slightly decreases the reduced cellular traffic
of Greedy. This is because Greedy selects an RN that covers the largest number of
vehicles, so the failure of providers increases the failure of consumers exploiting OPs.

In Fig. 3.12, the higher vehicle speed decreases the average retrieval delay of all
the algorithms. This is because the shorter travel time of vehicles decreases the av-
erage retrieval delay. Compared to DOVE, the lower vehicle speed highly increases

the average retrieval delay of Greedy and Random. This is because a lot of vehicles
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cannot retrieve the file until the delay bound, leading to the increase of the content
retrieval delay. Note that the average retrieval delay of DOVE™ is longer than DOVE
because of the longer travel time to the scheduled OPs, but the trends of two algo-

rithms are the same.

3.5.4 The Impact of Waiting Time

We also investigate the impact of the waiting time of the TCC on the perfor-
mance. To show the trend of performance, we assume the requests for the popular
file from the request vehicles arrive at the TCC with the fixed rate of 0.5 requests
per second. Fig. 3.13 shows the average retrieval delay and the reduced cellular traf-
fic under different waiting times of the TCC. The longer waiting time leads to the

more reduction of cellular traffic, but it increases the average retrieval delay. This is
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because the longer waiting time can increase the number of vehicles that request the

same file with a high probability.

3.5.5 The Impact of Deployment Ratio and Tolerance Time

We investigate how the partial deployment of RNs and tolerance time affect the
performance of DOVE. Fig. 3.14 shows the reduced cellular traffic under different
deployment ratios, that is, from 10% to 100%. When the ratio is 100%, RNs are
assumed to be deployed at all intersections. Note that we assume that RNs are de-
ployed starting from the center toward the boundary of the road network. In all the
algorithms, the higher deployment ratio leads to the less usage of cellular links. Com-
pared to DOVE (or DOVE™), Greedy and Random achieve lower performance gain
since they cannot fully utilize the densely deployed RNs. Interestingly, DOVE shows
that RNs in only 20% of intersections can reduce the 55.7 GB of cellular traffic, that
is, about half of traffic reduction in the full deployment scenario (i.e., 100.3 GB).
This result indicates our DOVE framework can achieve substantial data offloading
even with the partial deployment scenario. In our simulation setting, the deployment
ratio of 50% with DOVE algorithm shows the 10% of performance difference (91.5
GB) compared to the full deployment scenario.

Fig. 3.15 shows the reduced cellular traffic under different tolerance times, that
is, from 300 sec to 900 sec. As shown in Fig. 3.15, DOVE and DOVE™ show almost
comparable performance, and the longer tolerance time increases the reduced cellular
traffic in all the algorithms. This result implies that more tolerant users have more
chances to offload their traffic from cellular links to RNs through DOVE. Also, longer

tolerance time can increase the success probability of offloading operations since it
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can reduce the effect of prediction error caused by a variation of waiting time due to
traffic signals. Therefore, it can be concluded that DOVE can provide cost-effective

offloading service with infrastructure nodes for the driving safety.
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Chapter 4

Conclusion

This dissertation investigated the traffic reduction schemes to address the traffic
explosion problem, which is becoming a serious concern for network providers. In
particular, we focused on two different domains, information-centric networking and
information-centric vehicular networks.

We first proposed a content discovery scheme called SCAN for information-
centric networking. SCAN improves both reachability and efficiency by using a name-
based routing and content discovery called scanning. When there are cached copies
of a requested content in the vicinity, scanning is performed to find nearby cached
contents to efficiently deliver content. In order to handle the huge number of cached
contents and reduce the overhead of information exchange, SCAN exchanges the
compressed content information using Bloom filters. Simulation results demonstrate
that SCAN can deliver the contents to the users faster than other schemes since it can
locate nearby cached contents. Furthermore, SCAN reduces the total volume of net-
work traffic and provides better load balancing among the links. In the future, we will
investigate forwarding strategies and parallel transmission mechanisms that utilize a
multi-path to enhance the performance of SCAN.

We next proposed a Data Offloading framework through Vehicular nEtworks
(DOVE). In DOVE, vehicle trajectories are utilized for data offloading. To select

effective offloading positions (OPs), we formulated the problem of selecting offload-
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ing positions (OPs) as a spatio-temporal set-covering problem and then proposed a
time-prediction based set-covering algorithm. Simulation results show that DOVE
can reduce about 57% of cellular link usage via OPs. We believe our DOVE will be
used as one of solutions to resolve the mobile traffic explosion. As future work, we
will investigate how to use RSUs as providers that can fetch the data from the Internet
without using cellular links, and also how to deal with large-size content files for data

offloading with multiple OPs.
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