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Abstract

Electrical energy storages (EES) systems provides various benefits of high energy effi-

ciency, high reliability, low cost, and so on, by storing and retrieving energy on demand.

The applications of the EES systems are wide, covering contingency service, load leveling,

peak shaving, energy buffer for renewable power sources, and so on. Current EES systems

mainly rely on a single type of energy storage technology, but no single type of EES ele-

ment can fulfill all the desirable characteristics of an ideal electrical energy storage, such

as high power/energy density, low cost, high cycle efficiency, and long cycle life. A hybrid

electrical energy storages (HEES) system is composed of multiple, heterogeneous energy

storage elements, aiming at exploiting the strengths of each energy storage element while

hiding its weaknesses, which is a practical approach to improve the performance of EES

systems. A HEES system may achieve the a combination of performance metrics that are

superior to those for any of its individual energy storage elements with elaborated system

design and control schemes.

This dissertation proposes high-level optimization approaches for HEES systems in

order to maximize their energy efficiency. We propose new architectures for the HEES sys-

tems and systematic design optimization methods. The proposed networked charge transfer

interconnect (CTI) architecture and bank reconfiguration architecture minimizes the power
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conversion loss and thus maximizes the charge transfer efficiency of the HEES system. We

also point out the limitation of the conventional control schemes and propose a joint opti-

mization design and control considering the power sources. The proposed maximum power

transfer tracking (MPTT) operation and MPTT-aware design method effectively increases

energy harvesting efficiency and actual available energy. We finally introduce a prototype

of a HEES system implementation that physically proves the feasibility of the proposed

HEES system.

Keywords: energy storage system, hybrid electrical energy storage system
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Chapter 1

Introduction

Electrical energy is a high quality form of energy [1], which can be easily and efficiently

converted to other forms of energy and used to control other lower quality forms of energy.

Transformity of energy, which is the amount of one type of energy required to produce a

heat equivalent of another type of energy, is an important factor of the quality of energy.

Energy with higher transformities require larger amounts of sunlight for their production,

and therefore are more economically useful [2]. Electrical energy can be efficiently trans-

formed into other forms of energy, with a transformity of 1.59⇥105 seJ/J (solar emjoules

per joule), which is 2–4 times higher than that of fossil fuel energy [3].

Electrical energy consumption in a system changes over time due to changes in the

power requirements of load devices and user behaviors. The level of power generation of

fossil fuel power plants and nuclear power plants cannot be adjusted immediately, and so

they are not capable of dealing with the rapid change in the power consumption. Therefore,

we should always generate larger amount of electricity than actually needed to prevent

power unreliability, which is unused and wasted.

Renewable power sources also have unreliable power generation characteristics. The
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level of power generation of the renewable power sources, such as solar cells and windmills,

is heavily dependent on environmental factors (e.g., the solar irradiance level or climate

conditions) that are not controllable. Furthermore, power generation from such renewable

power sources and the power consumption are typically not balanced with each other in

terms of time.

Storage of excess energy mitigates over-investment in power generation facilities and

avoids energy waste. An electrical energy storages (EES) system is an energy reservoir

which can store energy electrically for future use. EES systems increase availability of

electrical energy, mitigate supply-demand mismatches, and reduce the generation capacity

required to meet the peak-power demand.

Nevertheless, EES system technologies are still short for wide deployment. So far, de-

velopment of a better energy storage element technology has been focused as a key to suc-

cess of high-performance EES systems. However, despite active research on the new energy

storage element technologies, it is not likely for us to have an ultimate high-efficiency, high-

power/energy capacity, low-cost, light-weight, and long-cycle life energy storage elements

in the near future. In other words, there is no single type of energy storage element that can

fulfill all the desired requirements as of toady. Current EES systems that are composed of

heterogeneous energy storage elements are subject to the limitation of the energy storage

elements that are used.

It is a practically promising solution to develop system-level design methodology that

enhances storage system performance and lifetime through efficient use of the current en-

ergy storage technologies. Hybrid electrical energy storages (HEES) systems consist of

multiple heterogeneous EES elements in order to exploit the advantages of the EES el-

ements while hiding their shortcomings with aid of system-level managements such as

architecture and control policy designs [4, 5]. This approach aims to achieve the a combi-
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nation of performance metrics that are superior to that for any of its individual EES compo-

nents from the heterogeneity. However, such improvements can be achieved only by HEES

systems that are well designed and well controlled by elaborated design and control tech-

niques. Hence, development of design and control techniques for HEES systems is the goal

of this dissertation.

1.1 Motivations

Let us discuss the motivation of the hybrid approach for the EES systems from the issues in

designing memory subsystem of computers. Table 1.1 shows some representative computer

memory devices. Static random access memory (SRAM) has the lowest latency and highest

throughput but expensive and has low capacity. On the other hand, dynamic random access

memory (DRAM) is inferior to the SRAM in terms of latency and throughput, but cheap

and has a high capacity. Mass storage devices such as a hard disk drive (HDD) and flash

memory have even lower cost, higher capacity, non-volatility, but are subject to limited

random access capability and write count. Composing the required memory space with

the SRAM only is infeasible due to its high cost except for supercomputers where cost

is not a primary issue. On the other hand, using HDD or flash memory only cannot meet

the latency and throughput requirements of the central processing unit (CPU) core and

suffers from poor random access capability and limited write count. Computer architects,

therefore, have remedied this problem by building a hierarchy of different types of memory

devices. A typical memory hierarchy example is illustrated in Figure 1.1(a). L1 (level 1)

SRAM cache provides the best latency and throughput but smallest capacity, and L2 (level

2) SRAM cache has a bit poor latency and throughput but is larger than the L1 cache. They

both generally reside on chip to provide a fast access speed. The DRAM main memory is
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Figure 1.1: Comparison of computer memory hierarchy and HEES system architecture.

placed off chip, or sometime on chip for better latency, provides a much larger capacity

with a higher latency and lower throughput than the L1/L2 SRAM caches. Finally, the

slowest HDD and flash memory are used to provide the largest storage space. There are

many policies to utilize this memory hierarchy efficiently, but generally speaking, we use

a faster memory to store frequently accessed data to take advantages of its high speed, and

overcome its capacity limitation by moving less frequently accessed data down to a slower

memory. As a result, this memory hierarchy enables the CPU to exploit the low latency of

the L1 SRAM cache as well as the large capacity of the HDD at the same time.

The HEES systems aim at similar benefits by using multiple heterogeneous EES el-

ements. Instead of relying on a single type of EES element, the HEES systems exploit

distinct advantages of multiple heterogeneous EES elements and hide their drawbacks.

For instance, electrical vehicle (EV) and hybrid electrical vehicle (HEV) exhibit frequent

charge/discharge cycles with a short period and a large amount of current. Conventional
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batteries make it difficult to maintain a high efficiency and a longer cycle life in such an op-

erational environment. Use of supercapacitors may be huge upgrade in terms of efficiency

and cycle life. However, the current supercapacitor technologies have serious disadvan-

tages in energy density and cost, which makes it hard to completely replace the battery in

EV with supercapacitors despite of a testbed supercapacitor-only EV [7]. Use of superca-

pacitors in a complementary manner reinforces the drawback of the battery through high

power density, long life cycles, and high efficiency [8, 9, 10, 11].

A conceptual drawing of the HEES system is shown in Figure 1.1(b). An HEES system

is comprised of a number of EES banks, and is connected to external power sources and

load devices. The HEES system in Figure 1.1(b) is composed of a supercapacitor, lithium-

ion battery, and lead-acid battery. Similar to the computer memory hierarchy, the HEES

system exploits different superiorities of these three energy storages: the high power den-

sity and long cycle life of the supercapacitor and the relatively low cost and high energy

density of lithium-ion battery and lead-acid battery. The charge transfer interconnect (CTI)

internally connects the energy storages, external power sources, and external load devices

though appropriate power converters.

Employing the HEES system concept comes with additional design considerations. De-

ployment of an HEES system does not always guarantee better performance unless proper

design consideration is elaborated. Designer should carefully determine selection of EES

elements, proportion of each energy storage elements, system architecture, management

policy, etc, in order to maximize the benefits of the HEES system over the conventional

homogeneous EES systems.
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1.2 Contribution and Significance

This dissertation is to leverage the advantages of the HEES systems with elaborated archi-

tecture design and control policies mainly focusing on the energy efficiency improvement.

There are different levels of approaches, from material development for energy storage

elements to high-level system management, that maximize the benefits of the HEES sys-

tems. Among them, we focus on high-level approaches. More specifically, we consider the

following questions throughout this dissertation.

• How to leverage the advantages of different energy storage elements?

• What factors and components affect the energy efficiency of the HEES systems?

• How to maximize the benefits of the HEES systems through architecture-level and

system-level design methodologies?

• How to achieve the joint optimization of the HEES systems together with the power

sources and load devices?

Contributions of this dissertation can be summarized as follows.

• We propose new architecture designs for the HEES systems to maximize the energy

efficiency. We introduce the optimization issues involves in the new architecture de-

signs and their operations.

• We model the problems for the HEES systems as conventional electronic design

automation (EDA) problems and utilize the solution methods for the EDA problems

for the HEES systems. We show potential that the systematic optimization methods

of EDA problems can be used for the HEES system optimizations.

• We study the limitations of conventional operating methods and suggests a new
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method that maximizes the energy efficiency. We specially focus on maximizing so-

lar energy harvesting considering the energy efficiency of the HEES systems.

• We implement a prototype of a HEES system to verify the proposed control methods.

1.3 Organization of Dissertation

Chapter 2 reviews the background study on the energy storage elements and related work

in EES and HEES systems. Chapter 3 is a discussion on the architecture, components, and

design considerations of the HEES systems. Chapter 4 introduces our system-level design

optimization efforts for the HEES systems. Chapter 5 expands the optimization scope to

include the power sources. Chapter 6 introduces some experimental results and HEES sys-

tem prototype implementation. Chapter 7 concludes this dissertation and suggests future

research directions.
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Chapter 2

Background and Related Work

2.1 Electrical Energy Storage Elements

An EES element is a unit device or apparatus that is capable of storing electrical energy in

the potential, kinetic, chemical, or another form of energy, and restoring the stored energy

back to the electrical energy. An example of widely known EES elements is an alkaline

battery. There are diverse kinds of EES elements developed and used so far. In this chap-

ter, we overview the various EES elements and compare their characteristics in different

aspects. We first discuss some important metrics that are used to evaluate EES elements

in Section 2.1.1 in detail. We compare some representative EES elements in the aspects

of discussed metrics in the following Section 2.1.2. We do not discuss internal principles

of storing the energy, such as chemical reactions, in detail, but focus on evaluating their

performances and prices as energy storages.
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2.1.1 Performance Metrics

In this section, we discuss the performance metrics that we use to describe EES elements

in Section 2.1.2. We focus on how a good EES element and a poor EES element should be

combined in a view point of HEES system design.

2.1.1.1 Power and Energy Density

Power density is defined as the rated output power divided by volume (W/L) or mass (W/kg)

of the EES element. Similarly, energy density is the stored energy divided by the volume

(Wh/L) or mass (Wh/kg). Generally speaking, power density is related to the amount of

instant power that the ESS element can handle; on the other hand, energy density is related

to the time duration that the EES element can last with handling a certain amount of power.

Supercapacitor and flywheel have a high power density, batteries typically have a marginally

high power density. High-power density EES elements are suitable for dealing with short-

duration high-power temporary energy buffer. Metal-air batteries and fuel cells have a high

energy density which is multiple orders of magnitude higher than typical batteries. High-

energy density EES elements are suitable for a long-term steady energy storage. Super-

capacitor is one of the EES elements that has the worst energy density, and so it is not

beneficial to use supercapacitor alone as a large-scale energy storage.

A HEES system can take advantage of high-energy density EES elements for large-

amount, long-term storage and compensate its power density with a relatively small amount

of high-power density EES elements. Battery-supercapacitor hybrid is a representative ap-

plication that exploits the high energy density of the battery and high power density of the

supercapacitor [8, 12, 13, 14, 15, 10, 11, 16, 17, 18, 19, 20, 21, 9].
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2.1.1.2 Capital Cost

Capital cost, which is one of the most important considerations in the design and imple-

mentation of an EES system, is typically represented in the forms of cost per unit of output

power ($/W) or per unit of delivered energy ($/Wh). Capital cost determines how much

money should be invested in order to build an EES system with certain amount of energy

capacity or power capacity.

We should carefully determine the portion of expensive (but good) EES elements and

inexpensive (but poor) EES elements with given constraint on the total amount of available

money. In fact, the capital cost gap between EES elements is the fundamental motivation

of hybrid approach because we cannot use unlimitedly large amount of good and expensive

EES elements to meet the all requirements. For example, we may need a small amount of

supercapacitors to meet a power requirement, but may need a very large amount of them

to meet an energy requirement due to their poor energy density, which would lead to an

impractically high capital cost.

Some previous research attempt to minimize the cost of HEES systems. A sizing opti-

mization method for stand-alone photovoltaic power systems with a HEES system is pre-

sented to find the cost-optimal combinations of photovoltaic module, fuel cell, and bat-

tery [22]. Control strategies for a battery and fuel cell HEES system is studies for optimiza-

tion of system performance and cost [23].

2.1.1.3 Cycle Efficiency

Cycle efficiency of an EES element is defined by the round-trip energy efficiency, i.e., ratio

of the amount of energy output during discharging to the energy input during charging.

In other words, the cycle efficiency is the product of charging efficiency and discharging
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efficiency. Here, the charging efficiency is the ratio of energy stored in an EES element after

charging to the total energy supplied to that element during the entire charging process, and

discharging efficiency is the ratio of energy extracted from an EES element during the

discharging to the total energy before the discharging process begins.

Cycle efficiency is significantly affected by charging/discharging profiles, i.e., the amount

and shape of the charging/discharging current. For example, due to the well-known rate ca-

pability issue, the total charge or energy delivered by a battery goes down with the increase

in load current, resulting in lower discharging efficiency. At the same time, the recovery

effect of battery which recovers the terminal voltage during idle periods between current

pulses also affects the cycle efficiency of the battery [24].

Supercapacitor and flywheel have a very high cycle efficiency which is close to 100%

and less affected by the charging/discharging profile. A high cycle efficiency means less

energy loss during charging and discharging processes which leads to low operational cost

per each cycle. Therefore, it is wise to use a high-cycle efficiency EES element such as

supercapacitor for frequent charging/discharging applications.

2.1.1.4 State-of-Health and Cycle Life

State of health (SoH) of an EES element is a measure of its age. It reflects the general

condition of the EES element and its ability to store and deliver energy compared to its

initial state (i.e., compared to a fresh new EES element). During the lifetime of the EES el-

ement, its capacity or ‘health’ gradually deteriorates due to irreversible physical and chem-

ical changes which take place along with usage. The cycle life is the maximum number of

charging and discharging processes that an EES element can perform before its capacity

drops to a specific percentage (60–80% typically) of its initial capacity. It is one of the key

performance parameters and gives an indication of the expected working lifetime of the
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EES element. Obviously cycle life of an EES element is closely related to the replacement

period and full cost of the element according to a lifecycle analysis.

The cycle life of an EES element heavily depends on the usage pattern of the element,

especially to the depth of discharge (DoD) which is defined as ratio of used capacity to

the initial full capacity. For lead-acid batteries, the number available charging/discharging

cycles increases when lowering the DoD [25]. Similar conclusions hold for most electro-

chemical batteries.

Typically, EES elements whose operation principles are based on electrical, mechanical

or thermal technologies, such as supercapacitor, flywheel, thermal energy storage (TES),

cryogenic energy storage (CES), typically have long cycle lives. In contrast, cycle life of

electrochemical batteries are not that high due to unavoidable chemical deterioration of the

electrodes during their operation.

2.1.1.5 Self-Discharge Rate

Self-discharge rate is a measure of how quickly a storage element loses its energy when

there is no charging and discharging current. It is heavily dependent on how the EES el-

ement stores the energy inside, as well as ambient conditions such as temperature and

humidity. Supercapacitor and flywheel, which have a high cycle life, have highest self-

discharge rate; they loss all the energy within couple of weeks or days, or even hours. On

the other hand, electrochemical batteries store the energy with stable chemicals, and do not

lose so much energy by themselves. The self-discharge rate is related to the operational en-

ergy cost. One should not store energy in a supercapacitor if it is expected that the energy

will not be used for a long time.
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2.1.1.6 Environmental Impacts

The importance of environmental friendliness of EES elements is being realized recently.

Typically, electrochemical batteries have negative impacts on the environment due to their

toxic metals such as lead and cadmium that may be harmful if not disposed of properly.

They should be recycled properly for both reducing environmental impact and securing

resources [26]. On the other hand, supercapacitor and flywheel have very small or almost

negligible impacts on the environments, not only because they no not contain harmful mate-

rials, but also because of their long life cycle. The environmental impacts is closely related

to the cycle life. We can reduce the negative impacts of using harmful EES elements by

extending the life cycle of them.

2.1.2 Energy Storage Elements

The primary driving force of EES system research has been energy storage element tech-

nology such as advanced batteries and supercapacitors [27, 28]. This is because that perfor-

mance of homogenous EES systems is largely determined by the energy storage element

characteristics. There are numerous types of energy storage elements that stores energy in

various forms of potential energy, kinetic energy, chemical energy, and so forth, but we

limit the focus of energy storage elements that directly accept electrical energy: batteries

and supercapacitors. The advantages of batteries and supercapacitors include higher cycle

efficiency, lighter weight, no moving components in the power converter and energy stor-

age, etc. We deal with only batteries and supercapacitors, leaving other types of energy

storages out of our scope, but diverse types of energy storages such as kinetic, thermal and

chemical energy storages are also available. Examples include flywheels [29], compressed

air [30], hydropower using dams [31], thermal energy storage [32], hydrogen-based chem-
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ical energy storage system [33], etc.

Energy storage elements have different characteristics. Desirable characteristics of an

ideal EES element include a high power density, high energy density, low cost, high cycle

efficiency, long cycle life, low self-discharge, high rate capability, and small environmen-

tal effect, and so on, as described in Section 2.1.1. These performance metrics are largely

variable by the operating conditions. For example, cycle life has exponential dependency

on the state of charge (SoC) swing and average SoC, and cycle efficiency is largely de-

pendent on the rate capability. Temperature is an important factor that influences both the

cycle life and cycle efficiency. Table 2.1 compares some important characteristics of several

representative EES elements. We see that they have distinctive characteristics, and unfor-

tunately, no single type of energy storage element can simultaneously fulfill all the desired

characteristics of the ideal one.

2.1.2.1 Lead-Acid Batteries

As one of the oldest and most developed rechargeable battery technologies, lead-acid bat-

teries have short cycle life and low energy density due to the inherent high density of lead

as a metal. Besides, they also have a poor low temperature performance and thus a ther-

mal management system is required. In spite of these disadvantages, their ability to supply

high surge currents means that such lead-acid cells maintain relative high power density.

These features, along with their low cost and high energy efficiency, make lead-acid bat-

teries suitable in motor vehicles so as to provide the high current demand for automobile

starter motors. Lead-acid batteries have also been used in a few large-scale commercial

energy management systems. Figure 2.1(c) shows an example of a valve-regulated (sealed)

lead-acid battery pack, Panasonic LC-R123R4P.

Lead-acid battery technology is considered quite mature now [34], but there are still
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efforts to find better materials for the current collectors, electrodes, electrolytes, etc [35,

36]. A new emerging technology to replace conventional lead-acid batteries is soluble lead-

acid flow battery [37, 38, 39]. Though it is still a infancy technology, it has advantages over

other types of flow batteries that it requires single electrolyte and no membrane separator. It

is suitable for large-scale applications and uses more environmentally friendly electrolyte

than the conventional lead-acid batteries, but its DoD-sensitive cycle life and low cycle

efficiency should be overcome [37].

2.1.2.2 Lithium-Ion Batteries

Lithium-ion battery, first demonstrated in the 1970s, is a family of rechargeable batteries

in which lithium ions move from negative electrode to positive electrode through discharg-

ing, and in opposite direction during charging. It is now the battery of choice in portable

electronic devices and is growing in popularity in military, electric vehicle, and aerospace

applications. The growing popularity of lithium-ion battery is mainly due to the following

reasons: high energy density, high efficiency, long cycle life, no memory effect, and low

self discharge rate.

While taking over 50% of the small portable devices market [34], there are some chal-

lenges to build large-scale lithium-ion based EES. The main hurdle is the high cost due to

special packaging and internal overcharge protection circuits. Manufactures are working to

reduce the manufacturing cost of lithium-ion batteries to capture large new energy markets,

especially markets for the electrical vehicles. Figure 2.1(b) shows a 18650 size lithium-ion

battery, ICR18650-22F from Samsung SDI. Multiple lithium-ion batteries of this size are

combined in a pack and widely used for portable devices such as laptops.

Like supercapacitors, new materials such as graphene and silicon thin film are under

development to improve energy density and cycle life of the lithium-ion batteries as shown
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Panasonic LC-R123R4P
Nominal voltage: 12 V

Rated capacity: 3.4 Ah (20 hour rate)

133 mm

60 m
m

67 mm

(a) Lead-acid battery

(c) Supercapacitor 

Sanyo HR-3UTGA
Nominal voltage: 1.2 V
Rated capacity: 2.0 Ah

(d) NiMH battery

Samsung SDI ICR18650-22F
Nominal voltage: 3.7 V
Rated capacity: 2.2 Ah

(e) Li-ion battery 

62 mm

33 m
m

AA size

50 m
m

14 mm

18.6 m
m

65.2 mmD size 18650 size

Maxwell Technologies BCAP0310
Capacitance: 310 F

Rated voltage: 2.7 V
Rated capacity: 0.31 Wh

Figure 2.1: Example products of supercapacitor and various batteries.
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Figure 2.2: Specific capacity improvement with respect to the electrode weight of lithium-

ion batteries with new electrode materials.

in Figure 2.2 [27, 28, 40, 41, 42, 43, 44, 45, 46, 47, 48].

2.1.2.3 Nickel-Metal Hydride Batteries

Nickel-metal hydride (NiMH) battery is a type of rechargeable battery similar to the nickel-

cadmium (NiCd) cells. The only difference is that the former one uses a hydrogen-absorbing

alloy for negative electrode instead of cadmium. The energy density of NiMH batteries is

more than double that of lead-acid batteries and 40% higher than that of NiCd batteries.

The NiMH battery relatively inexpensive to purchase. However, they suffer from the mem-

ory effect, although much less pronounced than that in the NiCd ones, and have a rather

high self-discharge rate. Recently, low self-discharge (LSD) NiMH battery are commer-

cialized for portable devices. Figure 2.1(d) is a commercial product of an AA size LSD

NiMH battery from Sanyo. Toyota Prius HEV also uses NiMH batteries [49].

The most significant feature of NiMH batteries is the high power density, which is the
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highest among existing battery types. Therefore these batteries are widely used in high

current drain consumer electronics, such as digital cameras with liquid crystal displays

(LCDs) and flashlights. Recently, they have been used in hybrid electric vehicles such as

the Toyota Prius, Honda Insight, Ford Escape Hybrid, Chevrolet Malibu Hybrid, and Honda

Civic Hybrid.

2.1.2.4 Supercapacitors

Electric double-layer capacitors, more commonly known as supercapacitors or ultracapaci-

tors, are widely exploited to mitigate load current fluctuations in the batteries. Supercapac-

itors have a superior cycle efficiency which reaches almost 100%, and long cycle life [50].

Moreover, compared with batteries, supercapacitors exhibit significant higher volumetric

power density but lower energy density [51]. Thus they are suitable for energy storage

in situations with frequent charging/discharging cycles or periodic high current pulses. In

a battery-supercapacitor hybrid system, the supercapacitor stores surplus energy from the

battery during low demand periods, and provides extra energy during peak load current

demand period.

However, a distinct disadvantage of a supercapacitor is its large self-discharge rate com-

pared to that of ordinary batteries. A supercapacitor may lose more than 20% of its stored

energy per day even if no load is connected to it. Another important concern of superca-

pacitors in HEES systems is the terminal voltage variation coming from the characteristics

of a capacitor nature whereby the terminal voltage is linearly proportional to its SoC. The

terminal voltage increases or decreases accordingly as the supercapacitor is charged or

discharged. This terminal voltage variation is much higher than that observed in typical

batteries. This effect results in a significant conversion efficiency variation in the power

converters which are connected to the supercapacitors. The hybrid energy storage systems
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Figure 2.3: Power and energy density improvement of supercapacitors with new electrode

materials. Package density is approximated to the half of the density with respect to the

electrode weight [56].

including the supercapacitor should properly account for the above characteristics to be

practical.

Figure 2.1(a) is a supercapacitor commercially available, BCAP0310 from Maxwell

Technologies. Its size is same to the D size battery, and it has a 310 F capacity with the

maximum voltage of 2.7 V, which results in 0.31 Wh energy capacity. A high energy density

D size lithium primary battery has 68.4 Wh energy capacity.

Research efforts are being devoted to develop new materials that enhances the en-

ergy density of the supercapacitors as shown in Figure 2.3. Graphene and carbon nanotube

(CNT) are actively studied for supercapacitor electrodes [40, 52, 53, 54, 55, 56, 57, 58, 59].

For example, graphene/CNT composite electrodes introduced in [55] achieves a very high

energy density 155.6 Wh/kg which is compared to NiMH batteries.
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2.1.2.5 Other Energy Storage Elements

There are also other types of EES elements such as NiCd battery, sodium-sulfur (NaS) bat-

tery, metal-air battery, and flywheel. We do not cover all the detail of those EES elements.

Characteristics of those EES elements are summarized in Table 2.1 together with the EES

elements we discussed above.

2.2 Homogeneous Electrical Energy Storage Systems

2.2.1 Energy Storage Systems

An EES system is an energy reservoir which stores electrical energy and supplies the energy

when necessary [34]. The electric energy is stored in the EES system as potential energy,

kinetic energy, chemical energy, or in some other form. EES systems perform many use-

ful functions such as load leveling, contingency service, voltage stabilization, maximum

power point tracking (MPPT) for renewable power sources, etc, for a wide range of ap-

plications including portable devices, household appliances, electrical vehicles, and even

power grid. Storing energy connected to the power grid enables electricity to be produced

when the demand is low or generation cost is low, and consumed when the demand is high

or generation cost is high. It reduces the maximum power generation capacity requirement

of the power generation infrastructure by reducing the peak demand. Another representa-

tive application is renewable power sources. The EES systems are considered mandatory

for renewable power sources to enable MPPT that maximizes the power generation from

the power source regardless the load demand.

A typical EES system consists of a single type of EES elements. A variety of EES ele-

ments is introduced and utilized these days, and they have different characteristics in many
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aspects. Desirable characteristics of an ideal EES element include a high power density,

high energy density, high cycle efficiency, low cost, long cycle life, small environmental

effect, and so on. Table 2.1 compares some important characteristics of several represen-

tative EES elements. We see that they have distinctive characteristics, and unfortunately,

no single type of EES element can simultaneously fulfill all the desired characteristics of

an ideal EES element. For example, a lead-acid battery provides a high energy capacity,

low self-discharge, relatively constant terminal voltage, and relatively low cost, but suffers

from a lower rate capability and limited cycle life when compared with supercapacitors.

In contrast, a supercapacitor is superior to the lithium-ion battery in cycle efficiency, cy-

cle life, and capability of dealing with high peak power demands, but its energy density

and self-discharge rate are poor. Therefore, an EES system made of a single type of EES

element is bounded by the particular limitations of the EES element used.

A typical EES system consists of a single type of energy storage elements. This is

natural since the homogeneity offers ease of implementation, control and maintenance.

Figure 2.4 illustrates the architecture of a typical homogeneous EES system. It is composed

of energy storage elements, input power converter, and output power converter. Multiple

energy storage elements are typically combined together to provide high energy capacity

and/or high power capacity. The input converter (e.g., air compressor, motor, and charger)

performs energy transduction and/or power regulation from the power source to the energy

storage element, and the output converter (e.g., turbine, generator, and DC–DC converter)

performs the same from the energy storage element to the load device. Applications of the

EES systems include a wide range of scales from portable devices (a few Wh or smaller);

household appliances and electrical vehicles (a few kWh); and even power grid (hundreds

of kWh or larger).

Significant research effort has focused on EES systems for decades because storing
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Figure 2.4: Architecture of a typical homogeneous EES system.

excess electrical energy is a natural need. Recent world-wide energy crisis is even more ac-

celerating the demands on practical deployment of EES systems. There are numerous EES

systems deployed over the world that are composed of lead-acid batteries, NiCd batteries,

lithium-ion batteries, or regenerative fuel cell [65]. EES systems are deployed for purposes

of power supply variation compensation and peak load shaving. The Department of Energy

introduces that a battery array incorporated with the solar cell in a house substantially en-

hances efficiency, and reduces overall energy cost despite the cost of the battery [66]. Some

testbed residential EES systems are equipped with lithium-ion batteries [67, 68].

Designing homogeneous EES systems involves numerous design considerations. First

of all, selection of the energy storage element is the most important decision of a homo-

geneous EES system design since the system performance is primarily determined by the

energy storage elements used. Power and energy capacity of a homogeneous EES sys-

tem is scaled by scaling the energy storage element array dimension, and the total capital

cost is determined accordingly. Cycle efficiency and cycle life is compromised with the

cost because they are related with the power capacity (maximum charge/discharge current

limitation to and from the energy storage elements) and energy capacity (SoC variation),
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respectively. The self-discharge rate is determined by what energy storage elements used,

and is constrained by the EES system’s application (short-term or long-term storage pur-

pose). Both the cycle efficiency and self-discharge rate are closely related with energy cost

during operation. The power converter design is crucial because its efficiency gives signif-

icant impact on the whole EES system efficiency. Input and output control and adaptation,

such as consideration of power grid electricity price, MPPT of the input sources, etc., also

should be taken into account.

2.2.2 Applications of EES Systems

The EES systems are widely utilized for diverse applications. A comprehensive review of

the EES system applications is presented in [34]. The focus of this review is mainly on

the large grid-scale applications, but we can expand those applications to the medium- and

small-scale EES systems.

2.2.2.1 Grid Power Generation

The EES system can be used as a commodity storage for storing energy during off-peak

period for use during peak period for arbitraging production price. Such systems may elim-

inate peak load demand to reduce maximum power generation capacity (peak shaving),

or make the load demand uniform over time for generation, transmission, and distribution

systems (load leveling).

Another application of the EES system is contingency service, which supplies power

when the grid power generation plants fall off-line to provide power without interruption.

An example for this application is an uninterruptible power supply (UPS) system shown

in Figure 2.5(a) that supplies power to servers in data centers. Typical UPS systems for

data centers are composed of lead-acid batteries or flywheels. It is also reported that a grid-
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(a) APC Smart-UPS 1500VA, a 980 W 
lead-acid battery UPS for servers

(b) Golden Valley Electric Association  EES system, Fairbanks, 
AK, a 27 MW NiCd battery EES system for power grid

Photo from gvea.comPhoto from apc.com

Figure 2.5: EES system applications for grid power generation.

scale NiCd battery-based EES systems shown in Figure 2.5(b), operated by Golden Valley

Electric Association (GVEA) Alaska, is designed to provide 15 minutes of community load

against the power failure [69].

The EES system aids the power generation also by preventing unplanned transfer of

power and maintaining a state of frequency equilibrium. In addition, it may start up on its

own and energize the power generation system after black-out.

2.2.2.2 Renewable Energy

Renewable power source such as solar cells and windmill generations almost always man-

date EES systems for various benefits. The EES systems for the renewable power sources

mitigates uncontrollable power generation due to environmental conditions (e.g., solar ir-

radiance, wind strength). It also enables MPPT that maximizes the power generation of

the use-it-or-waste-it power sources regardless the load variation. The EES system also

performs frequency stabilization against sudden load changes.
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2.2.3 Previous Homogeneous EES Systems

2.2.3.1 Battery EES Systems

The EES systems are already being practically deployed for purposes of power supply vari-

ation compensation and peak load shaving. An overview gives some examples of such EES

systems deployed over the world which are composed of lead-acid batteries, NiCd batter-

ies, lithium-ion batteries, or regenerative fuel cell [65]. The reported EES systems in the

overview are composed of homogeneous EES elements. A report from the Department of

Energy indicates that a battery array incorporated with the solar cell in a house substantially

enhances efficiency, and reduces overall energy cost despite the cost of the battery [66].

There are some high-level control methods developed for lithium-ion battery-based ho-

mogeneous EES system for residential purpose [67, 68] to reduce system capital cost and

energy cost by peak shaving and load leveling when time-of-use charge is applied. An-

other management method introduced employs dynamic programming and expert knowl-

edge base rules to reduce capital cost and energy cost for industrial purpose [70]. EES

systems for renewable power sources such as solar cells and windmills are utilized to

power generation maximization and voltage/frequency regulation. Those applications may

be grid-tied [60, 68, 71], or off-gird (stand-alone) [72, 73, 74, 75]. Capital cost and en-

ergy cost reduction in a systematic way has been an important concern for such renewable

power source applications [73, 74, 75]. EV/HEV shown in Figure 2.6 is another applica-

tion are of battery-based EES systems [76, 77]. The research objectives include energy cost

reduction and life cycle maximization [76] and energy capacity optimization with power

management [77].

Implementation of an EES systems involves many issues including power circuit design

and control method design. Some researches focus on developing system control methods
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Figure 2.6: An example of battery-based EES system applications, Toyota plug-in hybrid

vehicle with lithium-ion batteries.

such as SoC balancing between batteries [78] or power flow control of each battery [79].

System-level design and implementation of a grid-tied EES system prototype using lithium-

ion batteries is introduced in [80].

2.2.3.2 Supercapacitor EES Systems

Supercapacitors are attracting more attentions for EES systems with their high power den-

sity, long life cycles, and high efficiency. An article introduces and categorizes applications

of supercapacitor-based EES systems [81]. Energy management/conservation applications

take advantages the high power capacity and high cycle life of the supercapacitors, and

applications include heavy industrial machineries and heavy vehicles as shown in Fig-

ure 2.7(a). Power flow in those applications shows frequent charge/discharge cycles with

a short period and a large amount of current, which makes the supercapacitors beneficial.

Day-night storage, which is charged during daytime and discharged during nighttime, is an

application that utilizes its high cycle efficiency. Its fast-charging advantage is utilized for

home-use power tools such as a cordless screwdriver as shown in Figure 2.7(b).
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(a) Regenerative energy storage for a seaport crane (b) Coleman FlashCell cordless screwdriver

EES module

Figure 2.7: Examples of supercapacitor-based EES system applications [81].

Supercapacitor in EV/HEV are utilized as a high power and high efficiency energy

buffer for acceleration and regenerative braking. A supercapacitor-only EV, which has no

other power sources like combustion engine or battery, is introduced in [7]. A voltage equal-

ization method for supercapacitor HEV is introduced in [82]. However, it is more common

to use the supercapacitors with other high-energy capacity power sources due to the limita-

tion on the energy capacity of the supercapacitors [8, 12, 13, 14, 15, 10, 11].

Not only for high-power applications such as HEV and power tools, low-power appli-

cations such as wireless sensor nodes exploits advantages of the supercapacitors. Energy

harvesting is common for self-sustainability for the sensor nodes, and the supercapacitors

provide a high cycle efficiency for the harvested energy in the sensor nodes. Examples in

the literatures are solar energy harvesting with MPPT [50] and vibration energy harvest-

ing [83].

2.2.3.3 Other EES Systems

We deal with only batteries and supercapacitors, leaving other types of energy storages out

of our scope, but diverse types of energy storages such as kinetic, thermal and chemical en-
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ergy storages are also available. Examples include flywheels [29], compressed air [30],

hydropower using dams [31], thermal energy storage system [32], and hydrogen-based

chemical energy storage system [33].

2.3 Hybrid Electrical Energy Storage Systems

2.3.1 Hybridization Architectures

The purpose of previous HEES architectures is to compensate primary drawbacks of the

main energy storage element. For instance, as EV should handle a large amount of current

during acceleration and deceleration, mitigation of the low rate capability of the primary

battery, typically lithium-ion or NiMH batteries, with supercapacitors is beneficial [8, 9,

10, 11].

Figure 2.8 shows HEES architectures proposed in previous literature. Some HEES ar-

chitectures are specialized for particular purposes such as lowering the effective internal

resistance of the energy storage by parallel connection of the primary battery and super-

capacitor (Figure 2.8(a)) [21] and buffering the battery current with supercapacitors (Fig-

ure 2.8(b)) [18, 19]. The cascaded converter architecture in Figure 2.8(b) has an explicit

physical hierarchy and thus charging and discharging the battery should always be buffered

by the supercapacitor. The shared bus architecture in Figure 2.8(c) is a more general archi-

tecture that all the energy storages are placed physically flat [8, 84, 20]. A typical control

policy for this architecture is that one of the energy storages is used for maintain the shared

bus voltage at a fixed voltage, and the other energy storages inject designated current into

the shared bus. A control policy for this architecture regulates a fast-responding EES ele-

ment’s voltage with a slow-responding EES element in order [8, 84]. Another shared bus-

based HEES system proposes a control method to increase the supercapacitor current as
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Figure 2.8: Battery-supercapacitor hybridization topologies.

the battery current increases [20].

However, the previous HEES systems cannot fully exploit the advantages of the HEES

systems. The parallel connection and cascaded converter architectures have strict limita-

tions on the type, number, and topology of the energy storage elements, and so lack of

scalability and flexibility. In addition, the parallel connection architecture cannot fully uti-

lize the energy capacity of the supercapacitor because its SoC-dependent voltage cannot

deviate from the small battery terminal voltage variation. It does not allow independent

current control of each energy storage element. The cascaded converter architecture is sub-

ject to a lower efficiency because the charging and discharging the battery must go through

two conversion steps even if the current is low enough to be handled directly by the battery.

The previous HEES systems based on shared bus architecture are not optimized for en-

ergy efficiency as well. The energy control loops do not allow arbitrary current flow for each

EES bank. Current distribution among the energy storage elements is determined by other

storage element’s voltage or current. Therefore, it is not possible to charge or discharge the

each storage elements with the energy-optimal current considering rate capability, cycle
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efficiency, etc. Also, the energy control loop is for designed for a specific combination of

HEES systems, and the control loop of each energy storage element is coupled with other

energy storage element. The whole energy control loop is based on pre-characterization,

and not scalable nor flexible. Furthermore, it is often neglected that the power converter

is another significant contributor to the energy efficiency variation. Conversion efficiency

in the shared bus architecture is not always maximum if the shared bus voltage is fixed,

and this may result in sub-optimal energy efficiency. In short, the energy control loop of

previous shared bus-based HEES systems does not consider the important factors related

with the energy efficiency, such as rate capability, cycle efficiency, and power conversion

efficiency. To the best of our knowledge, there is no prior work that presents a real im-

plementation of an HEES system with a general architecture for scalability, flexibility, and

energy-optimal control method. The HEES systems introduced in the previous literature

are either based on an application-specific architecture or does not explicitly consider the

energy efficiency for the system design.

2.3.2 Applications of HEES Systems

Fuzzy control method for battery-supercapacitor HEES system in micro-grid is introduced

in [85]. More researches on the EV/HEV have adopted HEES system to improve energy

efficiency of the EV/HEV [8, 12, 13, 14, 15, 10, 11]. A power control method proposed

in [10] optimizes the supercapacitor current using neural network and achieves more than

20% of km/kWh improvement. A power control method introduced in [8] is for HEV with

a shared bus, shown in Figure 2.8(c), composed of a fuel cell, battery, and supercapacitor.

A simple passive parallel connection of battery and supercapacitor mitigates voltage ripple

with limited volume and weight of the EV/HEV [11]. An optimization method in [86]

solves the multi-objective optimization of minimizing energy loss and maximizing power
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Figure 2.9: Battery-supercapacitor hybrid wireless sensor nodes. (a) Prometheus from UC

Berkeley [89] and (b) AmbiMax from UC Irvine [90].

reserve) rated power reserve for HEV.

Some researches focus on the economic aspect of the HEES systems. Economic viabil-

ity of using the HEES system for EV/HEV is analyzed in [87]. A genetic algorithm-based

revenue maximization method for HEES systems used in energy and regulation markets is

proposed in [88].

Low-power sensor nodes like [89, 90] employ a battery-supercapacitor hybrid as shown

Figure 2.9. Due to very limited capability to produce power from energy harvesting devices

such as solar cells, reducing power loss during charge/discharge cycles is important. They

take advantages of the high cycle efficiency the supercapacitor while using the battery as a

low-leakage long-term energy storage.

Recently, the HEES system has been attracting electronic design automation (EDA) so-

ciety with its needs for systematical optimization [4, 17, 5, 91, 92]. For example, lifetime

maximization for battery-supercapacitor HEES system is discussed in [17, 92] with sys-

tematic approaches utilized for the EDA problems. There more more examples of power
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Figure 2.10: Buck-boost switching power converter model.

management of power sources and load devices when considering fuel cell-battery hybrid

systems [93, 94, 95, 96, 97, 98, 99].

2.4 EES System Components Characteristics

2.4.1 Power Converter

A power converter is to deliver regulated voltage or current to the energy storage at a desired

level regardless of variation in the input power source. The power converter is an essential

component to resolve voltage or current mismatch between the input and output, and to

provide controlled power delivery. A general schematic of a buck-boost switching power

converter is shown in Figure 2.10. Depending on the relation between Vin and Vout , a power

converter has two working modes: buck (step-down) mode and boost (step-up) mode. As

the names imply, power converters operate in the buck mode if Vin > Vout , and otherwise in

the boost mode.

An ideal power converter delivers the entire power from the source to the load without

any loss, but the power conversion involves non-zero amount of power loss in practice. The
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power converter efficiency hc is defined as

hc =
Pout

Pin
=

Pin�Pc

Pin
=

Vin · Iin�Pc

Vin · Iin
, (2.1)

where Pin and Pout is input and output power of the power converter, respectively, and Pc is

the power dissipation of the power converter. Therefore,

Pout = Pin�Pc = hc ·Pin. (2.2)

A pulse width modulation (PWM) switching power converter is a common type of

switching power converter. The power loss of the PWM switching power converter con-

sists of three components: conduction loss Pcdct , switching loss Psw and controller loss

Pctrl [100]. That is,

Pc = Pcdct +Psw +Pctrl. (2.3)

Those power loss components are strongly dependent on the input voltage Vin, output volt-

age Vout , output current Iout , and the circuit component properties.

In the buck mode, the power loss components is presented as

Pcdct =Iout
2 · (RL +D ·Rsw1 +(1�D) ·Rsw2 +Rsw4)

+
(DI)2

12
· (RL +D ·Rsw1 +(1�D) ·Rsw2 +Rsw4 +RC) ,

Psw =Vin · fs · (Qsw1 +Qsw2),

Pctrl =Vin · Ictrl, (2.4)

where D =
Vout

Vin
is the PWM duty ratio and DI =

Vout · (1�D)

L f · fs
is the maximum current

ripple; fs is the switching frequency; Ictrl is the current flowing into the controller; RL and

RC are the equivalent series resistance (ESR) of inductor L and capacitor C, respectively;

Rsw1,...,4 and Qsw1,...,4 are the turn-on resistances and gate charges of the four switches in

Figure 2.10, respectively.
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In the boost mode, the power loss components is presented as

Pcdct =

✓
Iout

D

◆2

· (RL +(1�D) ·Rsw3 +D ·Rsw4 +Rsw1 +D · (1�D) ·RC)

+
(DI)2

12
· (RL +(1�D) ·Rsw3 +D ·Rsw4 +Rsw1 +D ·RC),

Psw =Vout · fs · (Qsw3 +Qsw4),

Pctrl =Vin · Ictrl, (2.5)

where D =
Vin

Vout
and DI =

Vin · (1�D)

L f · fs
.

The gate width of the metal-oxide-semiconductor field-effect transistor (MOSFET)

switches Wsw is the determining factor of Rsw and Qsw. As Wsw gets smaller, Rsw increases

and Qsw decreases [101, 102]. More specifically,

Rsw =
W0

Wsw
·R0, (2.6)

Qsw =
Wsw

W0
·Q0, (2.7)

where R0 and Q0 are the turn-on resistance and gate charge, respectively, of a MOSFET

switch with a gate width of W0.

Figure 2.11 shows the efficiency variation of the LTM4609 buck-boost converter from

Linear Technology [103]. It shows a wide range of variation depending on Vin, Vout , and

Iout . This wide variation may cause that the optimal operating point of the PV module does

not match to the system-level optimal operating point.

2.4.2 Photovoltaic Cell

A PV cell converts light energy into electricity by the photovoltaic effect. This section

briefly discusses the characteristics of the PV cell. It is the practice to compose PV mod-

ules with multiple, identical PV cells connected in series and/or parallel to obtain high
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Figure 2.11: Power conversion efficiency of the Linear Technology LTM4609 buck-boost

converter [103].

voltage and current level. The I-V characteristic of a PV module is heavily dependent on

the solar irradiance level, and the maximum power point (MPP) also changes significantly.

A typical equivalent circuit model of a PV module [104] is shown in Figure 2.12, with I-V

characteristics given by:

Ipv = IL� Id� Ish (2.8)

= IL(G)� I0(T )
⇣

e(Vpv+Ipv·Rs)(q/AnkT )�1
⌘
�

Vpv + Ipv ·Rs

Rp
,

where

IL(G) =
G

GSTC
·m · IL,cell(GSTC), (2.9)

and

I0(T ) = m · I0,cell(TSTC)

✓
T

TSTC

◆3

e(qEg/Ank)(1/TSTC�1/T ). (2.10)

Here Vpv and Ipv are the voltage and current of the PV module, respectively. For the pa-

rameters, G is the irradiance level; T is the cell temperature; n and m are the number of
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RshIL

Id Ish

Rs Ipv

Vpv

Figure 2.12: Equivalent circuit model of a PV module.

connected cells in series and parallel in the PV module, respectively; q is the charge of

the electron; Eg is the energy bandgap and k is Boltzmann’s constant. STC stands for stan-

dard test condition in which irradiance level is 1000 W/m2 and temperature is 25 �C. The

following five parameters determines the characteristics of the PV module.

• IL,cell(GSTC): photo-generated current of a cell at standard test condition.

• I0,cell(TSTC): dark saturation current of a cell at standard test condition.

• Rs: equivalent module series resistance.

• Rsh: equivalent module parallel (shunt) resistance.

• A: the diode ideality factor.

We use a method proposed in [105] to extract the above-mentioned five parameters

from datasheet values in STC, which consist of the open circuit voltage Voc, the short circuit

current Isc, voltage Vmpp and current Impp at the MPP, and temperature coefficients. Then a

set of five parameters that determine Vpv–Ipv characteristic are derived from the measured

G and T by (2.8), (2.9) and (2.10).

Figure 2.13 shows the variation of Ipv and Ppv by Vpv of a PV module with around

30 W power capacity at GSTC =1000 W/m2. It shows Ipv–Vpv curves and Ppv–Vpv curves at

two different G of 500 W/m2 and 1000 W/m2. We see that the curves significantly change
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Figure 2.13: An example of Ipv and Ppv variation by Vpv when G = 500 W/m2 and G =

1000 W/m2.

depending on the solar irradiance levels. The MPPT methods adjust the operating point,

which is defined as a pair of (Vpv, Ipv), to (Vmpp, Impp) against dynamically varying irradi-

ance. Also, we see that both Vpv and Ppv change in a wide range depending on Ipv even with

the same irradiance level.

39



Chapter 3

Hybrid Electrical Energy Storage

Systems

3.1 Design Considerations of HEES Systems

Desirable performance metrics of the HEES systems naturally includes the general metrics

as an energy storage such as energy density, power density, cycle efficiency, cycle life, cost,

leakage, and other non-linear characteristics (rate capability, environmental effect, etc.)

Improvement of these factors by hybridization in the HEES systems is heavily dependent

on the energy efficiency. Every operation in the HEES systems, such as charging the EES

element from power sources, discharging the EES element to supply power, transferring

energy internally, and so on, affects the energy efficiency.

From the system-level point of view, we also emphasize the following aspects for de-

signing and implementing the HEES system.

• Scalability: The proposed HEES system architecture is able to accommodate in-

creased number of EES banks.
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• Modularity: It is easy to remove or add EES banks from or to the HEES system, and

change individual EES bank without significant modification to the system.

• Versatility: The proposed HEES system can adopt various types of EES elements,

power sources, and load devices.

• Stability: The proposed HEES system stably responds to the rapid load demand vari-

ation.

These metrics are often neglected in conventional EES system design because the homo-

geneity makes the architecture design and control easy. However, they should not be over-

looked when designing and implementing HEES systems, which adopt a sophisticated ar-

chitecture and involve complicated system-level controls. We consider the these metrics

when we discuss the proposed architectures and control schemes throughout this disserta-

tion.

3.2 HEES System Architecture

We achieve the scalability, flexibility, and energy-optimality in the proposed HEES sys-

tem by a general architecture and an energy-optimal control method and exploits all the

benefits of HEES systems. Figure 3.1 show the proposed architecture of HEES system.

The proposed HEES system is composed of multiple heterogeneous EES banks. Each EES

bank consists of an EES array and a bidirectional charger that can charge and discharge

the EES array. It also has unidirectional power converters to accommodate various kinds of

alternating current (AC) or direct current (DC) power sources and load devices.

The CTI is an interconnection network for charge transfers among EES nodes such as

EES banks, power sources, and load devices. The CTI connects the power converters of the

EES banks, power sources, and load devices. We do not limit the topology of the CTI to a
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Figure 3.1: Architecture of the proposed HEES system.

single shared bus, which is similar to the shared bus architecture in Figure 2.8(c). The CTI

can be multiple buses, segmented buses, mesh interconnect, crossbar interconnect, or any

combinations of those.

We do not make a physical hierarchy among the EES banks. Of course, the charge man-

agement policies exploit range of logical hierarchy among EES banks. The primary reason

that we have a physically flat architecture is to reduce energy loss involved in every charge

and discharge operation between EES banks. This is different from computer memory hier-

archy management where there is no data loss during data movement in the hierarchy. The

physically flat architecture of the proposed HEES is more similar to a scratchpad memory

rather than a cache memory [106].

The controller performs a high-level system control and management for reliable and

energy-efficient operations. The controller is in charge of determining the CTI voltage and

current of each EES banks and power sources based on the load current and EES bank
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status such as SoC and SoH. While the controller makes such high-level decisions with a

software control loop, the power converters maintain CTI voltage and input/output current

determined by the controller with a hardware feedback control loop. The outer control loop

continuously updates the set points to maximize the system efficiency by the use of high-

level management policies. We are able to maintain a reasonable set point update frequency

free from CTI stability control thanks to the cascaded feedback loops, which allows us to

use standard microcontroller for the outer feedback loop.

3.3 Charge Transfer and Charge Management

The benefits of the HEES systems over the conventional EES systems rely on sophisticated

charge management. Charge management is optimizing the charge transfer among the EES

nodes. It includes determining the optimal time and amount of charge transfers to each

EES nodes and finding the optimal operating conditions of the charge transfers. Compared

with the homogeneous EES systems where the charge and discharge can be distributed

uniformly across the all the homogeneous cells, charge management in the HEES systems

is not trivial.

We proposed charge management policies to manage the energy flow recently. We need

to select particular EES banks to charge or discharge among multiple possible selections

and determine the CTI voltage and amount of current that maximize the energy efficiency.

Also, we may need to internally move energy from one EES bank to another in order to

mitigate self-discharge or to prepare for expected demand for energy/power capacity. Our

charge management policies include i) charge allocation for charging EES banks [107], ii)

charge replacement for discharging EES banks [108], and iii) charge migration for moving

energy between EES banks [109, 110]. We consider the characteristics of the EES elements,
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power converter efficiency, input or output power variations, and time constraint, and find

the EES banks and amount of current that achieves the energy-optimal charge transfers.

The charge management is resemble to memory management in a computer system.

The charge allocation, replacement, and migration operations are similar to the cache allo-

cation, replacement, and migration operations. The cache writing policy and victim selec-

tion policy affects the performance such as access latency, cache miss rate, and so on. In

both charge management and memory management, finding a good allocation/replacement

target and reducing unnecessary migration are key objectives to maximize the system per-

formance.

Once the sources and destinations of the charge transfers are determined by the charge

management policies, charge transfer scheduling follows. The charge transfer scheduling

is determining duration of the CTI occupation of each charge transfer. This is similar to the

task scheduling in a computer system that determines the computational resource occupa-

tion of the tasks. It derives the charge current that determines the time duration required

to finish the charge transfer. The charge transfer current and time should be determined

carefully not only to maximize the efficiency of a single charge transfer, but considering

efficiency of other charge transfers. Table 3.1 summaries comparison between the charge

transfer scheduling and task scheduling.
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Table 3.1: Comparison of charge transfer scheduling and task scheduling.

Charge transfer scheduling Task scheduling

Resource CTI links Computing resources (e.g., CPU)

Task proper-

ties

Each charge transfer has an arrival

time, deadline, and amount of charge

transfer

Each task has an arrival time, dead-

line, and workload

Objectives Maximizing the energy efficiency of

charge transfers, EES element lifes-

pan, etc.

Reducing total wall time of compu-

tation, power consumption, tempera-

ture, etc.

Scheduling

parameters

Charge transfer current (charge trans-

fer time)

Dynamic voltage/frequency scaling

(computation time)
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3.4 HEES System Components

3.4.1 Nodes

3.4.1.1 Energy Storage Banks

We apply the hybrid concept in bank level. Each bank consists of homogeneous EES el-

ements. All the EES bank should meet standard interface specifications though the inside

EES element array is heterogeneous. The standard specification is defined at the bank termi-

nal such as terminal voltage range and the communication network protocol. The maximum

charging and discharging current is generally different by EES bank to exploit the hybrid

concept. The mandatory component in an EES bank includes a homogeneous EES element

array, a bidirectional charger and a communication network.

The EES array is a set of multiple identical EES elements that are connected in series

and/or parallel forming an n⇥m regular matrix, where n is the number of series connections

and m is the number of parallel connections. The dimension of the EES element array is

determined by the power and energy capacity, and the maximum voltage rating of the EES

bank. We consider the regular array structure only so that we maintain the same SoC and

SoH of all the elements in the array. We may also consider reconfigurable architecture of

the EES array [111], but we do not consider the reconfiguration for the prototype imple-

mentation because the dimension of the EES array is not large enough for reconfiguration.

Figure 3.2 shows an HEES bank architecture with a 3⇥3 array for an illustration purpose.

The charger regulates the current to and from the EES bank array and CTI. The bidi-

rectional charger can also be set to a DC–DC converter when the direction is from the

EES bank array to CTI. This allows easy CTI voltage control. The bidirectional charger

is connected to the main controller through a communication network. When the power is
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Figure 3.2: EES bank with a 3⇥3 EES array and charger.

on, the main controller identifies the bank characteristics such as the type of EES bank, the

maximum charging/discharging current, the current SoC, the current SoH, the EES element

array terminal voltage, temperature of the cells, etc. The main controller continues moni-

toring the current SoC, the EES element array terminal voltage, temperature of the cells,

etc.

We optionally use cell balancers when the EES elements require external cell balancing.

Even though all the EES elements are of the same type, manufacturing variation in prac-

tice may result in imbalance of characteristics such as capacity and internal resistance that

causes imbalanced SoC during operation and even damage to the elements [112]. Superca-

pacitors and lithium-ion batteries require external cell balancing while lead-acid batteries

may work without external cell balancing for example.

3.4.1.2 Power Sources and Load Devices

The power converters should be designed considering the power input and output require-

ments. The grid-connected HEES system receives AC power from the power grid and sup-

ply AC power to the load devices. Batteries and supercapacitors are DC energy storages.

Therefore, AC–DC rectifier is required to perform AC-to-DC conversion for charging the

EES bank from the power grid, and DC–AC inverter is required to perform DC-to-AC con-
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version for discharging the EES bank to the load devices. These power converters for the

power sources and load devices do not need to be bidirectional. They are connected to

the CTI whose voltage is dynamically varying, and so they should be able to adapt to the

voltage variation.

DC power sources such as fuel cells and solar cells require DC–DC conversion from

the power sources to the CTI, and DC load devices such as portable appliances also require

DC–DC conversion from the CTI to the load devices. Similar to the AC power converters,

the DC–DC converters for the DC power sources and DC load devices are unidirectional,

and they also need to be able to adapt to the CTI voltage variation.

3.4.2 Charge Transfer Interconnect

Similar to on-chip communication networks, the network topology of the CTI is one of the

important design considerations for scalability and energy efficiency. The CTI architecture

should be carefully determined for given type and number of EES banks. The parallel con-

nection (Figures 2.8(a)) and cascaded architecture (Figures 2.8(b)) are not suitable for three

or more EES banks. The shared bus architecture (Figures 2.8(c)) provides higher scalabil-

ity. The energy efficiency of the charge transfers is significantly affected by the CTI voltage

level because the CTI is the input or output port of the power converters of each charger

and the power converter efficiency is dependent on the input/output voltage and output

current. Each charge transfer has its own optimal CTI voltage level that maximizes the en-

ergy efficiency [107, 108, 109, 110]. Therefore, the CTI voltage needs to be dynamically

adjustable.

As the number of EES banks increases, more number of simultaneous charge trans-

fers take places among the EES banks. Higher energy efficiency may be achieved if the

CTI network is able to provide more isolated paths to the simultaneous charge transfers for
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the energy-optimal CTI voltage. The shared-bus architecture is the simplest design which is

appropriate to accommodate a small number of EES nodes where there are not many simul-

taneous charge transfers. All the simultaneous charge transfers share the single CTI voltage

level which may be energy-inefficient, but the single share bus offers easy implementa-

tion. We proposed more scalable architectures such as a mesh grid architecture [113] and

multiple-bus architecture [114] for more number of EES banks. The mesh grid architecture

uses routers like a communication network to dynamically reconfigure the CTI between the

EES banks [113]. The routing algorithm merges charge transfers to increase routability and

find the optimal CTI voltage to maximize the energy efficiency. EES banks in the multiple-

bus architecture can be connected any of the multiple buses [114]. The charge transfers are

merged into the same number of sets as the number of busses and each charge transfer set

is assigned to one bus. Those architectures allow multiple simultaneous charge transfers at

the energy-optimal CTI voltages levels, and therefore enhance the energy efficiency.

3.4.3 System Control and Communication Network

The HEES systems require sophisticated management policies than conventional EES sys-

tems do because of the heterogeneity of EES elements. Using multiple different EES ele-

ments doe not guarantee improved energy efficiency. Proper management policies are cru-

cial for the HEES system to achieve energy efficiency improvement. It is mandatory to

devices system-level policies in order for maximizing the benefits of the HEES system in

energy efficiency, lifetime, etc, by exploiting its heterogeneity, which have been not con-

sidered for the conventional homogeneous EES systems.

In addition to the charge management policies introduced in Section 3.3, we proposed

more HEES system optimization and management schemes that requires system-level con-

trols. We also proposed bank reconfiguration to change the connection of EES elements
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within an EES bank to adjust to the optimal terminal voltage considering the CTI voltage

and the power converter efficiency [111]. We also introduced a management scheme to

enhance the SoH of batteries using supercapacitors for high frequency power detected by

applying a crossover filter to the power profile [115].

These sophisticated management schemes require a high-level controller, rather than a

simple feedback control loop. For example, the current from each EES bank is directly de-

termined by the voltage or current of another EES bank [8, 84, 20] or speed of the EV [10].

However, taking non-linear and time-varying characteristics such as rate capability and cy-

cle life into account requires a more elaborate control system. Also, the control system

involves a considerable amount of control data transfer through a communication network

for collecting information from many EES banks, power sources, and load devices and

sending commands to them. High speed communication network is required to enable the

high-speed control. In addition, scalability issue arises in the communication network like

in the CTI architecture to accommodate increased number of EES banks. Therefore, the

communication network should be designed considering the high-speed and scalability re-

quirements.
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Chapter 4

System Level Design Optimization

4.1 Reconfigurable Storage Element Array

Memory hierarchy and organization has a significant impact on the computer system per-

formance and power consumption. Objectives of memory system design include reducing

access time, power consumption, cache miss rate, and so on. However, a memory design

optimized for one application may not be optimal for all applications. Therefore, it is ben-

eficial to adaptively change the organization of the memory design dynamically depending

on the access pattern of the currently running applications [116, 117]. This is called mem-

ory reconfiguration.

A similar problem exists in the HEES system. One configuration of an EES bank may

not be optimal always depending on the current cell voltage, CTI voltage, and amount

of current. Therefore, we introduce EES bank reconfiguration that adaptively changes the

series and parallel connection of the EES array. It aims to maximize the energy efficiency

by reducing power loss in the power converter and EES element and maximize capacity

utilization. This comparison is summarized in Table 4.1
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Table 4.1: Comparison of EES bank reconfiguration and memory reconfiguration.

EES bank reconfiguration Memory reconfiguration

Configurable Series and parallel Memory size, (DRAM) rank size,

parameters connections (cache) associativity

Dependency
Cell voltage, CTI voltage, Applications access pattern

amount of current (e.g., cache hit/miss rates)

Objectives
Reducing power loss in power Reducing access time, power consumption,

converter and EES elements (cache) miss rate

4.1.1 Cycle Efficiency and Capacity Utilization of EES Bank

Cost factors of HEES systems fall into two categories: operational cost and capital cost [4].

The operational cost is mainly the electricity cost, and thus it is directly related to the

efficient use of energy. The capital cost includes expenses for purchasing and disposal of

the EES elements, and therefore fully utilizing the EES bank capacity is a key for reducing

the capital cost. Cycle efficiency and capacity utilization of EES banks are the major factors

that motivate dynamic reconfiguration of EES banks for reducing the operational cost and

capital cost of HEES systems.

The cycle efficiency is ‘round-trip’ energy efficiency generally defined as hcyc =
Eout

Ein

where Ein and Eout denote energy input and energy output, respectively. The cycle efficiency

of supercapacitors is close to 100%, which means that almost all the energy consumed to

charge a supercapacitor can be retrieved in the following discharging process. On the other

hand, the cycle efficiency of batteries ranges 60–90% depending on the chemistry used for
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the electrodes even under the optimal charge and discharge condition.

The cycle efficiency generally has been considered as a natural characteristics of an

EES element [34]. However, the cycle efficiency is closely related to the charge and dis-

charge rates, i.e., the magnitude of charge and discharge current with respect to the rated

capacity of the storage element. The rate capacity effect of batteries results a low cycle

efficiency for a high-current charge and discharge. In practice, from the system-level point

of view, one should not disregard the power conversion process and its power loss when

considering the cycle efficiency of an EES bank. In fact, the cycle efficiency is significantly

affected by the power conversion efficiency, which is also a function of the charge and

discharge rates as discussed in Section 2.4.1.

Therefore, it is beneficial to define constant-power charging efficiency hc and constant-

power discharging efficiency hd for the cases that a storage element is charged and dis-

charged at a constant CTI power and a constant CTI voltage:

hc(Pcti,c,Vcti) =
max(Ebank)

Pcti,c · tc(Pcti,c,Vcti)
, (4.1)

hd(Pcti,d ,Vcti) =
Pcti,d · td(Pcti,d ,Vcti)

max(Ebank)
, (4.2)

where tc(Pcti,c,Vcti) is the charging time, td(Pcti,d ,Vcti) is the discharging time, Pcti,c is the

CTI power when charging, Pcti,d is the CTI power when discharging, and Vcti is the CTI

voltage. As a result, the constant-power cycle efficiency hcyc when Pcti,c = Pcti,d = Pcti,cyc is

defined as

hcyc(Pcti,cyc,Vcti) = hc(Pcti,cyc,Vcti) ·hd(Pcti,cyc,Vcti). (4.3)

We define capacity utilization as one of the important performance metrics of an EES

bank. A bank voltage cannot be arbitrarily low because the power converter cannot operate

below a certain voltage [118], which we define as Vbank,min. The capacity utilization r is

defined as the ratio between the usable energy capacity and the original energy capacity
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of the EES bank. The capacity utilization is equivalent to the ratio between the extracted

energy and the stored energy in a fully charged bank. That is,

r = 1� Ebank,remain

Ebank,lim
, (4.4)

where

Ebank,remain =
1
2

·Cbank ·Vbank,min
2 (4.5)

is the remaining energy when the power converter can no longer extract energy, i.e., loss in

the capacity. The capacity utilization of storage elements is smaller than 100% because the

power converter requires the minimum bank voltage, Vbank,min, which is higher than 0 V.

Figure 4.1 illustrates the effect of the cycle efficiency and capacity utilization. The

operational cost of HEES systems is affected mainly by the cycle efficiency. If the cycle

efficiency is poor, we have to expense more for storing and retrieving the same amount of

energy. As shown in Figure 4.1, the very first cycle requires additional energy of Ebank,remain

to increase the bank voltage from 0 V to Vbank,min. The operational cost for this additional

energy is dependent on the capacity utilization, but this effect may be neglected for repeated

cycles in long term. The capital cost is affected by the effective energy capacity of the

EES banks. If the capacity utilization is 80%, we lose 20% of the expenses for the storage

elements because this portion does not contribute to the energy capacity.

4.1.2 General Bank Reconfiguration Architecture

We introduce the general balanced reconfiguration architecture (GBRA) for the EES bank

reconfiguration [111]. We define a balanced reconfiguration to satisfy the condition whereby

all energy storage cells in a given EES bank have identical SoC and terminal voltages at

all times i.e., they are balanced at all times, given that the cells are healthy and identical.
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Figure 4.1: Cycle efficiency and capacity utilization in repeated charge-discharge cycles.

Unless active charge balancing circuits are used (which is not the case here), cell balanc-

ing can be achieved by regular arrangement of cells. We call such arrangements balanced

configurations. The proposed architecture is ‘general’ in the sense that it can produce every

balanced configuration that is possible with a given number of cells.

Let N denote the number of available cells. The N cells can be organized in various

balanced configurations and the number of possible configurations equals the number of

bi-factor decompositions of the natural number N (including 1⇥N and N⇥1.) We define a

configuration C (n,m) to be a configuration that has n cells in series and m cells in parallel.

For example, the number of balanced configurations of a 10-cell bank (N is 10) is four:

C (1,10), C (2,5), C (5,2), and C (10,1). Although C (3,3), which is composed of nine cells,

is also possible with 10 cells, we do not consider such a case as a balanced configuration

because it leaves one cell imbalanced.

Figure 4.2 shows the proposed GBRA of a bank composed of N cells. Each of N� 1

cells has three switches: one series switch (S-switch) and two parallel switches (P-switches)

except for the last one. The P-switches connect cells in parallel into n-parallel sub-banks,

whereas the S-switches connect those m sub-banks in series. A sub-bank is a set of cells

connected only in parallel. For the i-th cell, its S-switch is denoted by SS,i, while its two
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Figure 4.2: GBRA of an N-cell EES bank.

P-switches are denoted by SPT,i and SPB,i, one on the top and the other in the bottom,

respectively. We group the three switches of one cell as a switch set, which gives rise N�1

switch sets in the bank. For each cell, SPT,i and SPB,i are closed exactly if SS,i is open. There

are no cases where one of SPT,i and SPB,i switches is open while the other is closed.

More formally, for i = 1,2, . . . ,N�1,

xP,i + xS,i = 1, (4.6)

where

xS,i =

8
>><

>>:

0 if SS,i is open,

1 if SS,i is closed,
(4.7)

xP,i =

8
>><

>>:

0 if SPT,i and SPB,i are open,

1 if SPT,i and SPB,i are closed.
(4.8)

Otherwise, the bank malfunctions; more precisely, the i-th cell is disconnected from the

(i+1)-th cell if xS,i = xP,i = 0, or the i-th supercapacitor is short-circuited if xS,i = xP,1 = 1.

A balanced configuration of GBRA is obtained by switching operations which obeys
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the following rule; in the m-by�n balanced configuration C (n,m),

xS,i =

8
>><

>>:

1 if i = n · k where k = 1,2, . . . ,m�1,

0 otherwise,
(4.9)

xP,i = 1� xS,i. (4.10)

The total capacitance Cbank, voltage Vbank, internal resistance Rbank, and energy storage

capacity Ebank of a bank of C (n,m) are calculated as follows:

Cbank =
n
m

·Ccell =
N
m2 ·Ccell, (4.11)

Vbank = m ·Vcell, (4.12)

Ebank =
1
2

·Cbank ·Vbank
2 = N ·Ecell, (4.13)

Rbank =

✓
2
3

·n�1+
1

3 ·n

◆
·m ·Rp +

m
n

·Rc +(m�1) ·Rs, (4.14)

where Ccell , Vcell , and Ecell denote the capacitance, voltage, and energy capacity of each cell,

respectively; Rs and Rp denote the on-resistance of an S-switch and a P-switch, respectively;

and Rc denotes the ESR of each cell. We assume that the charge or discharge current is

equally distributed to every cell in a sub-bank when we derive (4.14). For a fixed N, the bank

total capacitance Cbank is inversely proportional to m2 whereas the bank terminal voltage

Vbank is proportional to m. The total energy remains the same regardless of the configuration.

Each cell has its voltage limit Vcell,lim that should not be exceeded, and corresponding

energy capacity limit Ecell,lim. The voltage limit Vbank,lim and energy capacity limit Ebank,lim

of a bank are defined similar to (4.12) and (4.13):

Vbank,lim = m ·Vcell,lim, (4.15)

Ebank,lim = N ·Ecell,lim. (4.16)
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Figure 4.3: Reconfiguration examples of a four-cell EES bank (N = 4).

Figure 4.3 is an example of reconfiguration of a four-cell bank (N = 4) with the GBRA.

With four cells, three balanced configurations are possible. One of them, for example, is

C (2,2) which consists of two sub-banks connected in parallel with P-switches, and each

sub-bank composed of two cells connected in series with S-switches.

Figure 4.4 shows the switch operations for each configuration when N = 60. Each row

represents the configuration C (n,n), and each square represents which of the S-switch and

P-switches are closed in the configuration. One can notice from the figure that each switch

set has a different probability for closing the S-switch or P-switches. For example, SS,30 is

more likely to be closed than other S-switches in many configurations. On the other hand,

switch sets that are annotated with dotted boxes always close P-switches except only for
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Figure 4.4: Operations of S-switches and P-switches of a 60-cell bank in different configu-

rations.

one configuration C (60,1). To generalize, xS,i = 1 in C (n,m) exactly if m is a common

divisor of i and N, otherwise, xP,i = 1 as shown in (4.9).

This observation provides the intuition for an optimization method to reduce the num-

ber of switches. A switch set can be removed if the switches in the set do not change

their states, i.e., they remain always open or always closed. An always-open switch may

be removed from the circuit, while an always-closed switch may be replaced by a wire.

Eliminating unnecessary switch sets not only reduces the overall switch implementation

cost, but also reduces the bank internal resistance and in turn, lowers the IR loss.

We can reduce the number of switches by restricting possible configurations. More

precisely, SS,i may be short-circuited, and SPT,i and SPB,i may be open if we use only con-

figurations where n and i are coprime. Conversely, SS,i may be open, and SPT,i and SPB,i

may be short-circuited if we never use configurations where n and i are coprime. In the pre-

vious example, out of the 59 switch sets, 16 switch sets that are annotated with the dotted

boxes can be removed if C (60,1) is not used. However, we do not consider configuration

selection, and assume all the configurations are possible with all the switch sets present.
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4.1.3 Dynamic Reconfiguration Algorithm

4.1.3.1 Cycle Efficiency

The primary objective of the dynamic EES bank reconfiguration is reducing energy loss by

improving the power conversion efficiency. As discussed in Section 2.4.1, the power con-

version efficiency of power converters depends on the input and output voltage and current

values, that is Vbank, Vcti, Ibank, and Icti. The purpose of dynamic EES bank reconfiguration

is to maximize conversion efficiency hconv by controlling Vbank at run time for given Vcti

and Icti. Meanwhile, the bank voltage should be within a range of [Vbank,min,Vbank,max] as the

power converter requires.

• Given: Number of cells N, CTI voltage Vcti, CTI current Icti, and cell voltage Vcell .

• Find: Configuration C (n,m) that minimizes the power loss of the EES bank.

• Subject to: Bank voltage limitation: Vbank,min Vbank Vbank,max.

The power loss of the EES bank has two components: power conversion loss which is dis-

cussed in Section 2.4.1, and IR loss induced by the internal resistance of the EES bank.

Minimizing the power converter loss has different implications for charging and discharg-

ing: i) for charging, it means maximizing energy transferred from the CTI to the bank, and

ii) for discharging, it means maximizing energy transferred from the bank to the CTI.

The dynamic reconfiguration is expressed as a mapping function

f : (Vcti, Icti,Vcell)! C (n,m), (4.17)

where Vcti,min  Vcti  Vcti,max, Icti,min  Icti  Icti,max, 0  Vcell  Vcell,lim, n 2 N̂, and m =

N/n. Here, [Vcti,min,Vcti,max] and [Icti,min, Icti,max] denote the operational range of Vcti and Icti,

respectively, and N̂ is a list of possible values of n in an ascending order. We can see that
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exhaustive online search for the optimal n and m among numerous configurations is not

practical. Therefore, we propose a two-phase reconfiguration method, which consists of

an offline phase and an online phase. In the offline phase, we analyze the power converter

efficiency hconv and develop a function fo f f line to find the optimal bank voltage Vbank,opt for

given Vcti and Icti. Next, in the online phase, we use a function fonline to find the optimal

configuration C (n,m) that minimized the power loss for given Vcell . That is,

fo f f line : (Vcti, Icti)!Vbank,opt , (4.18)

fonline : (Vcti, Icti,Vbank,opt ,Vcell)! C (n,m). (4.19)

It is not feasible to analytically find the optimal operating conditions that maximizes

the power conversion efficiency hconv. Therefore, it is reasonable to implement the offline

function fo f f line as a lookup table since it is only two-dimensional and both of Vcti and Icti

have a limited range in practice because of the minimum and maximum ratings of periph-

eral circuitry. We build the lookup table by evaluating the conversion efficiency and finding

the optimal condition. The lookup table is indexed with Vcti and Icti, where each entry is

the optimal bank voltage Vbank,opt that maximizes hconv for given Vcti and Icti. Two lookup

tables are built for charging and discharging in the same manner. The online algorithm can

exploit these lookup tables and easily obtain Vbank,opt at run time which greatly reduces the

computation overhead.

The online function fonline is described in Algorithm 1. First, the optimal bank voltage

is derived from fo f f line mapping function for current Vcti and Icti (List 1). Since the lookup

table is defined for discrete intervals, a two-dimensional interpolation may be used for in-

termediate values. Next, the ideal series-connection number nideal is derived (List 2). We

redefine a possible set of configurations M0 for the given condition, by excluding configura-

tions that are not allowed due to bank voltage limitation (List 3). If nideal implies a possible
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configuration (List 4), this is the optimal value for m. However, it is possible that nideal rep-

resents not a feasible configuration. If nideal is out of boundary of possible configurations,

we set nopt to the minimum or maximum (Lists 6 and 8). Otherwise, we find a consecu-

tive ni and ni+1 in N̂0 that are near nideal (List 11). Between two configurations, we select

the one whose sum of the power converter loss and IR loss due to the bank internal resis-

tance is smaller (List 12). Finally, nopt is derived (List 13), and the optimal configuration

is returned. This algorithm has O(log |N̂|) time complexity if N̂ is in an ascending order,

because finding elements in Lists 3 and 11 can be done with a binary search. Other oper-

ations are done in constant time; the lookup table indexing and the interpolating are done

in constant time, and efficiency evaluation in List 12 is done only for two configurations

regardless of the size of N̂.

In a discrete-time reconfiguration scheme, bank reconfiguration is performed every de-

cision epoch, assuming that the voltage and current condition is not significantly changed

within a time interval. On the other hand, in a continuous-time reconfiguration scheme,

we determine whether if a reconfiguration is needed when the voltage or current condition

significantly changes.

Figure 4.6 shows two configuration transitions of a 120-cell bank when discharging.

The figure shows transitions from C (24,5) to C (30,4), and from C (30,4) to C (40,3). The

transitions occur at the points where the power loss (sum of power converter loss and in-

ternal resistance IR loss) of two consecutive configurations cross. This is different from

a previous work [118] that the configuration transitions is triggered by the bank voltage

variation constraint. Although limiting the bank voltage variation may improve the power

conversion efficiency if the voltage range is chosen elaborately, but there is no explicit clue

for setting the voltage range. Furthermore, the current which also affects the conversion

efficiency is not considered for reconfiguration in the previous work. The proposed method
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Figure 4.6: Two configuration transitions before and after the configuration C (30,4) when

discharging a 120-cell bank. CTI voltage (Vcti) is 30 V and CTI current (Icti) is -1 A.

exhibits a better efficiency since it considers the conversion efficiency for the reconfigura-

tion taking the voltage and current into account.

4.1.3.2 Capacity Utilization

We analyze the capacity utilization improvement by the proposed reconfiguration method.

From (4.5) and (4.11), the remaining energy Ebank,remain of a configuration C (n,m) when

Vbank = Vbank,min is

Ebank,remain =
1
2

· n
m

·Ccell ·Vbank,min
2. (4.20)

From (4.4), (4.5), (4.16), and that N = m ·n,

r = 1�
✓

min(Vbank,min,m ·Vcell,lim)

m ·Vcell,lim

◆2

. (4.21)

This implies that a reconfiguration in a way that increases m improves the capacity utiliza-

tion. Figure 4.7 is an example that graphically shows how the capacity utilization is im-
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Figure 4.7: Capacity utilization (r) of two configurations of a two-cell bank when

Vbank,min =
1
2

·Vcell,lim. Note that the vertical length is proportional to the square of volt-

age so that the area is proportional to the energy capacity.

proved by the reconfiguration. Here, N = 2, and two configurations C (2,1) and C (1,2) are

available. The horizontal and vertical lengths of the box are proportional to the capacitance

and square of the voltage, respectively, and so the area is proportional to the energy. Re-

configuration changes the way to store the same amount of energy; either in higher voltage

and smaller capacitance (switching to a more series configuration), or in lower voltage and

larger capacitance (switching to a more parallel configuration). Therefore, when the bank

is deeply depleted and Vbank is near Vbank,min, we can maximize the capacity utilization by

reconfiguring the bank to a configuration with the maximum m, that is, N.

4.1.4 Cycle Efficiency and Capacity Utilization Improvement

In the experiments, we demonstrate that the proposed EES bank reconfiguration method

improves the cycle efficiency and capacity utilization of an EES bank. Throughout this

section, we use a supercapacitor bank consisting of capacitors with Ccell = 100 F and

Vcell,lim = 2.5 V.

First, we demonstrate the energy efficiency improvement of the proposed EES bank
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Figure 4.8: Constant-power cycle efficiency comparison for different input/output power

values of a 360-cell bank. CTI voltage (Vcti) is 30 V.

reconfiguration method (GBRA) compared with two baselines: i) fixed EES bank con-

figurations (Fixed), and ii) voltage variation-constraint (VVC) reconfiguration. The VVC

reconfiguration method limits the bank voltage variation by switching the configuration

when the bank voltage goes out of the given voltage range. We set the range of bank volt-

age to
1
2

·Vcti Vbank 
3
2

·Vcti for the VVC reconfiguration in the experiment. We assume

a low minimum bank voltage constraint of Vbank,min = 1.25 V to minimize the effect of the

capacity utilization limit.

We first demonstrate that the constant-power cycle efficiency hcyc discussed in Sec-

tion 4.1.1, is improved by the proposed reconfiguration method. Figure 4.8 shows the

constant-power cycle efficiency of a 360-cell bank according to Pcti,cyc ranging from 6 to

600 W, when Vcti = 30 V.

We can see that the proposed GBRA reconfiguration exhibits the best cycle efficiency

for the all range by the timely efficiency-aware reconfiguration. On the other hand, the cy-

cle efficiency of the VVC reconfiguration is lower than that of the GBRA reconfiguration,
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especially when the input/output power Pcti,cyc is large. This is because the efficiency degra-

dation due to the input and output voltage difference is escalated as the current increases.

Figure 4.8 also shows the cycle efficiency of the three fixed configurations: C (10,36),

C (60,6), and C (180,2). The cycle efficiencies of the fixed configurations are not as high as

that of the proposed GBRA reconfiguration in the all range of Pcti,cyc. The cycle efficiency

improvement is up to 21% compared with the VVC reconfiguration and up to 108% com-

pared with the fixed configurations in the range of 6–600 W. We can see from Figure 4.8

that the cycle efficiency for larger Pcti,cyc is optimal when the configuration has more cells

in series. This is because a low bank voltage results in an excessively large current for larger

Pcti,cyc, and induces a large Pcdct loss. In contrast, the Psw loss becomes dominant for the

high bank voltage cases. This clearly shows that finding the optimal configuration is not

straightforward.

Next, we demonstrate the energy efficiency improvement with a varying power input

and output, which is more realistic for practical HEES systems. We charge the bank with a

low input power until it is fully charged, and then discharge it with a high output power until

it is fully depleted. The discharge power Pd is 10 times higher than the charge power Pc,

and therefore the maximum duty cycle, which is possible only when the cycle efficiency

is 100%, is
1

10+1
= 9.1%. Figure 4.9 shows the duty cycle of a 360-cell bank for Pc

ranging from 6 to 600 W, when Vcti = 30 V. This result also shows that the proposed GBRA

reconfiguration exhibits higher energy efficiency even for a realistic high-power pulsed load

demand, compared with the VVC reconfiguration and fixed configurations. The duty cycle

improvement is by up to 44% compared with the VVC reconfiguration and by up to 127%

compared with the fixed configurations in the range of 6–600 W input power.

We demonstrate the capacity utilization for different n and Vbank,min values in Fig-

ure 4.10. As seen in (4.21), the capacity utilization is dependent on n, but not on m. We
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Figure 4.9: Duty cycle for a high-current pulsed load of a 360-cell bank when discharge

power (Pd) is 10 times higher than charge power (Pc). CTI voltage (Vcti) is 30 V.

can see that the capacity utilization increases as n increases. This result clearly shows the

motivation of dynamic reconfiguration to fully utilize the capacity. By dynamically increas-

ing the number of series connections, n, when the bank is almost depleted, we can extract

more energy from the bank. For example, when Vbank,min = 10 V, using a fixed configuration

with n = 10 results in 84% of capacity utilization. These imply that 16% of the capital cost

to purchase and dispose the EES elements is wasted without substantial capacity increase.

The capital cost loss is reduced to less than 1% when the EES bank can be reconfigured to

n = 60.

The energy and cost overhead of the proposed reconfiguration architecture is negligi-

ble. The energy overhead is caused by the conduction loss in the MOSFET switches due

to their non-zero on-resistance. The resistance of power MOSFET switches are typically

a few mW. The energy loss due to the resistance is only 1.0% of the total energy in the

capacitor array per charge cycle when the charge current is 3 A and a 3 mW switch is used.

This is negligible when considering the significant energy efficiency improvement. The cost
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overhead is also insignificant. A switching circuit composed of three pairs of switches and

gate drivers are required per cell. The cost of the switching circuit is only a few percent of

the total cost including the supercapacitors. For instance, a switch circuit composed of ON

Semiconductor NTD4904NT4G and one Maxim MAX15054AUT+T costs only $3. A su-

percapacitor Maxwell BCAP0650 is as expensive as $43. The payback period (PP), which

is the time to recover the cost overhead, is dependent to the charge/discharge frequency and

electricity cost. The higher charge/discharge frequency or electricity cost is, the shorter PP

becomes.

4.2 Networked Charge Transfer Interconnect

4.2.1 Networked Charge Transfer Interconnect Architecture

A HEES system is composed of many EES nodes through a CTI, and so the CTI archi-

tecture is an important design factor. It has a significant impact on the charge transfer ef-

68



Node 
1

Node 
4

Node 
2

Node 
3

Node 
1

Node 
4

Node 
2

Node 
3

Node 
1

Node 
3

Node 
4

Node 
2

Node 
1

Node 
4

Node 
2

Node 
3

(a) Shared bus (b) Segmented bus (c)Multiple bus (d) Point-to-point

Figure 4.11: Various interconnect architectures for system-on-chip and HEES systems.

ficiency, and thus should be carefully designed in order to maximize the benefits of the

HEES systems. A system-on-chip is subject to the similar problem of determining a proper

interconnect architecture. The interconnect architecture on a system-on-chip affects com-

munication latency, throughput, power consumption, and so on. For both HEES system

and system-on-chip, the interconnect architecture should be selected to considering the

scalability. As the number of nodes increases, the interconnect architecture becomes more

critical.

Figure 4.11 shows four interconnect architectures. Figure 4.11(a) is a shared bus inter-

connect. It is simple to implement, but has a limited scalability. Variances of the shared bus

CTI with higher scalability include segmented bus CTI in Figure 4.11(b) and multiple bus

CTI in Figure 4.11(c). The point-to-point interconnect in Figure 4.11(d) provides indepen-

dent paths between every pair of nodes, but its cost increases exponentially as the number

of nodes increases. These architectures are well explored for the system-on-chips, but also

applicable for the HEES systems as we shall discuss.

4.2.1.1 Charge Transfer Conflicts

Shared-bus CTI architectures (sometimes called DC bus) are commonly used when the

number of EES banks is limited. Recent works on the HEES system management method-
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ologies [107, 108, 109, 111] assume a general shared-bus CTI architecture. The shared-bus

CTI is analogous to an on-chip shared bus on a system-on-chip and their advantages and

disadvantages are similar. Another CTI architecture is a complete point-to-point connection

among the nodes [17]. Both the shared-bus and point-to-point connection architectures are

feasible as long as the number of EES banks is small, but they certainly lack scalability to

accommodate a large-scale HEES system. The other architecture is a customized network

architecture for a particular application and operation policy. For example, a supercapac-

itor buffer efficiently mitigates the rate-capacity effect of a lithium-ion battery especially

for pulsed load demand [18]. As the control policy is to use the supercapacitor as a buffer

of the battery, the path from the battery bank to the load device is not necessary. This ar-

chitecture is similar to an network-on-chip (NoC) architecture with irregular connectivity

which is fully dependent on the application. In short, none of the previously introduced

CTI architectures can be used to accommodate a large number of EES banks for general

applications.

The charge management of a HEES system is achieved by charge allocation, replace-

ment, and migration operations [4]. The operations are basically charge transfers among

EES banks using the CTI as charge transfer medium. The previous works on the charge

management of HEES [107, 108, 109] assumed that the charge transfer path is always

available for a given charge transfer task. They focused on maximizing the energy effi-

ciency by setting a proper value for CTI voltage of the charge transfers. However, it is not

always true that a charge transfer path is available whenever it is required. Two or more

charge transfer tasks can have a conflict by competing for the shared-bus. Figure 4.12(a)

demonstrates an example where the power supply charges the battery bank and the super-

capacitor bank supplies power to the load at the same time. Two charge transfer tasks have

different optimal CTI voltage values, which maximize the charge transfer energy efficiency
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of each task, and there is only one CTI link.

We define that two or more charge transfers conflict when they try to occupy the same

CTI link and have different optimal CTI voltage values. Such a conflict enforces the charge

transfer tasks to use the same CTI voltage, and thus at least one of them has to suffer

possibly severe degradation in energy efficiency.

4.2.1.2 Networked CTI Architecture

We introduce a networked CTI architecture as shown in Figure 4.12(b) to fundamentally

solve the charge transfer conflict problem, which ensures scalability to a large number of

EES banks [113]. Specifically, we use a mesh interconnect architecture to ensure flexibil-

ity and scalability of networked CTI architecture. One important component to realize the

networked CTI architecture is the CTI router. We propose a CTI router that connects CTI

links, an associated component (i.e., an EES bank, a power source, or a load device), and

a power converter. Figure 4.13 shows the detailed architecture of the CTI router. Each CTI

router is connected with the adjacent CTI routers through the CTI links. The CTI router

consists of reconfigurable interconnects which are denoted as dashed lines in Figure 4.13.

We dynamically connect or disconnect the reconfigurable interconnects inside the router to
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setup a path from one CTI link to another. The reconfigurable interconnects form a com-

plete graph so that the signal can be routed in any direction. The CTI router in Figure 4.13

has five CTI links, and thus it has ten interconnects each of which is implemented as a pair

of back-to-back MOSFET switches. We adopt the switching power converter efficiency

model from [100].

The networked CTI architecture is comparable to a general NoC architecture. As the

number of processing elements in an SoC increases, the single-level on-chip bus architec-

ture is no longer able to handle increased data exchanges between the processing elements.

Similar to the NoC which requires packet routing, a HEES system with a networked CTI

architecture requires routing of the charge transfers. However, CTI routing on a networked

CTI is not the same as the conventional NoC packet routing, conventional signal routing for

field-programmable gate array (FPGA), nor application-specific integrated circuit (ASIC).
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4.2.2 Conventional Placement and Routing Problems

Placement and routing is one of the challenging issues for electronic design automation,

and many related papers are published for decades. A placement algorithm is given com-

ponents such as circuit modules or logic cells as input and determines their locations on a

printed circuit board (PCB) or very-large-scale integration (VLSI) circuit. Good placement

is important to obtain a good routing result that minimizes wire length that affects area,

latency, power consumption, and so on. Force-directed placement methods model connec-

tivity of components as pulling and pushing force and place the components where the

force is minimized [119, 120]. Partitioning-based methods iteratively divide components

into two sets such that the number of nets connecting the two sets is minimized [121, 122].

Simulated annealing-based placement algorithms move components and evaluate the cost

while reducing the movement range as the temperature decreases [123]. In spite of the

diverse placement algorithms, the node placement problem for the HEES system is not

introduced yet.

The CTI routing problem in a networked CTI has similarity to the conventional FPGA

signal routing problem. In the problem of CTI routing, each task competes for routing

resources such as converters and CTI links, whereas each signal competes for wires and

connection points in FPGA routing. The FPGA routing is a highly complex combinatorial

optimization problem, and thus it is usually done by iterative rip-up and reroute of sig-

nals. The success of routing is dependent not just on the choice of which nets to reroute,

but also on the order in which rerouting is done as shown in traditional rip-up and reroute

methods [124, 125]. The negotiation-based FPGA router successfully relieves the signal or-

dering problem and provides a systematic rip-up and reroute capability [126]. This routing

algorithm allows initial sharing of the routing resources among signals, but subsequently
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makes them negotiate for the shared resource with other signals until no resource is shared.

The negotiation-based routing algorithm is further enhanced in terms of compilation time

by incorporating delay-driven routing [127]. More recent works such as [128] focus on the

new architecture or technology scaling, but the core of the routing algorithm is still based

on [126]. Table 4.2 briefly compares the PCB/VLSI placement and routing problem and the

CTI placement problem for the HEES system.

4.2.3 Placement and Routing Problems

We formally describe the node placement and CTI routing procedures of the networked

CTI. We have a set of charge transfer tasks t = {Ti} to perform. A charge transfer task is

defined as a five-tuple Ti = (Si,Di,ei,Ri,Di), where Si is the source node, Di is the desti-

nation node, ei is the amount of energy to be transferred to Di, Ri is the task arrival time,

and Di is the duration. A task Ti and the participating nodes Si and Di are active during the

time period of [Ri,Ri + Di]. We assume that all the charge transfer tasks are single-source

single-destination without loss of generality.

The CTI routing is a runtime procedure that finds independent routing paths that con-

nects all the nodes in Si and Di for the period of Di for each Ti 2 ta, where ta ⇢ t is the

set of active charge transfer tasks. The CTI routing procedure assigns the CTI links, which

corresponds to edges of E, to each Ti to make the path. The CTI routing procedure involves

charge transfer optimization, which is to find the optimal CTI voltage V opt
cti of the charge

transfer task that maximizes the charge transfer efficiency. The networked CTI should peri-

odically perform the CTI routing to maintain the best CTI configuration at all times for the

given ta.

However, the number of CTI links is limited, and it may be impossible to assign in-

dependent paths to all the tasks if there are too many tasks that should take place simul-
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taneously. The previous work introduces a unique feature of CTI routing such that some

tasks may share the CTI link in such cases [113]. This is called task merging. It consoli-

dates the tasks at the expense of charge transfer efficiency degradation because the merged

tasks should share a sub-optimal CTI voltage like a shared-bus CTI. Therefore, reducing

the number of task merging is the key to maximize the charge transfer efficiency [113].

We see that an elaborated node placement on a networked CTI dramatically enhances

the routability and hence reduce the potential task merging occurrences. Figure 4.14 shows

two node placements that lead to different CTI routing results. There are nine nodes and

three charge transfer tasks to perform. Figure 4.14(a) shows a placement that fails in com-

plete routing. Task 1 is not completely routed because there is no CTI link available to

connect Node I to Node A or B. Merging Task 1 and Task 2 is a workaround to complete

the routing at cost of degradation of the charge transfer efficiency. The merged task will

suffer from low charge transfer efficiency if the V opt
cti for Task 1 and Task 2 is different.

Another placement shown in Figure 4.14(b), on the other hand, achieves complete routing

without task merging. All three charge transfer tasks are performed with their own V opt
cti .
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The node placement problem is more complicated than this example in practice. Each

charge transfer task arrives and finishes at different time, and so ta is not a constant set.

The sets of nodes to be connected through the routing change over time depending on

ta. Therefore, the optimal placement of nodes is not fixed but continuously changes. For

instance, placing Node I next to Node B in Figure 4.14 is good while Task 1 is active, but

it is no longer beneficial once Task 1 is finished because the CTI configuration should be

changed for the next ta.

We present a formal definition of the CTI routing problem in this section. We first define

a node as a combination of a CTI router and either of an EES bank, a power source, or a

load device associated with it. A CTI network is a graph G = (V,E) where V is a set of

vertices that corresponds to nodes, and E is a set of edges that corresponds to CTI links

between two elements in V . It is an undirected graph as the CTI links are bidirectional

electrical conductors. The link between the CTI router and the associated EES element (an

EES bank, a power source or a load device) is a dedicated resource, and thus we do not

consider this in the routing algorithm.

The CTI routing problem is to find routing paths for a given transfer task set t, that

connects all the nodes in Si and Di for each Ti 2 t. A node of Ti participates in only one

charge transfer, and it is either a source or a destination, not both. That is,

[

Ti2t
(Si\Di) = ? and

\

Ti2t
(Si[Di) = ?. (4.22)

As a result of the CTI routing, a disjoint subset of edges in E that forms an acyclic rout-

ing tree is assigned to each Ti. We set each CTI router configuration (make connections of

the internal interconnects) according to the edges in the routing trees. An individual routed

charge transfer is equivalent to a charge transfer on an independent shared-bus CTI. There-

fore, it enables us to apply any previous HEES charge management methods that are based
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on a shared-bus CTI to each routed charge transfer task.

The routing process allocates limited resources to the nets (the set of charge transfer

tasks or signals), and each net is allowed to use the resource for a designated period. Rout-

ing charge transfer tasks requires iterative execution of two steps; i) the CTI routing and

ii) charge transfer optimization. The CTI routing operation is to determine a routing path

of the charge transfer, and the charge transfer optimization operation is to determine the

voltage level of the routing path and the amount of current through the routing path.

The CTI routing problem should tackle limitation in the routing resources (the CTI

links) like the conventional FPGA routing problems. Signal routing of FPGA fails if there

are unrouted nets which are not routable with remaining routing resources. The workaround

is either increasing the resource, i.e., using a larger device or optimizing placement so that

the congestion is reduced.

On the other hand, redoing placement is not an option for the CTI routing problem

because the nodes are at a fixed location in the HEES system and cannot be moved. Instead,

we perform merging in order to mitigate the routing congestion. This is a unique feature of

the CTI routing for HEES systems. Merging is combining two charge transfer tasks into one

to produce a new task set. Two or more migration tasks can be merged and share resources

unlike signal routing.

If one task has a longer deadline than the other, the combined task uses the CTI links for

whichever the shorter deadline. After the deadline expires, the task with a shorter deadline

releases the CTI links and the task with a longer deadline solely occupies the CTI links

after rerouting. Merging Ti = (Si,Di) and Tj = (S j,D j) results in a new task Ti, j = (Si [

S j,Di [D j). Then Ti and Tj are removed from t and Ti, j is added to t. After Ti or Tj that

has a shorter deadline is finished, the remaining task is added back to t with the remaining

deadline.
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Figure 4.15: Example routing of three tasks after merging. T1 is unrouted in (a), and routing

after three possible merging combinations are presented in (b), (c), and (d).

Figure 4.15 is an example of the merging to improve routability of three tasks. In Fig-

ure 4.15(a), T2 and T3 are routed, but T1 is not routed. There are three possible combinations

to merge two tasks out of three as shown in Figures 4.15(b), (c), and (d). The CTI link usage

out of 12 CTI links is different depending on the combinations. The number of unused CTI

links directly affects the routability of the other charge transfer tasks.

Most importantly, merging is not free. A merged task suffers efficiency degradation due

to single CTI voltage constraint. Therefore, we have to consider not only the routability but

also the efficiency at same time.

4.2.4 Force-Directed Node Placement

We propose a force-directed node placement algorithm. The force-directed placement al-

gorithm models interaction of nodes as attractive (pulling) force and repulsive (pushing)

force. The attractive force between a pair of nodes becomes stronger as the distance in-

creases, whereas the repulsive between a pair of nodes becomes stronger as the distance
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decreases. The algorithm places the nodes where the net force is the minimum. The key for

applying force-directed placement to the node placement problem is to define the coeffi-

cients of the force model so that they accurately reflect the routability and charge transfer

efficiency depending on the location of the nodes. Specifically, the force vector Fi applied

to node ni is

Fi = Fa
i +Fr

i , (4.23)

where Fa
i is the attractive force vector and Fr

i is the repulsive force vector.

The attractive force Fa
i is defined as

Fa
i =

X

j

Fa
i, j =

X

j

ci, jdm
i, jd̂i, j, (4.24)

where ci, j is connectivity weight, dm
i, j is the manhattan distance between ni and n j such that

dm
i, j = (x j�xi)+(y j�yi), and d̂i, j is the unit vector of the linear distance vector between ni

and n j such that di, j = (x j� xi,y j� yi). We use the manhattan distance because it is a more

accurate index of CTI link occupation than the euclidean distance. The connectivity weight

ci, j indicates the significance of interaction of the nodes to the charge transfer efficiency.

The significance is determined by two factors, which are amount of transferred energy e

and duration of the the charge transfer D of charge transfer tasks. We place two nodes

close if the amount of charge transfers between them is large (high e) because they have a

significant impact to the total charge transfer efficiency. Also, we place two nodes close if

they occupy CTI links for a long period (high D) so that they do not obstruct routing of the

other tasks. Therefore, the connectivity weight ci, j is defined as

ci, j = a
X

Tk2t[i, j]

ekDk, (4.25)

where a is a scaling constant and t[i, j] is a set of all tasks such that ni is the source and n j

is the destination or vice versa. A high ci, j implies that it is more beneficial to place ni and
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n j close. The connectivity weight is symmetric so that ci, j = c j,i.

The repulsive force Fr
i is defined as

Fr
i =

X
Fr

i, j =�
X

j

Di, j

dm
i, j

d̂i, j, (4.26)

where di, j is the hindrance weight. The direction of Fr
i, j is opposite to Fa

i, j. The hindrance

weight di, j indicates potential congestion on the CTI links between ni and n j during routing.

The congestion occurs if both the nodes are active simultaneously. Its negative impact on

the charge transfer efficiency gets worse if V opt
cti difference between the charge transfers is

large. Therefore, the hindrance weight di, j is defined as

di, j = b
Z

ai, j(t)
���V opt

i (t)�V opt
j (t)

���dt, (4.27)

where b is a scaling constant and a(t) is a binary variable such that

ai, j(t) =

8
><

>:

1 if both ni and n j are active at time t

0 otherwise
, (4.28)

and V opt
i (t) is V opt

cti of the charge transfer that ni performs at time t. A high di, j implies that it

is more beneficial to place ni and n j apart. Participating in the same charge transfer does not

affect di, j even they are both active because V opt
i (t) = V opt

j (t). The repulsive force makes

nodes that have similar V opt
cti placed close and makes nodes that have different V opt

cti placed

apart. It minimizes the charge transfer efficiency degradation due to task merging because

charge transfer efficiency of merged tasks with similar V opt
cti is less affected by sharing the

CTI links with the same CTI voltage.

We define the objective function r to evaluate the quality of the placement after each

iteration as

r = ra +rr, (4.29)
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where

ra =
X

i

X

j

ci, jdm
i, j, (4.30)

rr =
X

i

X

j

di, j

dm
i, j

, (4.31)

which are equivalent to the sum of magnitude of attractive and repulsive force of all nodes,

respectively. We iteratively select a node that has the highest magnitude of net force and

move it toward the direction of the force. Figure 4.16 illustrates an example of force vectors

of each nodes captured at the beginning of an iteration. We see Fa vectors (light gray arrow)

point inward. Strong Fa applied to a node means that it is far from other nodes that actively

perform charge transfers. On the other hand, Fr vectors (dark gray arrow) point outward.

Strong Fr applied to a node means that it is close to other nodes that may incur congestion

during routing. In this example, the force applied to Node A is the strongest as denoted with

the longest black arrow. Therefore, moving Node A is most likely to reduce r. Contour lines

in Figure 4.16 denotes the magnitude of F applied to Node A when it is placed at each point.

The lines are curvy due to the repulsive force between Node A and other nodes. The cross

in Figure 4.16 denotes the point where F applied to Node A is minimized. We map Node A

to a vertex near the cross where F is the minimum and fix it. The victim node that was

originally mapped to the vertex finds its new optimal vertex in turn. The iteration ends

when the ripple moves finish or when there is no more node to move. The series of moves

is accepted if r decreases, and the next iteration begins. Otherwise, we pick another node

with the next-strongest F for the next iteration.

Algorithm 2 is the formal description of the proposed node placement procedure. We

first do the charge transfer optimization to obtain V opt
i for each task Ti assuming an ideal

CTI that provides independent paths for all tasks (Line 2). We calculate ci, j and di, j next

(Line 3). We subsequently perform initialization. We find an initial placement (Line 4) and
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Fa

Fr

F

Maximum F node
(Node A)

Minimum F point
for Node A

Figure 4.16: Arrows denote force vectors applied to each node. Contour lines denote the

magnitude of F applied Node A is located at each point. The cross denotes the point where

F applied to Node A is minimized.

evaluate it (Line 5). This may be a random placement or manual placement. The free node

set Nf is set to N initially (Line 6).

We iterate trials to move one node at a time until no more free node exists (Line 7). We

first update F at the beginning of each iteration for the current placement (Line 8). We select

a node ni among the free nodes Nf that has the highest magnitude of net force (Line 9). We

map ni to the vertex where Fi applied to ni is minimized and get a new placement fp,trial

(Line 10). This triggers ripple moves of other nodes in which the victim nodes recursively

find a new vertex. We evaluate the new placement fp,trial triggered by moving ni (Line 11).

The new placement fp,trial is accepted and all the nodes are freed if r decreases compared

with the previous placement fp (Lines 12–15). Otherwise, ni is fixed and not considered as

a candidate in the subsequent trials (Line 17).

Formally speaking, the node placement finds an injective function (one-to-one function)

fp from N to V . Each ni is mapped to one vi. Each vi has a fixed location (xi,yi). We call

82



that n j is placed at (xi,yi) if n j is mapped to vi. The example in Figure 4.14 shows a HEES

system where nine nodes are one-to-one mapped to nine vertices. Physical meaning of

mapping a node to a vertex is that we attach the node to a CTI router that corresponds

to the vertex. We assume a grid-like networked CTI like Figure 4.14. The vertices have a

regular arrangement, and the edges connect neighboring vertex pairs.

An individual task that is assigned with an independent path is equivalent to a charge

transfer on a shared-bus CTI. Therefore, we apply the previous optimization and manage-

ment schemes that are based on a shared-bus CTI to each charge transfer task after routing.

We limit the scope of interest to the node placement and employ the existing CTI routing

scheme [113] and charge transfer optimization schemes [107, 108, 109] to focus on the

node placement problem.

4.2.5 Networked Charge Transfer Interconnect Routing

We present the proposed networked CTI routing algorithm in Algorithm 3 [113]. The input

of Algorithm 3 is the CTI network G and a set of charge transfer tasks t. Algorithm 3 iter-

atively performs rip-up and rerouting the charge transfer tasks until all the tasks are routed.

The kernel of the routing algorithm is based on the negotiated congestion (NC) routing al-

gorithm in [126]. The cost of resources (CTI links) gradually increases over iterations, and

each charge transfer task competes with others to occupy the resource. Only one charge

transfer task that is willing to pay the cost occupies the resource, and the other tasks detour

via other less-costly resources.

We first define the cost of resources taking into account the distinctive characteristics

of the CTI routing problem. An edge e = (u,v) is associated with a congestion cost c[e] that

is defined as

c[e] = (b[e]+h[e]) · p[e], (4.32)
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where b[e] is the base cost of the edge e, h[e] is the congestion history cost and p[e] is the

penalty due to the congestion at the current iteration. The base cost b[e] is related with the

unit cost of charge transfer from u to v, and we set the base cost to 1. The penalty p[e] is

defined as

p[e] = 1+ pgradient ·u[e], (4.33)

where pgradient is a constant, and u[e] is the number of charge transfer tasks that share the

edge e. The congestion history cost h[e] increases gradually after each iteration to increase

cost of congested edge and make the conflicting nets to avoid it. That is,

h[e] =

8
><

>:

h[e]0 if u[e] = 0

h[e]0+hgradient · (u[e]�1) if u[e]� 1
, (4.34)

where h[e]0 is h[e] of the previous iteration, hgradient is a constant, and h[e] is initially 0.

Only the congestion history cost is dependent on the number of iterations by (4.34), and

it is a non-decreasing function of the number of iterations. This is because the nets to be

routed do not change over iterations in the signal routing, and so the congested resources

are likely to be congested again in subsequent iterations. This is not the case for the CTI

routing problem because we merge conflicting tasks into one, and then the shared resources

are not congested any more. The cost of the previously shared edges are overestimated if

we do not decrease h[e] after they are merged. This leads to other charge transfers to avoid

using the released edges and results in non-optimal routing results. Therefore, we reduce

h[e] of edges that have been congested by the merged tasks.

We define a conflict graph as Gc = (V c,Ec). There are k = |t| nodes in V c = {vc
1,v

c
2, . . . ,v

c
k},

and each vc
i is mapped to Ti. A conflict graph Gc is a complete graph, and each edge

ec = (vc
i ,v

c
j) 2 Ec is assigned with d[ec] which is conflict count between tasks Ti and Tj.

Initially, d[ec] is set to zero, and we increase d[ec] by n if the tasks Ti and Tj share n CTI
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links. We define the sum of the conflict counts of all the edges in a conflict graph Gc to be

a conflict degree D[Gc] such that

D[Gc] =
X

ec2Ec

d[ec], (4.35)

which is the metric of routability of a given task set.

We also use this conflict graph to prune away the task pairs that do not increase the

routability after merging. This is important to efficiently find task pairs to merge by avoid-

ing a situation of trying all the pairs in every iteration. We try merging a pair of tasks, and

accept it if it increases the routability. We define that the routability is improved if the con-

flict degree is reduced after merging by the conflict count between merged transfer tasks or

more. That is, we accept the merging of Ti and Tj if

D[Gc0] D[Gc]�d[(vc
i ,v

c
j)], (4.36)

or reject it otherwise. We mark an edge of rejected task pair with r[ec] = 1 to indicate the

task pair is previously rejected, and r[ec] = 0 otherwise.

We merge a pair of tasks Ti and Tj that have the least difference in the optimal CTI

voltage if they conflict (d[(vc
i ,v

c
j)] > 0) and have not been rejected previously (r[(vc

i ,v
c
j)] =

0). Merging the two tasks results in a new conflict graph because two tasks Ti and Tj is

removed and a new task Ti, j is added. The new task is marked not-to-be-merged (r[ec] = 1)

with existing tasks if both the merged tasks were marked not-to-be-merged with the tasks.

The conflict count d[ec] is reset to zero after merging.

The algorithm starts from initialization of the cost of e 2 E based on (4.32), (4.33),

and (4.34) in Line 1. Initially, u[e] = 0 for all e. It also initializes the conflict graph Gc in

Line 2. We try routing and merging until all the CTI links are not shared by multiple charge

transfer tasks in the loop through Lines 3–15. The loop in Lines 4–6 attempts to route the
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given task set with the NC-router. The NC-router repeats rip-up and rerouting for all the

charge transfer tasks while updating the edge cost c[e] in Line 5. We update the conflict

graph after one trial for the rip-up and rerouting for all the charge transfer tasks in Line 6.

These procedures are repeated until the current task set t is fully routed. The algorithm is

terminated and returns the routing results after the charge transfer optimization for each

task in Line 7 if the routing is successful.

We perform merging through Lines 8–15 if the routing fails. We judge that the task set

is not routable if routing attempt fails for a certain number of iterations or a certain amount

of runtime. The previous merging is rejected in Line 10 if it fails to improve the routability.

If the previous merging is rejected, we restore the previous states of t, Gc, and edge costs

of E. We mark rejected pairs of tasks at the edges (r[ec] = 1) in Line 11 so that they are not

explored in the future attempts for merging.

Merging tasks begins with saving the current states of t, Gc, and edge costs of E so that

we can restore them when the merging is rejected in Line 12. We utilize the conflict graph

Gc to find candidate tasks to be merged. We update Gc and reset the conflict count d[ec] to

zero after merging in Line 14. We also update the cost c of CTI links based on the new CTI

link utilization after merging in Line 15.

4.2.6 Energy Efficiency Improvement

4.2.6.1 Experimental Setup

We demonstrate that the proposed node placement algorithm with network CTI examples

and evaluate the charge transfer efficiency improvement. The size of CTI network is diverse

from 3⇥3 (|V | = 9) to 6⇥6 (|V | = 36), and we have the same number of nodes (|N| = |V |).

The terminal voltage of the nodes is between 15 V and 200 V. We assume that each node is
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one of four types: source, load, and two types of storage banks. The source nodes perform

discharging only, and the load nodes perform charging only. The storage banks perform

both charging and discharging, but they do not perform charge transfers between the same

type storage banks.

All the tasks in t are single-source single-destination and may become multiple-source

multiple-destination through task merging while we perform the CTI routing. The node

utilization, which is proportion of active nodes to the total nodes, is around 85%. We adopt

routing algorithm from [113] for the runtime CTI routing.

4.2.6.2 Experimental Results

We first show that the proposed node placement algorithm successfully enhances routabil-

ity, which will reduce charge transfer task merging during routing. The example presented

in Figures 4.17 is a 5⇥5 networked CTI. Figures 4.17(a) to 4.17(c) show wi, j between nodes

(left hand side) and its spatial density (right hand side) of a random placement, a manual

placement, and the optimal placement, respectively. We denote the scale of wi, j with the

thickness of the lines between nodes. The spatial density of a certain area is accumulated

wi, j of node connections that pass the area. High density indicates heavy congestion, and so

charge transfer tasks that pass the specific area are more likely to be merged. We see that the

density decreases and evenly distributed across the whole CTI network after the placement

procedure by the proposed algorithm. It is shown that the distance between nodes with a

high wi, j is shortened in Figure 4.17(c). Figure 4.18 shows normalized r and rtrial after

each iteration. The initial placement is as shown Figure 4.17(a), and the final placement is

as shown in Figure 4.17(c). Through 48 iterations, r decreases by 59.4%. A manual place-

ment shown Figure 4.17(b) that puts power source, load device, and supercapacitors, which

have more frequent charge transfers than the batteries, is slightly better than the random
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placement, but still far worse than the optimal placement.

We next show that the optimized node placement leads to higher charge transfer ef-

ficiency. Figure 4.19 shows the results of the runtime routing procedure. Figure 4.19(a)

shows variation of the number of charge transfer tasks due to task merging. The ideal CTI

provides perfectly independent charge transfer path to all the tasks. There is no need to

merge tasks on the ideal CTI, and so its charge transfer efficiency is the maximum upper

bound. The number of tasks on the random placement is much smaller than that of the ideal

CTI where no task merging occurs. Time-averaged number of tasks on the ideal CTI is 10.6,

but it is only 3.5 on the random placement. In contrast, the optimal placement derived by the

proposed placement algorithm requires only a few of task merging. Time-averaged num-

ber of tasks on the optimal placement is 9.1, which is much higher than that of the random

placement. Less number of task merging leads to higher charge transfer efficiency as shown

in Figure 4.19(b). The charge transfer efficiency on the optimal placement is very close to

the maximum charge transfer efficiency that is possible on the ideal CTI only. We confirm

the motivation of the node placement problem that the charge transfer efficiency is closely

related to number of merged tasks. The charge transfer efficiency degradation becomes

severe when more number of tasks are merged.

We perform the node placement and CTI routing to see the charge transfer efficiency

improvement for several other cases with diverse size and number of tasks. Table 4.3 shows

the results. We compare two metrics: charge transfer efficiency h and task independency µ.

The task independency is the time-averaged ratio between numbers of tasks after merging

and before merging, which is 100% for the ideal CTI. Case 2 is the result of the 5⇥5 exam-

ple that we described above in this section. The improvement in charge transfer efficiency

is up to 10%.
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(a) Random placement

(c) Optimal placement
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Figure 4.17: Connectivity weight wi, j between nodes and its spatial density of (a) random

placement, (b) manual placement, and (c) optimal placement. Gaussian smoothing filter is

applied to the density graph for clear view.
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Algorithm 1: fonline: Online optimal configuration determination.
Input: Vcti: CTI voltage, Icti: CTI current, and Vcell: cell voltage

Output: Optimal configuration (nopt ,mopt)

Global: N: number of cells, N̂: list of possible values of m in an ascending order,

fo f f line: optimal bank voltage mapping function, Pc: power converter loss

model, Pint : bank internal resistance IR loss model, [Vbank,min,Vbank,max]:

range of Vbank

1 Vbank,opt = fo f f line(Vcti, Icti)

2 nideal =
Vbank,opt

Vcell

3 N̂0 =
�

m 2 N̂
��Vbank,min  m ·Vcell Vbank,max

 

4 if nideal 2 N̂0 then

5 nopt = nideal

6 else if nideal min(N̂0) then

7 nopt = min(N̂0)

8 else if nideal �max(N̂0) then

9 nopt = max(N̂0)

10 else

11 Find i such that ni  nideal  ni+1, where ni,ni+1 2 N̂0

12 nopt = argmin
n

(Pc(Vcti, Icti,n ·Vcell)+Pint(n, Ibank)) for n 2 {ni,ni+1}

13 mopt =
N

nopt

14 return (nopt ,mopt)
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Algorithm 2: Node placement algorithm
Input: EES node set N, CTI graph G, charge transfer task set t

Output: Mapping function fp

1 foreach Ti 2 t do

2 Charge transfer optimization for Ti to get V opt
i

3 Calculate ci, j and di, j

4 fp initial placement

5 r r[ fp]

6 Nf  N

7 while Nf 6= ? do

8 Update Fi for all ni

9 ni node in Nf with the strongest Fi

10 fp,trial  map ni to the vertex where Fi is minimized

11 rtrial  r[ fp,trial]

12 if rtrial < r then

13 fp fp,trial

14 r rtrial

15 Nf  N

16 else

17 Nf  Nf �{ni}

18 return fp
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Algorithm 3: Networked CTI routing algorithm
Input: CTI graph G, Charge transfer task set t

Output: Routing tree for each task with the optimal voltage

1 Initialize cost c

2 Initialize conflict graph Gc

3 while shared resource exists do

4 while routing retry conditions hold do

5 NC-route t on Gcti with cost c

6 Update conflict graph Gc

7 Solve the charge transfer optimization problem for each task

8 if routing failed then

9 if previous merging is not successful then

10 Reject the previous merging and restore t, Gc, and costs of E

11 Mark rejected pair of tasks in Gc

12 Save the current t, Gc, and costs of E

13 Merge the two tasks and update t

14 Update conflict graph Gc

15 Update costs of E
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Chapter 5

Joint Optimization with Power

Sources

5.1 Maximum Power Transfer Tracking

5.1.1 Maximum Power Transfer Point

5.1.1.1 Sub-Optimality of Maximum Power Point Tracking

Figure 5.1 shows the architecture of the solar energy harvesting system. The conventional

MPPT techniques aim at maximizing Ppv. However, a solar energy harvesting system has

a charger circuit which involves a non-zero amount of energy loss Pc, and so Pcharge is not

equal to Ppv as we have seen from (5.1). Furthermore, Pc is not constant as we discussed in

Section 2.4.1. This results in maximizing Ppv does not necessarily guarantee the maximum

Pcharge, and thus the MPPT does not always achieve the maximum harvested energy.

Figure 5.2 shows an example of such a phenomenon. It shows variations of Ppv, Pcharge,

and hc, whose relationship is shown in (5.1), depending on Vpv. Conventional MPPT simply
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Ipv Icharge
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Figure 5.1: Power transfer and loss in a solar energy harvesting system.

finds the MPP (Vmpp, Impp) that results in Ppv = Pmpp without consideration of the charger

efficiency hc at that point. In Figure 5.2, Ppv is maximized at a� when Vpv = Va. However,

hc is not high at the MPP, and this results in lower Pcharge than when Vpv = Va where hc

is higher. Rather, Pcharge at b� is higher than Pcharge at a� thanks to higher hc even though

Ppv at this point is smaller than Pmpp. This is more desirable to operate at b� in that we

are interested in maximizing Pcharge rather than Ppv in practice. Consequently, the MPPT

and maximum efficiency tracking of the charger should be considered at the same time to

overcome the sub-optimality of the MPPT. We have to take the dynamic status of the energy

storage device into account when finding the optimal operating point that maximizes Pcharge

because hc is affected by them. Therefore, we design the system to maximize the output

of the charger Pcharge, not the input of the charger Ppv, in order to achieve the system-level

energy optimum.

5.1.1.2 Maximum Power Transfer Tracking

We first define the maximum power transfer (MPT) point, in contrast to the MPP, as the

operating point where the Pcharge is the maximum [129]. We name the voltage and current

of the PV module at the MPT point Vmpt and Impt , respectively. We define Pmpt as the
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maximum Pcharge that is available at the MPT point (Vmpt , Impt). That is,

Pmpt = Vmpt · Impt �Pc. (5.1)

For a given PV module, Pmpt is a function of G and Vstorage when the charger efficiency

characteristics are given because Pcharge is dependent on hc, whereas Pmpp is solely depen-

dent on G. The MPT point changes over time depending on the environmental conditions

such as G and system condition such as Vstorage as mentioned above. The maximum power

transfer tracking (MPTT) is a run-time operational method that dynamically adjusts the op-

erating point to (Vmpt , Impt). We accomplish the MPTT by measuring Pcharge and controlling

the charger to maximize it. We may use the conventional tracking methods of the MPPT

such as the perturb-and-observe or incremental conduction for the MPTT as well.

Figure 2.13(a) shows Vpv and Ppv variations according to Ipv with four different irra-

diance values. Even with the same irradiance, we can see a significant change in Ppv. The

MPPT methods discussed in Section 5.1.1.1 can be used to find the maximum Ppv regard-

less of the irradiance.

However, if we take the charger efficiency into account, the P-I curve we have to con-

sider is the Pcharge-Icharge curve shown in Figure 2.13(b), rather than the Ppv-Ipv curve of

Figure 2.13(a). Since the x-axis is Icharge, the y-axis Pcharge is linearly proportional to the

Icharge when Vcap is given. The maximum Pcharge values, marked by squares, are the MPT

points. Beyond this point, further increment of Icharge causes a rapid drop of Vpv. The Vpv

values at the MPT points are not the same as the Vpv values at the MPP, and Pcharge at the

MPT point is slightly lower than Ppv at the MPP because h < 1.

Our proposed MPTT keeps tracking (Vpv, Ipv) which may be slightly different from

that of conventional MPPT, to guarantee the maximum amount of power transferred to the

load at all times rather than the maximum power extracted from the PV module. Note that
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the proposed MPTT always outperforms the conventional MPPT in terms of net energy

delivery to the load regardless of environmental conditions.

Pcharge at the MPT is determined not only by G, but also by the current value of Vcap.

Figure 5.3(a) is the surface that consists of the maximum Pcharge values of a 7⇥10 PV array

in the G�Vcap domain. We may draw a trace of (Vcap(t),G(t)) pairs on this surface with

the solar irradiance set to a meaningful value in t 2 [tsunrise, tsunset ]. For instance, the white

lines are the traces when C is 300 F, 3,000 F or 30,000 F. For illustration purpose, we set

G(tnoon) = 900 W/m2. Initially, Vcap(tsunrise) = 0 V. From (5.6), the value of Pcharge�Pleak

is the gradient of Ecap. Figure 5.3(b) shows the supercapacitor’s energy, Ecap as t elapses.

Right after the sun rises, G is low and Pcharge is also low, and Ecap increases slowly. Gener-

ally, with a reasonable supercapacitor of C, Pcharge has the maximum values during the day,

and Echarge increases most rapidly at noon (t = tnoon). The sampling points in Figures 5.3(a)

and (b) are matched with each other in terms of t. Ecap slightly decreases in the evening

due to leakage of the supercapacitor such that Pleak > Pcharge in the evening.

5.1.2 MPTT-Aware Energy Harvesting System Design

5.1.2.1 Optimal System Design Problem

We harvest the solar energy during daytime and typically store some of the energy for use

during the nighttime. To focus on energy storage efficiency and avoid divergence from the

main context, we assume that there is no energy usage during the daytime. The amount of

energy to be stored at the end of the day, Ereq is given as a design requirement. The objective

of the proposed design optimization is to derive a cost-effective and energy-efficient design

of a solar energy generation and storage system to achieve this requirement.

Cost-effectiveness is defined as the minimum number of PV modules that meet the en-
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ergy storage requirement, Ereq. Energy efficiency means maximizing the amount of energy

that is eventually stored in the supercapacitor at the end of the day with the same number of

PV modules. These two optimizations are coupled together; if we enhance the efficiency,

we may use small number of PV modules while satisfying Ereq.

The amount of energy stored during the daytime is given by

Ecap(tsunset) = Ecap(tsunrise)+

Z tsunset

tsunrise

(Pcharge(t)�Pleak(t))dt. (5.2)

We must consider another constraint, i.e., feasibility. Commercially available switching

converters and chargers have the maximum voltage rating around 30 VDC, and we must

thus limit the maximum voltage of the supercapacitor bank and the PV modules in series.

We consider identical PV arrays with the configuration of n in series and m in parallel. Due

to this regularity, we can operate all the PV cells at the identical operating condition and

maintain uniform energy efficiency for all cells.

The maximum amount of energy that can be stored in a supercapacitor bank is propor-

tional to C ·Vcap max
2, where Vcap max is the maximum voltage rating of the supercapaci-

tor bank. We can change C and Vcap max by connecting more unit-sized supercapacitors in

parallel and series, respectively. However, the total number of unit-sized supercapacitors

necessary to store a certain amount of energy does not change no matter how we configure

the series and parallel connections. Therefore the supercapacitor cost, which is proportional

to the total number of unit-sized supercapacitors, is not the optimization objective that we

consider. We first derive the amount C that results in maximum energy harvesting for the

given Ereq, and next, we determine Vcap max from

Vcap(t) =
Q(t)

C
=

r
2 ·Ecap(t)

C
. (5.3)

To make a long story short, smaller voltage difference between the PV array and su-
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percapacitor bank achieves better charger efficiency. Thus the key optimization method is

to control the supercapacitor voltage by adjusting C, because the PV array voltage is de-

termined by solar irradiance, which is not controllable. For example, if the supercapacitor

bank capacitance is too small, the supercapacitor bank voltage rises quickly and goes way

higher than the nominal PV array voltage. On the other hand if the supercapacitor bank

capacitance is too big, the supercapacitor bank voltage does not rise much and remains far

lower than the nominal PV array voltage. Determination of the supercapacitor bank capaci-

tance is also coupled with the PV array configuration. We must jointly optimize how many

series and parallel connections of PV cells within a PV array should be established given

the supercapacitor capacitance.

We name the overall PV-supercapacitor system efficiency optimization as MPTT de-

sign. The MPTT design can be formally described as follows:

• Given: The energy requirement Ereq and the maximum voltage rating Vrating.

• Prerequisite: PV module characteristics, charger efficiency model, and solar irradi-

ance profile G.

• Objective: i) Find a n⇥m PV array configuration which minimizes n ·m while meet-

ing E(tsunset)� Ereq; and ii) given the n⇥m configuration, find a supercapacitor bank

capacitance C that maximizes the energy efficiency while meeting Vcap(tsunset) 

Vrating.

It is possible to have Vcap(t), for some t, higher than Vcap(tsunset) due to the self-discharge.

However, we assume this is negligible, as we will see in the following section for a half-day

storage.

5.1.2.2 Design Optimization
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PV Array and the Pcharge Surface The configuration of the PV array determines the

shape and magnitude of the Pcharge surface in the G�Vcap domain. The total number of PV

modules is N = n ·m, which determines the magnitude of the Pcharge surface. Evidently the

more PV modules are used, the higher power can be achieved. We define Ppeak and Vopt of

a Pcharge surface as

Ppeak = max
8Vcap

(Pcharge (G(tnoon),Vcap)) , (5.4)

Vopt = argmax
Vcap

(Pcharge (G(tnoon),Vcap)) , (5.5)

which gives the maximum possible power that goes to the supercapacitor and its corre-

sponding condition, with an n⇥m PV array. The values of n and m determine the location

of Ppeak and Vopt . As n increases, Vopt increases almost linearly. To achieve the maximum

Pcharge when G is the maximum (t = tnoon), Vcap(tnoon) should be equal to Vopt such that

Pcharge(tnoon) = Ppeak.

Supercapacitor Size and Harvested Energy It is shown in Figure 5.4 that Vcap is a

critical factor for Pcharge. From (5.3), Vcap is inversely proportional to C. Therefore the

determination of C is very important for maximizing Pcharge, and in turn, the accumulated

energy, Ecap. Figure 5.5 shows the total amount of accumulated energy, Ecap(tsunset), as

a function of C. It turns out that neither a small nor a large C is energy efficient. This

implies that an ad-hoc decision on C may result in a poor energy harvesting. Each curve in

Figure 5.3(a) gives us more intuition about this result. A 3,000 F C is close to the energy

optimal. If C is too small (300 F), Vcap increases too rapidly and Vcap is very different from

Vopt when G is the maximum. Thus, the curve cannot arrive in the high Pcharge region. On

the other hand, if C is too large (30,000 F), Vcap increases too slowly and Vcap is again very

different from Vopt when G is the maximum. Thus again the curve cannot arrive in the high
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Pcharge region.

Therefore it is important to determine C so that the system remains in the high-Pcharge

region for a longer period of time. For a symmetrical irradiation profile in a day, we make

Pcharge(tnoon) = Ppeak by adjusting C to guarantee Vcap(tnoon) = Vopt . Based on the fact that

Vcap(tnoon) = Vopt and using the estimated Ecap(tnoon), the energy-optimal C is calculated

by (5.3).

5.1.2.3 Systematic Design Optimization

A naive brute force method to find the optimal design is that first we obtain Pcharge surfaces

for all n⇥m PV array configurations, and then evaluate Ecap for all C. However, obtaining

Pcharge surfaces as in Figure 5.4 is very time consuming because of the numerical iterations

needed to reach the convergence point of the PV model and charger models. Furthermore,

as can be seen in Figure 5.3(a), each curve passes only a part of the surface, which makes

it pointless to calculate Pcharge for all (Vcap,G) pairs.

Based on the observation that a switching converter exhibits a higher efficiency when
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Algorithm 4: MPTT-aware solar energy harvesting system design
Input: (energy requirement Ereq, voltage rating Vrating, irradiance profile G,

theoretical maximum energy Empp, noon time tnoon)

Output: (optimal PV module size nopt and mopt , optimal capacitance Copt), or null

if given invalid parameters

1 N 
⌃
Ereq/Empp (G(tnoon))

⌥
; nmax •; mmax •

2 repeat

3 Vopt(1,N) find V opt(1,N); Vopt(N,1) find V opt(N,1) Nnext  •

foreach (n,m) 2 S = {(n,m)|(n < nmax_m < mmax)^n ·m = N^n,m 2 N} do

4 Vopt(n,m) linear approx(Vopt ,n,m)

5 Ppeak(n,m) maximum P(Vopt(n,m),G)

6 Ecap(n,m) estimate E cap(Ppeak(n,m),G)

7 C(n,m) 2 · (Ecap(n,m)/2)/Vopt(n,m)2

8 Vcap(n,m) 
p

2 ·Ecap(n,m)/C(n,m)

9 if Vcap(n,m) > Vrating then

10 nmax max(nmax,n); mmax max(mmax,m)

11 if m = N then

12 return null

13 else if Ecap(n,m) < Ereq then

14 Nnext  min
�
Nnext ,N +

⌃
N · (1�Ecap(n,m)/Ereq)

⌥�

15 N Nnext

16 until 9(n,m) such that Ecap(n,m)� Ereq and Vcap(n,m)Vrating

17 (nopt ,mopt) maximum E cap(Ecap) ; Copt = C(nopt ,mopt)

18 return (nopt , mopt , Copt)
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Figure 5.5: Accumulated energy Ecap(tsunset) and corresponding Vcap(tsunset) of a 7⇥10 PV

array.

the input and output voltages are similar to each other, we develop Algorithm 4 that effi-

ciently derives the near-optimal values of n, m, and C when Ereq, Vrating, and G are given.

The objective of this algorithm is to derive the minimum n⇥m and optimal C. Since the

supercapacitor cost is determined by Ereq, C is not to be minimized, but to be optimized for

harvesting the largest amount of energy. This algorithm requires that the PV model and the

charger efficiency model be characterized a priori.

We first calculate the minimum feasible number of PV modules by dividing Ereq by

Empp, which is the theoretical maximum energy that can be extracted by MPP with the

maximum G (Line 1). And temporary variables are initialized subsequently. We find Vopt

values for the two extreme cases such that all PV modules are connected in parallel or in

series (Line 3).

Based on the observation in Section 5.1.2.2, we may linearly approximate Vopt for other

n⇥m configurations from the two extreme cases (Line 4). We estimate the total harvested
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energy using

Ecap(t +Dt) = Ecap(t)+Dt · (Pcharge (t)�Pleak (t)) (5.6)

and Pcharge(t) = Ppeak · G(t)/G(tnoon) where Ppeak corresponds to the approximated Vopt ,

considering leakage (Line 6). The corresponding C and the maximum Vcap are derived by

equations on Lines 7 and 8. In each iteration, we prune a large portion of possible con-

figurations that do not satisfy the voltage rating constraint from the current N and larger

N (Lines 9). Even the all-parallel configuration may have Vcap that exceeds Vrating if the

given Vrating is too low. We stop iteration in such a case (Line 11). If Ecap is less than

Ereq, we increase N by the ratio of insufficient energy (Line 14). This is repeated until we

find a feasible configuration (Line 16). We choose the configuration that has the maximum

Ecap among all feasible configurations (Line 17). This algorithm is scalable enough to ac-

commodate large-scale applications due to judicious calculation of N as well as effective

pruning.

5.1.2.4 Energy Harvesting Improvement

We use Linear Technology LTC3531 buck-boost converter as the charger model, and the

Spectrolab GaAs/Ge single junction PV module of A = 10 cm2, which has Voc = 1.025 V,

Isc = 0.305 A, and Pmpp = 0.257 W at G = 1353 W/m2 in the experiment. We assume that,

without loss of generality, the sun rises at 6:00 and sets at 18:00, and G(tnoon) = 900 W/m2.

We assume 10% self-discharge rate per day for the supercapacitor, which is a typical value

for commercially available supercapacitors.

First we show the energy efficiency of the proposed MPTT method compared with

conventional MPPT method. Table 5.1 shows the accumulated energy Ecap at the end of

the day for various PV array and supercapacitor configurations, which are operated by the
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Table 5.1: Energy efficiency of the conventional MPPT and suggested MPTT methods.

n⇥m Tracking method C (F) Vcap (V) Ecap (J) Normalized Ecap (%)

5⇥5

MPTT 2,378 9.0 96,342 100.0

MPPT

2,378 8.9 93,451 97.0

23,780 2.2 59,170 61.4

238 11.0 14,404 15.0

12⇥2

MPTT 874 15.2 101,545 100.0

MPPT

874 14.8 95,795 94.3

8,740 4.2 77,261 76.1

87 19.1 15,823 15.6

MPPT and MPTT methods. The capacitance C of the MPTT case is the theoretical optimum

for each given n⇥m. Most importantly, conventional MPPT methods have no concept of

the efficiency-optimal C and PV array configuration, and any C value and any PV array

configuration are supposed to yield the same amount of harvested energy. Thus, it is not

surprising to have a C value and a PV array configuration for conventional MPPT that yield

very poor charging efficiency. We compare the proposed MPTT with conventional MPPT

for different C values and PV array configurations. When using the optimal capacitance,

MPTT shows more than 6x harvested energy over a poorly configured conventional MPPT

as Table 5.1 shows. The results for poorly configured MPPTs are not embellished because

conventional MPPT does not care about the charger loss caused by improper C value. More

interesting result is that even the accidentally optimal configuration of conventional MPPT

is up to 5.7% less efficient than the proposed MPTT. This is because MPTT finds the

true optimal tracking point considering the charger loss while conventional MPPT draws
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Table 5.2: Energy harvesting result of designs by the proposed method and exhaustive

search (ES).

Ereq (J) Vrating (V) Opt. method n⇥m Copt (F) Ecap (J) Ecap error (%)

50k 10
Alg. 4 6⇥2 1,159 49,507 -0.99

ES 7⇥2 1,289 58,439 +16.88

50k 30
Alg. 4 12⇥1 415 50,970 +1.94

ES 12⇥1 524 51,711 +3.42

100k 30
Alg. 4 12⇥2 648 100,011 +0.01

ES 12⇥2 874 101,545 +1.55

200k 20
Alg. 4 10⇥5 2,691 197,713 -1.14

ES 10⇥5 1,713 201,702 +0.85

more power from the PV array but loses even more power in the charger. The energy-

efficient configuration of MPPT is coincidence and hard to achieve because conventional

MPPT gives no clue for the optimal configuration. Note that the 5⇥5 configuration harvests

less energy than the 12⇥2 configuration while using one more PV cell even the MPTT is

applied, and therefore it is not an optimal design. Algorithm 4 can be used to effectively

find the optimal design avoiding such a case.

We show the accuracy of Algorithm 4 in terms of actual cost and energy. Recall that

Algorithm 4 tries to find the near-optimal value by a heuristic approach to make the com-

putational complexity reasonable. Table 5.2 is the comparison between designs derived by

the suggested algorithm and the optimal design found by exhaustive search for various Ereq

and Vrating values. For all cases, we notice that the negative error is less than 2%, which is

quite reasonable in light of the typical device tolerance used in commercial circuits. This
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error is mainly due to the fact that the estimation of Ecap is based on the observation that

the trace on the Pcharge curve may be approximated by a sinusoidal waveform. With this

approximation, we cannot guarantee a positive or a negative bound on the error.

We confirm that the proposed MPTT design may have a slightly smaller Ecap than Ereq.

This is mainly because the curve on the Pcharge surface is not an exact sine function. We

can mitigate this error by a minor overdesign of Ereq, which is anyway required due to the

component tolerance in a real system.

5.2 Photovoltaic Emulation for MPTT

5.2.1 Model Parameter Extraction

We may extract five unknown parameters IL(G0), I0(T0), Rs, Rp and N from Isc, Voc, Vmpp

and Impp for each I-V curve measured under a specific environmental condition (G0,T0)

using a similar method as [105]. This conventional parameter extraction heuristic can be

accelerated by Newton-Raphson iteration method. Although such method is quite stable

and does not rely heavily on initial values for the iteration procedure, it does not utilize

the whole I-V curve for parameter extraction, and therefore the overall average fitting error

cannot be guaranteed to be minimized. Nevertheless, it is still necessary to collect the em-

pirical data for the whole I-V curve in order to find out the MPP, unless we only can rely

on the datasheet provided by the manufacturer. In fact, the fitting errors can be significant

in some specific PV module I-V ranges. Hence, such method cannot fulfill the require-

ment of state-of-the-art researches [129, 130, 131] that the whole operating range should

be accurately modeled for maximizing the energy efficiency. On the other hand, we adopt a

nonlinear curve fitting algorithm here to overcome the shortcoming of the previous method

that only some specific points of the whole I-V curve have been used. The parameter ex-
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traction is performed only one time for each PV module at the characterization step, and so

the computational overhead for the curve fitting is negligible.

The fitting parameters depend heavily on the initial values. If the initial values are not

properly set, the fitting results obtained may be not optimal nor even feasible. This is be-

cause of the fact that nonlinear curve fitting is a highly non-convex optimization problem,

and it is likely to be stuck at a local optimal point. Therefore, we propose to use the param-

eter extraction heuristic that uses specific points of each I-V curve, accelerated by Newton-

Raphson method, in the initial phase. The derived five parameters, i.e., IL(G0), I0(T0), Rs,

Rp and N, serve as the proper initial values in the subsequent least-squares nonlinear curve

fitting method based on Levenberg-Marquardt algorithm. Furthermore, we have to also set

an upper bound and a lower bound of the fitting parameters, since such bounds also play an

important role in the nonlinear curve fitting for acceleration and convergence. One simple,

yet effective set of bounds is given by [aP,bP], where P = (IL(G0), I0(T0),Rs,Rp,N) is the

derived PV module parameters in the initial phase. With such properly set initial values

and upper/lower bounds, nonlinear curve fitting algorithm can find the optimal PV module

parameters effectively, taking into account the whole I-V operating range.

We apply the proposed combined parameter extraction method on the measured PV

module I-V curves. Significant reduction in root mean square (RMS) fitting error is ob-

served compared with the conventional method which only considers some specific points.

First, we show the model accuracy improvement by the proposed characterization method.

Table 5.3 shows the equivalent circuit model parameters introduced in Section 2.4.2 ex-

tracted by the conventional method and the proposed method, respectively. We apply these

parameters to the PV model and derive the I-V curves shown in Figure 5.6(a). It shows

the I-V curves obtained from the measurement compared with the I-V curves derived by

the conventional and proposed characterization methods, for three different G values: 840,
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Figure 5.6: Model comparison with I-V curves in various irradiations. Numbers associated

with curves denote the RMS error in each displayed voltage range. T = 27 �C.

730, and 590 W/m2 at the same temperature T = 27 �C. We see that the proposed method

extracts more accurate parameters than the conventional method does. Figs. 5.6(b), (c), and

(d) provides a more detailed view of the curves, in a low-voltage range near short-circuit

state, a medium-voltage range near the MPP state, and a high-voltage range near open-

circuit state, respectively. The I-V curves derived by the proposed method are very close

to the measured data, but the others derived by the conventional method have noticeable

discrepancy.

Figure 5.6(c) shows an interesting result regarding the MPP. The MPPs derived by the

conventional method are almost the same as the measured data. It is not surprising because
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Table 5.3: Model parameters extracted by the conventional (NR) method and proposed (CF)

method, and derived some V , I, and P compared with measured data (Meas.). T0 = 27 �C.

G0

Parameters Derived V (V), I (A), and P (W)

Value NR CF Value Meas. NR CF

840

IL(G0) 4.66 mA 4.64 mA Voc 22.50 22.51 22.49

I0(T0) 11.52 nA 11.52 µA Isc 3.85 3.85 3.87

Rs 689 mW 405 mW Vmpp 17.14 17.12 17.04

Rp 41.13 W 58.82 W Impp 3.22 3.23 3.24

N 37.00 57.08 Pmpp 55.25 55.25 55.19

730

IL(G0) 4.68 mA 4.66 mA Voc 22.23 22.23 22.23

I0(T0) 7.55 nA 6.98 µA Isc 3.37 3.36 3.38

Rs 761 mW 418 mW Vmpp 16.99 17.02 17.02

Rp 49.63 W 63.91 W Impp 2.84 2.83 2.83

N 36.00 54.86 Pmpp 48.24 48.25 48.14

590

IL(G0) 4.87 mA 4.86 mA Voc 22.01 22.01 22.01

I0(T0) 7.61 nA 2.03 µA Isc 2.83 2.83 2.84

Rs 776 mW 472 mW Vmpp 17.06 17.04 17.01

Rp 53.35 W 62.68 W Impp 2.37 2.37 2.37

N 36.00 50.28 Pmpp 40.38 40.39 40.29
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what this method does is to fix Voc, Isc, Vmpp, and Impp as measured and find the parameters

accordingly. This implies that the conventional method highly weights these points than

other points. However, as mentioned earlier, not only the accuracy nearby the MPP, but

overall accuracy across the whole I-V range should not be excluded when we explore the

system in terms of energy efficiency. We do not weight any certain point or range of the

I-V curve in the curve fitting, to enhance the overall accuracy. The MPP derived by the

proposed method is slightly shifted from the measured data, but accuracy enhancement is

observed in the entire range.

It is more clearly seen in Figure 5.7, which presents the relative and RMS errors of the

derived I-V curves compared with the measured data. The curves show the relative error

between the measured Ipv and modeled Ipv at Vpv 2 [0,Voc] when G0 = 840 W/m2 and T =

27 �C. The bars indicate the RMS errors in ten uniform intervals of Vpv. The error rate of

the proposed method is almost negligible when compared with the conventional method

across the whole range of Vpv. It is noticeable that the error rate of the conventional method

is small enough only nearby the MPP.

5.2.2 Dual-Mode Power Regulator with Power Hybridization

5.2.2.1 PV Module I-V Characteristics

Typical I-V characteristics of a PV module are shown in Figure 2.13. A PV module basi-

cally is a current source as shown in Figure 2.12, and forward biasing of the diode limits the

output voltage which results in properties of a voltage source. An ideal PV module has a

zero Rs and an infinite Rp, but a practical PV module has a non-zero Rs and a finite Rp. This

non-ideal series and parallel resistances determine the gradients on the I-V curve. As men-

tioned above, the PV module exhibits dual behaviors which can be either a voltage source
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or a current source depending on the operating range. More specifically, the PV module

essentially behaves as a voltage source (i.e., it supplies a constant voltage regardless of the

output current) when current is low and voltage is high, and behaves as a current source

(i.e., it supplies a constant current regardless of the output voltage) when voltage is low and

current is high. The boundary between the voltage source region (VSR) and current source

region (CSR) is not very definitive, but reference [132, 133] defines it to be the MPP of the

PV module.

Consequently, the PV module shows different output behavior even with the same

amount of load power variation by its operation regions. Figure 5.8 illustrates how the load

power variation affects the output of the PV emulator in the two different regions. The load

power variation ( 1�) results in a small voltage variation ( 2�) and a large current variation

( 3�) in the VSR. In contrast, the same amount of load power variation results in a small
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current variation ( 5�) and a large voltage variation ( 4�) in the CSR. This implies that the

PV emulators sorely based on a voltage regulator should be able to react to a small current

change with a high feedback control gain in the CSR, which may result in instability in the

VSR.

5.2.2.2 Modes of Operation

In spite of the dual characteristics of the PV module’s output, previous PV emulators have

relied on only a voltage regulator to reproduce the complete output I-V curve of the PV

module. However, in the CSR, change in the output voltage of the PV module induced

by the load impedance variation can be quite large. Under these conditions, current-based

control provides a better control quality, and in turn, higher PV emulation accuracy in the

CSR, in the same way that voltage-based control is preferred in the VSR. Nevertheless,

we do not want to use a current regulator to reproduce the entire output I-V curve of the

PV module because it may result in low accuracy in the VSR. Even if a nested feedback

controller is used (e.g., an outer voltage control loop and an inner current control loop, or

vice versa) [134, 135], the PV emulator will exhibit poor output controllability (and hence
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poor emulation accuracy) in one or the other of the two regions of operation.

Therefore, in order to reproduce the original characteristics in both the VSR and CSR,

we use two separate power sources [136]. In particular, we use a voltage regulator to gener-

ate a regulated voltage when the target PV module is operating in the VSR, and use a current

regulator to generate regulated current in the CSR. We call the two operating modes of the

dual-mode power regulator voltage regulation mode (VRM) and current regulation mode

(CRM). It is required to develop an elaborate power hybridization circuit which supports

the VRM and CRM for the implementation of the PV emulator. A sophisticated control

method also has to be designed in order to seamlessly switch between the two operating

modes.

It is essential for a PV emulator to supply uninterrupted power to the load device, and

so at least one of the voltage and current regulators should be turned on at all times. In-

stantaneously turning off the voltage regulator and turning on the current regulator, or vice

versa, is not desirable because it tends to result in an instantaneous large current increase

which causes current spikes. Furthermore, the power-on transient response is generally

much worse than that of the set point change, and it is hard to realize seamless transition

between two regulators. It is not practically feasible to turn on one regulator and turn off the

other exactly at the same time, therefore we perform a make-before-break switching which

has a period that both the regulators are turned on. However, different from ideal voltage

and current sources, we should not simply tie up the outputs of the non-ideal voltage and

current regulators because it may result in that current from the current source may flow

into the voltage source. Practical voltage regulators do not allow reverse current which may

cause hard failure in a power supply.
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tors.

5.2.2.3 Circuit Design Principle

We propose a dual-mode power regulator circuit for the model-based PV emulator as shown

in Figure 5.9. It has adjustable voltage and current regulators whose outputs are tied to-

gether in parallel through two diodes. This parallel connection of diodes (or equivalently

MOSFET-based lossless diodes) provides power hybridization preventing reverse current

flow. This method has been used for power hot-swapping, and more recently, for hybridiza-

tion of heterogeneous power sources [137], but has not yet been utilized for PV emulation.

The objective of the PV emulator is to make its output voltage Vout and output current

Iout faithfully track Vpv and Ipv, which are derived from the PV module model. We switch

the operation mode between the VRM and CRM near the boundary of the VSR and CSR.

We first define a V-to-I mapping function and an I-to-V mapping function for the given I-V

curve, based on (2.8) to (2.10). These functions translate Vpv to Ipv or vice versa, for given

G and T .

Figure 5.10 shows three I-V curves of the target PV module model, the voltage regula-

tor, and the current regulator. Here, the target PV module has a 17.5 V open-circuit voltage
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(Voc) and 3.5 A short-circuit current (Isc). The voltage Vmpp and current Impp at the MPP

are 13.3 V and 2.9 A, respectively. We define Vv2c and Iv2c to be the voltage and current

when the operating mode changes from the VRM to CRM, respectively, and Vc2v and Ic2v

to be the voltage and current when the operating mode changes from the CRM to VRM,

respectively. Both the operating points (Vv2c, Iv2c) and (Vc2v, Ic2v) are on the I-V curve, for

the given G and T . These values are considered as the voltage or current limits in each

operating mode. That is, the PV emulator generates the maximum output current of Iv2c in

the VRM, and generates the maximum output voltage of Vc2v in the CRM.

We make VRM and CRM overlap across the boundary as shown in Figure 5.10, and

apply transition hysteresis. The transition hysteresis prevents frequent mode transitions

between the VRM and CRM near the boundary. We make seamless transitions with the

two-diode connection which allows make-before-break switching by blocking the reverse

current. For example, when the operating mode switches from the VRM to CRM,

1. Keep the voltage regulator turned on and regulate output voltage Vout to Vpv while
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Ipv < Iv2c (or equivalently, while Vpv > Vv2c).

2. If output current Iout increases and exceeds Iv2c (or equivalently, if Vout falls below

Vv2c), turn on the current regulator (the transition point is annotated by a� in Fig-

ure 5.10).

3. When the current from the current regulator Icr reaches Iout , turn off the voltage

regulator and regulate output current Iout to Ipv.

The opposite is done when the operating mode switches from the CRM to VRM at b�

in Figure 5.10; the voltage regulator is turned on first and current regulator is turned off

later when the output current decreases. Both the voltage and current regulators maintain

good controllability and thus high-quality output near the boundary, compared with the

operating points far away from the boundary. Therefore, the proposed power hybridization

and its control scheme guarantees smooth mode transition and guarantees superior output

quality over the entire emulation range.

5.2.2.4 Dual-Mode Power Regulator Control

Figure 5.11 shows a control system block diagram of the proposed dual-mode power regula-

tor circuit. It has two separate feedback control loops for the voltage and current regulators.

The voltage and current regulators are coupled with each other such that their output Vout

and Iout are located on the given I-V curve of the target PV module. The V-to-I and I-to-V

mapping functions in Figure 5.11, which are derived from the PV module model, handle

the dual-mode operation.

The output behavior of the two-diode connection is such that its output voltage is either

of the higher one between the two input voltages, and only the one with the higher voltage

supplies the current. If two voltages are the same, the output current is the sum of the
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Figure 5.11: Dual-mode power regulator control system block diagram.

two input currents. The voltage and current control loop regulates voltage and current at

different points. The current control loop regulates Icr, and the voltage regulator control

loop regulates Vout in order to compensate the voltage drop across the diode.

The hybridization controller (‘Hybrid ctrl.’ in Figure 5.11) is in charge of such seamless

transition of the operating mode between the VRM and CRM by the load demand. The con-

troller takes six inputs: Vc2v, Iv2c, Vout , Iout , Vvr, and Icr, and it generates two outputs: on/off

signals for the voltage and current regulators. The operating mode transition point, Vc2v and

Iv2c, are derived by the transition condition block (‘Transition cond.’ in Figure 5.11). Fig-

ure 5.12 shows the functionality and behavior of the hybridization controller with a state

machine. The state machine has four states: the VRM, CRM, and two intermediate states

between them. The output current, Iout , exceeding the limit of Iv2c makes transition from

the VRM state. This results in that the current regulator is turned on and supplies current.
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If its output current Icr becomes equal to Iout , that is, the voltage regulator does not supply

current anymore, the state machine makes a transition to the CRM state and turns off the

voltage regulator. The state machine makes transition from the CRM to VRM states in the

same way. We consider the distance and position of the boundary between the VRM and

CRM ( a� and b� in Figure 5.10) and determine the voltage/current limit Vc2v and Iv2c. The

PV emulator will switch the mode too frequently if the gap is too narrow. On the other

hand, the benefit from using the dual-mode power regulator is diminished if we expand the

overlapping region and the gap becomes too wide.

5.2.2.5 Implementation

Figure 5.13 shows the implemented dual-mode regulator-based PV emulator board. Fig-

ure 5.14 shows the circuit schematic diagram of the proposed PV emulator. We use a low

dropout (LDO) linear regulator LT1083 from Linear Technology as the voltage regulator.

Switching regulators have a higher efficiency in general, but they are inherently subject to

switching noise and voltage ripples even the load is constant. Since a PV module does not

create any noisy ripples on its voltage and current, we use a linear regulator for the voltage

source to eliminate them.
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Power dissipated in a linear regulator is proportional to the dropout (voltage difference

between the input and output). The dropout may be large in a wide output-adjustable reg-

ulator, and this results in a high heat dissipation. We implement a voltage pre-regulating

circuit [138] for the input of the linear regulator to mitigate the heat dissipation. It au-

tomatically adjusts the input voltage to be higher that the output voltage by the required

minimum dropout to minimize the heat dissipation, and allows a large amount of current

from the linear regulator. The implemented voltage regulator is capable of supplying 1.2–

21.8 V of output voltage with 12-bit resolution and up to 5.0 A of output current. However,

the proposed dual-mode regulator architecture is not restricted to which type of regulator

is used. We may use a high-efficiency switching regulator instead of the linear regulator as

the voltage/current source to reduce its power dissipation for high-power PV emulation.

We implement a precision 10-bit resolution current regulator introduced in [139] for

the current regulator also with the LT1083. The maximum available output current is 5.0 A

up to 16.5 V, and it decreases as the output voltage increases up to 19.5 V. This does not

limit the power capacity of the emulator since the current regulator generates a high current

in the CRM where the voltage is low.

Due to the physical constraints of the components, the PV emulator’s output voltage

and current cannot span unlimitedly. Table 5.4 shows the voltage and current output ranges

of the regulators. The range of operation of the regulators while performing the emulation is

dependent not only on their physical capability, but also the I-V characteristic of emulating

PV module. That is, the minimum output voltage that the voltage regulator generates is

Vv2c, and the minimum output current that the current regulator generates is Ic2v, which

vary depending on the target of emulation, as illustrated in Figure 5.10.

The two regulators are connected through a Schottky diode array STPS20L45C from

STMicroelectronics. It has a forward voltage drop in a range of 0.4–0.6 V varying depend-
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Table 5.4: Output specification of the implemented PV emulator. All values are measured

at the output terminal.

Regulator Output Conditions Min. Max. Unit

Voltage Iout = 2.0 A 1.2 21.8 V

Voltage Current Vout = 10.0 V - 5.0 A

regulator
Power

Vout = 21.8 V
- 109.0 W

Iout = 5.0 A

Voltage Iout = 2.0 A - 19.5 V

Current Current Vout = 10.0 V 0.0 5.0 A

regulator
Power

Vout = 16.5 V
- 82.5 W

Iout = 5.0 A

ing on the temperature and forward current. It is described in the datasheet that the diode

will have around 0.3 W of conduction loss at 1 A forward current due to the on-resistance.

Therefore, we compensate the voltage drop and resulting power loss through a feedback

control as discussed in Section 5.2.2.4.

The controller is Stellaris LM3S3748 microprocessor with ARM Corex-M3 core run-

ning at 50 MHz. We use a real-time operating system µC-OS II to implement the controller

described in Section 5.2.2.4. The control task performs proportional-integral-derivative

(PID) control at 1 kHz frequency. PID parameters are critical for fast response and sta-

ble operation of the PID controller to disturbances. We carefully set the PID parameters so

that the voltage and current regulators have a fast response to the load variation and gener-

ate stable voltage and current output. We perform PID parameter tuning through extensive

experiments and apply gain scheduling to achieve the best performance for the voltage and
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current regulators. The gain scheduling adjusts the PID parameters depending on the op-

eration range in order to cope with the non-linear behavior. We divide the operation range

into several subranges and tune the PID parameters for each subrange.

5.2.2.6 Experiments

We setup experimental environment as shown in Figure 5.15. The implemented PV emula-

tor is connected to the adjustable electronic load Kikusui PLZ334WL which can consume

up to 300 W of power. The currents and voltages of the regulators and output are measured

with a DAQ from the National Instruments. All the system including the PV emulator,

electronic load, and DAQ is controlled by a customized automated tool.

PV module I-V characteristics We first measure the output of the target PV module to

compare the voltage and current variations in the VRM and CRM. Table 5.5 is the voltage

and current variations of the target PV module caused by load power variations in the

VRM and CRM. Refer to Figure 5.8 which graphically illustrates the voltage and current
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Table 5.5: Voltage and current variations by the load power variation of 40–60% of the

maximum power at 1000 and 500 W/m2.

G (W/m2) Region Output
Marker

Range Dnorm (%)
in Figure 5.8

VSR
Voltage 2� 16.2–16.7 V 2.9

1000
Current 3� 0.93–1.44 A 14.6

CSR
Voltage 4� 4.5–6.9 V 13.7

Current 5� 3.38–3.43 A 1.4

VSR
Voltage 2� 15.7–16.2 V 2.9

500
Current 3� 0.47–0.72 A 14.3

CSR
Voltage 4� 4.4–6.7 V 13.5

Current 5� 1.69–1.71 A 1.1

variations caused by the power variation. We measure the voltage variation ( 2� and 4�) and

current variation ( 3� and 5�) while changing the load power ( 1�) in a range of 40–60% of

the maximum power for the given irradiance. Table 5.5 presents the range of voltage and

current variations in each region and the normalized value Dnorm to the maximum voltage

and maximum current, which are Voc and Isc, respectively. This definitely shows that using

an appropriate power regulator results in only 1–3% output variations, otherwise it suffers

from 13–15% output variations. This phenomenon becomes more clear when the operating

point is near the maximum voltage (open-circuit) or maximum current (short-circuit). This

confirms the dual characteristic of the PV module and shows the potential benefits of using

two different regulators for PV emulation.
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Matlab/Simulink simulation We first validate the functionality of the proposed circuit

and the control method with Matalb/Simulink simulation. Through the simulation, we show

that the proposed circuit well performs the PV emulation, and present the resulting voltage,

current, and power behavior. We use adjustable voltage and current regulator models, diode

models, and resistive load models from the Matlab/Simulink Simscape library. Without loss

of generality, we use a pre-measured PV module I-V curve at a given irradiance level and

temperature for demonstration purpose.

First, we define the transition conditions in Figure 5.12. We define Iv2c in (a) and Vc2v

in (c) as follows:

Iv2c = (Vmpp +Voc)/2, (5.7)

Vc2v = (Impp + Isc)/2. (5.8)

We consider that Vvr ⇡ Vout in (b) and Icr ⇡ Iout in (d) when the error is less than 0.1%.

These conditions are empirically determined based on the observation on the I-V curve of

the target PV module.

Figure 5.16 shows the I-V curves, P-V curves, and P-I curves of the PV module model,

voltage regulator, current regulator, and emulator output. Figures 5.16(a) and (b) show the

two cases such that the operating point changes in two different directions, respectively,

which are denoted by a gray arrow. It demonstrates the hybridization controller described

in Section 5.2.2.4 is functioning as expected. The operating mode transition occurs when

the output voltage reaches to Vv2c in the VRM in Figure 5.16(a) or when the output current

reaches to Ic2v in the CRM in Figure 5.16(b). We see from the I-V curves that the voltage

output of the voltage and current regulators is higher than Vpv (shifted to higher than Vpv) as

a result of the feedback control to compensate the diode forward bias voltage drop of 0.6 V

and the diode on-resistance of 0.3 W. In spite of the steep I-V curve at the transition, the
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Figure 5.16: I-V, P-V, and P-I curves of the voltage regulator, current regulator, and emula-

tor output, compare with the PV module model while transiting (a) from the VRM to CRM,

and (b) from the CRM to VRM.

resultant PV emulator output I-V characteristic well matches with that of the PV module

model thanks to the use of two-diode hybridization circuit and control.

I-V characteristics Now that we have validated the functionality through simulation,

we present the measurement results obtained from the physical experiments. We show the

output quality of the proposed PV emulator compared with two conventional voltage or

current regulator-based PV emulators. We turn off the current or voltage regulator to gener-

ate the output of voltage regulator-based PV emulator or current regulator-based emulator,
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respectively.

Figures 5.17(a), (b), and (c) show the I-V curves measured from the three PV emulators

based on the voltage regulator, current regulator, and dual-mode regulator, respectively.

We measure the voltage and current while changing the load from the with period of 30

seconds. The load changes between zero (open circuit) to the value that makes the output

2 V, which is close to the minimum output voltage described in Table 5.4. In each figure, the

solid line denotes the desired output I-V characteristic according to the PV module model,

and the markers denote the measured points.

In Figure 5.17(a) and Figure 5.17(b), it is definite that the output of the regulators are

not as expected in some operating range. More specifically, the voltage regulator fails to

generate the desired voltage in the CSR as annotated by a�. Similarly, the current regulator

fails to generate the desired current in the VSR as annotated by b�. This is not because the

regulators are not capable of generating high power in those regions, but because the output

voltage or current variation is too rapid for the regulator to follow the output change. The

power output capability of the regulators is enough to generate the voltage and current on

the target I-V curves as presented in Table 5.4. For example, the voltage regulator can stably

supply up to 5 A at 10 V, but the I-V curve of 500 W/m2 in Figure 5.17(a) shows unstable

output at low current and low voltage range below 1.8 A and 7 V. In contrast, the output of

the dual-mode regulator is in a good quality as shown in Figure 5.17(c). The output in the

VSR is as good as that of the voltage regulator-based emulator, and the output in the CSR

is as good as that of the current regulator-based emulator.

In practice, a load device connected to a PV module is not only a resistance-mode load,

but may be a voltage-mode, current-mode, or combination of them. Therefore, we show

that the proposed dual-mode PV emulator shows a good stability over all operating range

not only for the resistance-mode load as shown in Figure 5.17(c), but also for voltage- and
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Figure 5.17: I-V curves of PV emulation based on three regulators: (a) voltage regulator,

(b) current regulator, and (c) dual-mode regulator.
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Figure 5.18: I-V curves of PV emulation for (a) a voltage-mode load, and (b) a current-

mode load.

current-mode loads. Figures 5.18(a) and (b) show I-V curves when a voltage- and current-

mode load is applied, respectively. We can see that both I-V curves for the voltage- and

current-mode loads exhibit good consistency with the reference I-V curve.

Mode transitions Figure 5.19 shows the voltage and current output variations of the

voltage regulator, current regulator, and emulator output when the load changes. This is a

representation of the data in Figure 5.17(c) in a time axis. We apply a variable load starting

from a zero load (open-circuit) to a very low resistance load (near short-circuit), and back

to a zero load.

It starts in the VRM state because the load is zero. Current draw increases, and at t1,

the output current Iout reaches Iv2c which is the current limit of the voltage regulator. The

operating mode changes from the VRM to VRM-to-CRM state, in which Icr gradually

increases, and Ivr gradually decreases. Finally, Icr reaches to Iout at t2, and the voltage reg-

ulator is turned off, by entering the CRM state. We see that the operating mode transition

is seamlessly performed, and the output voltage Vout and current Iout are stably maintained

during the transition. The hybrid controller performs the opposite when the operation mode

changes from the CRM to VRM. The output voltage Vout increases and current Iout de-
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Figure 5.19: Output of the voltage and current regulators for varying load.

creases until it reaches Vc2v at t3. The controller enters the CRM-to-VRM state and the

voltage regulator is turned on. When the output voltage of the voltage regulator reaches

Vout at t4, the current regulator is turned off by entering the VRM state.

Next, we show the PV emulator’s transient response to a step load change. A PV emu-

lator should be able to change its operating point rapidly when the load changes. Due to the

control hysteresis, the same operating point can be regulated by either voltage or current

regulator, especially near the MPP. Therefore, we apply a step change of the load resistance

and observe the voltage and current variations [133]. The step response of the voltage regu-

lator and current regulator is shown in Figures 5.20(a) and (b), respectively. The MPP is at

2.9 A and 13.3 A, which corresponds to 4.5 W. The load resistance is first 8.3 W and the PV

emulator output is 1.9 A at 15.6 V. We decrease the resistance to 4.0 W and the operating

point changes to 3.1 A at 12.4 V. Both the voltage and current converters to the desired
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Figure 5.20: Voltage and current variance for step change of load resistance from 8.3 W to

4.0 W.

operating point within about 100 ms.
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Chapter 6

Experiments

6.1 HEV Application

We present an example that the proposed HEES system design and operation optimiza-

tion methods applied to a HEV. The HEES application is easy to see the benefit of the

high energy efficiency by directly converting into fuel cost reduction. Figure 6.1 shows the

components of a HEV. It is equipped with both a conventional combustion engine and an

electrical traction motor. The regenerative brake produces electrical energy when braking.

Photovoltaic (PV) modules installed on the roof and bonnet also produces energy from the

solar irradiance. The energy generated by the regenerative brake and PV modules are stored

in the energy storage, and used later to operate the traction motor for acceleration.

The baseline for comparison is a battery-only EES system without reconfiguration. The

battery has 375 V output voltage and 53 kWh energy capacity. The PV modules generates

100 W maximum power in total and perform MPPT to generate maximum power from the

PV modules. All the electrical devices, traction motor, regenerative brake, energy storage,

and PV modules, are connected through a shared bus CTI. We improve the HEV by apply-
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(c) PV modules: MPPT → MPTT

(a) Energy storage:
Battery-only EES →
HEES w/ reconfigurable bank + networked CTI

Fuel tank

Engine

(b) Traction motor + regenerative brake: 
Battery-only EES → HEES w/ MPTT

Figure 6.1: A HEV with PV modules. Energy storage, motor/brake, and solar modules are

applied the proposed optimization methods.

ing the proposed HEES system design and operation methods. We make HEES system by

adding a supercapacitor bank composed of 140 cells which has 1,200 F capacity each. Fig-

ure 6.2 illustrates the power flow among the components. The following sections introduce

how the proposed optimization methods improves the energy efficiency in the HEV in each

component by comparing with the baseline HEV.

6.1.1 Regenerative Brake

We increase energy recovery form the regenerative brake by hybrid use of the supercapac-

itor bank with the battery bank. We also apply the MPTT to further increase the energy

efficiency. Power density of batteries are not so high that they are not suitable for handling

intermittent high power demand. The regenerative brake produces a very large amount of

power for a short duration, and so a battery-only EES system suffers from low energy effi-

ciency due to the poor rate-capability. Hybrid use of supercapacitor bank greatly improves
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AccellerationBraking

Figure 6.2: Power flow among components.

the energy efficiency, and thus recovers more energy. While the amount of current charged

into the battery in a EES system is directly determined by the energy generation from the

regenerative brake, having a battery-supercapacitor HEES system incurs charge allocation

problem to determine the amount of current to each bank.

We determine the current distribution between the battery and supercapacitor based

on the charge allocation policy proposed in [140]. This policy determines the current dis-

tribution so that the amount of total recovered energy is maximized. The energy is not

evenly distributed between the battery and supercapacitor because they have different rate

capability. Also, the current distribution changes over time depending on the input from

the regenerative brake changes. We also apply the proposed MPTT operational method to

the power converters in the battery bank and supercapacitor bank. Figure 6.3 shows the

power output from the regenerative brake and power input to the battery and supercapaci-

tor banks. The HEV reduces its velocity from 70 km/h to 0 km/h for about 4 seconds. The

battery voltage is 375 V and initial supercapacitor voltage is 252 V. This is a case that the

power conversion efficiency between the brake and supercapacitor is high thanks to similar
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Figure 6.3: Power output from the brake and power input to the battery and supercapacitor

banks while braking.

voltage levels. Amount of recovered energy with the battery-supercapacitor HEES system

is 49% higher than the battery-only EES system. The improvement varies depending on

the supercapacitor voltage. Assuming uniform probability of supercapacitor voltage, the

additional energy recovery per one braking operation is about 3.1 Wh on average.

6.1.2 PV Modules

We increase power generation by applying the proposed MPTT method to the 100 W the

PV modules. Figure 6.4 shows that energy harvesting increases by the proposed MPTT op-

eration compared with the conventional MPPT operation. The MPTT operation maximizes

the current output from the converter. Assuming uniform probability of supercapacitor volt-

age and irradiance level, the additional energy harvesting is 0.9 Wh per hour on average.
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Figure 6.4: Additional energy harvesting by applying MPTT compared with MPPT.

6.1.3 EES Bank Reconfiguration and Networked CTI

We demonstrate energy efficiency improvement by the proposed EES bank reconfiguration

and networked CTI architecture. We reconfigure the supercapacitor bank so that the power

charged into the supercapacitor bank is maximized when it is charged by the regenerative

brake and PV modules. We make a sequence of charge transfers tasks to the network CTI

design problem based on the improvement described in Sections 6.1.1 and 6.1.2. The ve-

hicle accelerates using the energy in the supercapacitor bank firstly. It uses energy in the

battery bank if the energy is not enough. Both the acceleration and braking take 4 seconds

each. Between the acceleration and braking, the vehicle cruises (maintains the constant ve-

locity) for 1 minute using the combustion engine only. We assume that the solar irradiance

level is 750 W/m2.

Figure 6.5 shows the CTI architecture and connectivity of the baseline HEV and the

proposed HEV. The baseline HEV uses a single shared-bus CTI as shown in Figure 6.5(a)
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Figure 6.5: CTI architecture and connectivity of the baseline shared-bus CTI and proposed

networked CTI.

to connect four nodes. The charge transfer efficiency in this shared-bus architecture is 46%.

The proposed HEV has five nodes (a supercapacitor bank is added) and they are connected

though a networked CTI. The node placement algorithm introduced in Section 4.2.4 derives

the optimal connectivity as shown in Figure 6.5(b). The charge transfer efficiency in this

networked CTI architecture is improved 51%. The charge transfer efficiency slightly further

increases to 53% if we apply EES bank reconfiguration for the supercapacitor bank so that

it maintains the best configuration for the PV and reintegrative brake.

6.1.4 Overall Improvement and Cost Analysis

Figure 6.6 shows contributions of each design and optimization methods to the energy

efficiency improvement. The total energy gain per cycle is 3.7 Wh with the usage sce-

nario described in Section 6.1.3. Majority of energy gain, which is as high as 82.1%,

comes from the MPTT operation of the regenerative brake with the networked CTI battery-

supercapacitor HEES system. Dynamic supercapacitor bank reconfiguration achieves ad-

ditional 7.0% more energy gain from the regenerative brake. Energy gain from the PV
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(a) 82.1%

(b) 7.0%

(c) 10.3%
(d) 0.6%

(a) MPTT regenerative braking with networked CTI 
(b) MPTT regenerative braking with bank reconfiguration
(c) MPTT solar energy harvesting with networked CTI 
(d) MPTT solar energy harvesting with bank reconfiguration

Total 3.7 Wh

Figure 6.6: Energy recovery/harvesting gain per cycle.

modules is improved by 10.3% and 0.6% by the networked CTI and supercapacitor bank

reconfiguration, respectively. The energy gain from the regenerative brake becomes signif-

icant as the acceleration and braking cycles become more frequent.

6.2 HEES Prototype Implementation

We discuss the HEES system prototype implementation in this section. The HEES pro-

totype is aiming at household applications though the design framework is not bounded

to a particular scale. The HEES system is connected to the power grid to store electrical

energy during non-peak hours and becomes auxiliary power source to mitigate the peak

power demand. There are five nodes which includes three heterogeneous EES banks, one

power grid input, and one AC power outlet, which are connected through a shared-bus CTI.

There are three EES banks such as 6.5 Wh supercapacitor, 115 Wh lithium-ion battery, and

142



163 Wh lead-acid battery banks. The HEES system provides a high degree of freedom to

transfer energy between the nodes at a high efficiency by continuous update of the current

and voltage of each EES bank and CTI.

The HEES system mandates elaborate management policies because the energy flow in

the HEES is much more complicated than conventional heterogeneous type EES systems.

It may suffer from a very low energy efficiency unless we perform intelligent manage-

ment with consideration of characterizations of EES elements (IR loss, rate capacity effect,

leakage, etc.). While most previous electric energy storage research focused on storage el-

ements, we emphasize that power converters play an important role in the HEES system.

HEES system energy efficiency is heavily dependent on the input and output voltage and

current of power converters. It is crucial to maintain the power converter operating point

close to the most efficient region. The charger board proposed this dissertation consists

of a wide-range programmable bidirectional charger and a microcontroller with Control

Area Network (CAN) interface. We have shown that proper determination of voltages and

currents of each EES bank and CTI increases energy efficiency of the HEES system and

introduced system-level management policies including charge allocation [107], charge re-

placement [108], and charge migration [109, 110]. We implement the management algo-

rithms in the main controller that communicates with the charger boards through CAN.

6.2.1 Design Specifications

We describe the design specification of the HEES prototype implementation. We design

a HEES system for load leveling and peak shaving of residential electricity usage. The

specification of the HEES system in this section is for the proof-of-concept purpose. That

is, the architecture and control method are highly scalable and flexible so that they can

be applied to smaller and larger scale HEES systems with various types of EES elements,

143



power sources, and load devices.

6.2.1.1 Power Input and Output

The input to the HEES system is 120 V AC, and the output is 120 V AC. The proposed

HEES system is transparent to both the power grid and load devices; it is seen as an ordinary

AC-powered appliance to the power grid, while it is a AC power outlet to the load devices.

6.2.1.2 Power and Energy Capacity

We set the power capacity of the HEES system to 300 W. This is reasonable power capacity

for load leveling and peak shaving purposes considering that the average residential elec-

tric usage ranges 0.4–1 kW over time [141]. All the EES banks are designed to meet this

power capacity at least. We set the total energy capacity of the HEES system as small as

300 Wh for shorten time of charging and discharging the system for experimental purpose.

Nevertheless, the energy capacity may be easily increased by extending the EES array or

adding more EES banks.

6.2.1.3 Voltage and Current Ratings

Maximum power efficiency is available with proper operational range of voltage and cur-

rent. Typically, power converters with hundreds of kW power capacity are designed with a

DC voltage range of 12–48 V and and maximum current of 5–20 A. Commercial DC–DC

converters with symmetric input and output voltage ranges have such voltage and current

ratings typically. AC–DC rectifiers and DC–AC inverters have similar voltage and current

ratings for the DC side. We set the maximum current to 10 A for each power converter. We

design the power converters accordingly, and the voltage range covers a much wider range

of 6–36 V for voltage variation of the supercapacitors and CTI.
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6.2.1.4 EES Elements

We use three types of EES elements in the proposed HEES system prototype: supercapac-

itor, lithium-ion battery and lead-acid battery. The supercapacitor has advantages in power

capacity cycle life, and cycle efficiency, while the lead-acid battery has advantages in cost.

The lithium-ion battery has moderately good characteristics all round, except for the cost.

We do not consider other types of EES elements such as kinetic or thermal storages, but the

proposed HEES system does not restrict types of EES elements fundamentally.

6.2.2 Implementation

We discuss the implementation of the HEES system prototype in this section. We especially

focus on showing that the implementation satisfies the specifications of Section 6.2.1 with

consideration on the design goals of Section 3.1. We achieve the goal of the high modularity

of the HEES system by modular implementation of the HEES system. The modular design

makes it easier to develop and modify EES bank individually and manipulate the system-

level configurations. Figure 6.7 shows modules of the proposed HEES system composed

of three EES bank modules, controller and converter module, and CTI capacitor module.

The following subsections describe design and implementation of the modules and their

subcomponents, justifying the design goals and specifications.

6.2.2.1 Bank Module

The proposed HEES system has three EES banks: a supercapacitor bank, a lithium-ion

battery bank, and a lead-acid battery bank. Figure 6.8(a) shows the supercapacitor bank

module viewed from the front and back assembled in a 19-inch rack case. There is an EES

array composed of 18 supercapacitors inside the rack case, and a bidirectional charger is
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Figure 6.8: Modules of the proposed HEES system.

attached to the back of the module together with terminal blocks. The voltage and current

meters on the front panel display the voltage and current of the EES array. We put a fuse to

prevent excess current flow between the bank and CTI that may cause damage to the array

or charger. The lithium-ion battery module bank and the lead-acid battery bank module also

have a similar structure. Composition each EES bank module is summarized in Table 6.1.

The EES bank implementation in a 19-inch rack case as a module is for scalability and

modularity of the system. Design of each EES bank is independent to each other. All the

EES banks have the uniform interface regardless the EES elements. It has a DC power port

to the CTI, a communication network port, and a power input port for the bidirectional
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charger. Therefore, changing the configuration of an EES bank module or adding/removing

a module is simple and has limited influence to the whole system.

Supercapacitor bank We use 18 cells of Maxwell BCAP0650 supercapacitor connected

in series to compose the supercapacitor bank [142]. Each cell has 650 F capacity with max-

imum voltage of 2.7 V, and so 18-series connection makes a 36 F supercapacitor array of

maximum voltage of 48.6 V. The primary advantage of the supercapacitors is the extra long

cycle life. The datasheet states that it has a cycle life of 1,000,000 cycles. The maximum

energy stored in the supercapacitor array is 11.8 Wh when the charged to 48.6 V. Actual

maximum energy capacity we utilize is 6.3 Wh because we limit the terminal voltage of

the supercapacitor array within 6–36 V as specified in Section 6.2.1. Cost per energy of the

supercapacitor is about $69/Wh based on the retail price for purchasing single cell, which

is much more costly than that of batteries by an order of magnitude.

Lithium-ion battery bank We compose the lithium-ion battery bank with 12 cells of

Samsung ICR18650-26F [143]. Each cell has 2,600 mAh capacity and nominal voltage of

3.7 V. We arrange the 12 cells into a 6⇥2 array which give us 22.2 V nominal voltage and

115 Wh energy capacity. The number of series connection is determined to make the nom-

inal voltage be placed in the middle of voltage range of 6–36 V in order to mitigate power

efficiency degradation which may be caused by voltage difference between the battery ar-

ray and CTI. The total energy capacity is chosen to be small so as to shorten the time for

experiments as we mentioned in Section 6.2.1. In fact, the rack case has a plenty of room

for additional batteries.

Lead-acid battery bank The lead-acid battery bank consists of four Panasonic LC-

R123R4P batteries [144]. Each battery is composed of six series cells which make nominal
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voltage of 12.0 V. We make a 2⇥2 array to obtain a terminal voltage of 24.0 V. The lead-

acid battery bank has the largest energy capacity thanks to its low cost, which is only $1/Wh

based on the retail price for purchasing a single battery. The total energy capacity of the

lead-acid battery bank is also set small for fast experiments.

6.2.2.2 Controller and Converter Module

The controller and converter module performs functionalities of system supervision and

AC conversions (AC-to-DC and DC-to-AC conversions). The system supervision is con-

ducted by the main controller which is implemented with a Texas Instruments LM3S2965

microcontroller running at 50 MHz. The microcontroller runs Micrium µC-OS II real-time

operating system (RTOS) and monitoring, control, communication tasks on top of it. The

microcontroller provides an enough computing power for simple control policies with real-

time control loops, as well as connectivity to the PC with much more powerful computing

capability for more elaborated control policies.

The main controller communicates with subsystems of the HEES systems at 1 Hz–

1 kHz frequency depending on the data. It with the bidirectional chargers through the CAN

bus for monitoring and control of the EES banks. We adopt CAN bus for the communica-

tion network within the HEES system. The CAN bus is a widely-used industrial standard

for system control, and supports multi-master communication with up to 1 Mbit/s bit rate

within tens of meters range. It provides a high scalability for multiple subsystems to be

connected through the network that is hard to achieve with other types of communica-

tion networks. The data transfer between an EES bank and the main controller is less than

10 kbyte/s (1 byte = 8 bits), and so 1 Mbit/s bit rate is more than enough for the HEES

system with small number of EES banks. The main controller also communicates with the

user interface panel which provides useful information such as voltage and current of each
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EES bank, CTI, and power grid. In addition, the main controller can be connected to a PC

so that the user can monitor and control the HEES system manually. We discuss the soft-

ware design for the main controller and the bidirectional charger in Section 6.2.2.4 in more

detail.

The controller and converter module also performs both AC-to-DC conversion from

the power grid to the CTI and DC-to-AC conversion from the CTI to the AC load devices.

Since our focus is on the system design of the HEES system, not power converter circuit

design, we use commercial high-efficiency AC converters rather than designing custom AC

converters. We use the Mean Well SE-600 600 W AC–DC rectifier [145]. We need an ad-

justable output voltage in order to dynamically change the CTI voltage, but it generates a

36 V fixed output voltage. Therefore, between the AC–DC rectifier and the CTI, we im-

plement a DC–DC converter which accepts 36 V input voltage and generates an adjustable

wide output voltage for the CTI. The power converter connection is shown in Figure 6.7.

The output voltage level of the DC–DC converter is controlled by the main controller.

We use Samlex PST-100S-24A 1000 W pure sine wave DC–AC inverter [146]. In con-

trast to the AC–DC rectifier, the DC–AC inverter is required to accept wide input voltage of

6 to 36 V of the CTI, but typical commercial inverters designed for batteries do not support

such a wide input range. The PST-100S-24A is operational only for 21.4 to 33 V input, and

the nominal input voltage is 24 V. Therefore, similar to the AC–DC rectifier, we implement

a DC–DC converter which accepts 6–36 V input voltage and generates 24 V fixed output

voltage.

Figure 6.8(b) is a photo of the converter and controller module. It shows the main con-

troller, AC–DC rectifier, DC–AC inverter, and DC–DC converters inside. The back panel of

this module is populated with AC and DC power ports and digital I/O ports (RS232, CAN,

user switch, etc.).
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6.2.2.3 Charge Transfer Interconnect Capacitor Module

The proposed HEES system has five EES nodes including three EES banks, AC input, and

AC output. The maximum number of possible simultaneous independent charge transfers

among the five EES nodes is only two. Therefore, we employ the shared-bus architecture

to the HEES system for simplicity among several CTI architectures, which is shown in

Figure 2.8(c).

The CTI is positioned in the middle of power converters as the input or output of them,

and so a sufficient amount of bulk capacitors is required to secure voltage stability in order

to cope with large transient current variations. The power converters have limited capability

to deal with sudden changes of the load current, which may result in rapid changes of the

CTI voltage unless the CTI has enough energy buffer. Maintaining a desired CTI voltage

level is important because non-optimal CTI voltage leads to degraded power conversion

efficiency of the power converters. What makes the problem worse is that the CTI voltage

drop may violate the minimum input voltage requirement of power converters and result in

system failure.

We implement the energy buffer for the CTI with an array of large-capacitance alu-

minum capacitors. Figure 6.8(c) is a photo of the CTI capacitor module. We connect six

of United Chemi-Con 22,000 µF aluminum capacitors in parallel to compose the CTI ca-

pacitor array. The total 132,000 µF capacitance is proven by experiments to be sufficient to

maintain a stable voltage against 300 W load increase when charged over 25 V. The main

controller determines the CTI voltage level with considerations on the energy efficiency of

the charge transfers and predicted load demand. The CTI capacitor module has one voltage

meter and two current meters on the front panel to show the CTI voltage, current from CTI

to the load devices, and current from the power grid to the CTI. The emergency switch is
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also placed on the front panel to cut off the main power to inactivate all the power paths

manually in case of emergency.

6.2.2.4 Bidirectional Charger

The charger design is a key for the HEES system to achieve high efficiency and high reli-

ability. It has integrated functionalities of a DC–DC converter, battery charger, and battery

monitor. This is similar to conventional battery management systems, but provides more

high-level functionalities for the HEES system management by being integrated with the

main controller and other chargers. Specifically, the bidirectional charger implemented for

the proposed HEES system has the following features:

• Bidirectional conversion: It is capable of charging the EES array from the CTI, as

well as discharging the EES array to the CTI.

• Voltage and current regulation: It generates either a regulated voltage or regulated

current. When it is charging the EES array, this is necessary to perform the constant-

current and constant-voltage (CC-CV) charging. When it is discharging the EES ar-

ray, this is necessary either for maintaining the CTI voltage or injecting designated

amount of current into the CTI.

• Adjustable output regulation: The output voltage or current can be adjusted dynam-

ically. The output voltage is determined by the EES array maximum voltage (when

charging), or the desired CTI voltage (when discharging). The output current is de-

termined by the main controller considering efficiency and reliability.

• Wide operational range: The terminal voltage of the EES arrays changes depending

on their SoC, especially for supercapacitor array whose voltage is linearly propor-

tional to the SoC. The CTI voltage also changes in a wide range for energy efficiency
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and reliability. Therefore, the charger has a wide input and output voltage range of

6–36 V.

• Board-to-board communication: It reports the current status of the bank to the main

controller and receives operational commands from the main controller through the

CAN bus.

Figure 6.9(a) shows the charger implemented for the proposed HEES system. The

charger is composed of three parts: main converter ( A�), power path controller ( B�), and

supercapacitor boot-up charger ( C�). It is powered from a separated power rail, not from

the CTI, for reliable operation of the system. Figure 6.10 shows the conversion efficiency

of the main converter for different input and output voltage at 0.5 A and 1.5 A load current.

The main converter performs unidirectional adjustable voltage or current regulation

with wide input/output voltage (6–36 V) and high-current (up to 10 A). The converter

circuit uses a combination of the LTC3789 DC–DC converter [147] and the LTC4000 power

management IC [148] from Linear Technology. The LTC4000 is originally designed to
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generate a fixed voltage or fixed current for charging battery from the wall power. We

modify the voltage and current feedback loops with digital potentiometers to make them

dynamically adjustable from the microcontroller. We use the Texas Instruments LM3S2965

microcontroller to control the charger as for the main controller. The charger has a CAN

bus interface to communicate with the main controller as well.

The power path controller swaps the input and output of the main converter as needed

to enable bidirectional power conversion. When charging the EES bank, the input is the

CTI and the output is the EES array; and when discharging the EES bank, it is the opposite.

We use four solid-state relays made of a pair of MOSFET switches to dynamically change

the input and output as shown in Figure 6.9(b). Two solid-state relays are coupled as a pair

and opened or closed together, and the two pairs are exclusively closed. For example, the

microcontroller closes SW1 and SW2 are closed and opens SW3 and SW4 as shown in

Figure 6.9(b) when charging. We implement a hardware protection circuit on the power
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path controller to prevent short circuit from the CTI and EES array by control flaws or

signal glitches.

The supercapacitor boot-up charger is added to the charger for the supercapacitor bank

module only. It is a fixed current buck mode switching charger made of the BQ24640 su-

percapacitor charger IC from Texas Instruments. The supercapacitor terminal voltage is lin-

early proportional to its SoC, different from the batteries that maintain relatively a constant

terminal voltage regardless its SoC. Even though the main controller manages the termi-

nal voltage of the supercapacitor array within the operational range of the main controller,

sometimes we may have an under-voltage due to intended discharge (supercapacitor re-

placement) or unintended discharge (self-discharge). We use the boot-up charger to charge

the supercapacitor array up to the minimum voltage level of 6 V that the main converter

can handle in such cases.

The HEES systems has multiple chargers, one per each EES bank. We connect all the

chargers through the CAN bus together with the main controller in order to perform sys-

tematic control of the HEES system. The chargers send voltage and current measurement

results to the main controller through the communication network, and receive commands

determined by the main controller based on the system management policies.

6.2.2.5 Supervising Control Software

The main controller and bidirectional chargers run µC-OS II RTOS to perform system man-

agement and EES bank management, respectively. The main controller mainly performs

supervisory tasks for global HEES system management such as the charge management,

while the chargers perform individual control of the EES bank. Figure 6.11 shows the block

diagram of the control software implemented in the main controller and chargers.

The main controller is in charge of determining the CTI voltage and current of each EES
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Figure 6.11: Design of the main controller and charger controller. Lines between tasks

denote inter-task communication.

bank for high energy efficiency and reliability. We implement the charge management task

in the main controller to determine the optimal values [107, 108, 109, 110]. The decision

is made based on many parameters including voltage, current and SoC of the EES banks

and load demand prediction. We do not cover the optimization methods minutely in this

dissertation. The system control task makes the overall decision on energy flow of each

EES node based on decisions of other tasks.

The charger is in charge of measuring the status of the EES bank and controlling the

power conversion. The measurement task measures the voltage/current of the input/output

of the power converter. The SoC/SoH estimation task calculates the SoC and SoH based

on the measured voltage and current profiles. The converter control task changes the volt-

age/current regulation feedback loops according to the commands from the main controller.

There are also some common tasks implemented in both the main controller and charg-
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ers. The CAN communication tasks collect messages from other tasks and deliver them

over the CAN network layer periodically or on demand. Critical messages related with the

main controller’s decision (e.g., measured voltage/current and control commands) are de-

livered periodically with a high priority; while slowly changing values (e.g., SoC and SoH)

are delivered upon request with a low priority. The console task provides manual control

interface to the user which overrides the automated control. The emergency management

task has a highest priority to detect abnormal status and shut-down all power paths and

power converters in the system. The console task is for communication with the user for

monitoring and manual control.

6.2.2.6 Component Assembly

Figure 6.12 shows the front and back views of the HEES system assembled in a 19-inch

rack. Dimension of the whole system is 60 (W)⇥65 (L)⇥96 (H) cm (23.6⇥25.6⇥37.8

inch). Figure 6.12(a) shows the controller and converter module, CTI capacitor module,

supercapacitor bank module, lithium-ion battery bank module, and lead-acid battery bank

module from top to bottom. Figure 6.12(b) shows the back view of the system. The standard

19-inch rack makes it easier to change the system configuration and develop the modules

independently. The modules are reusable for other HEES systems. Heat generated from the

EES elements and circuits is removed from the rack by four cooling fans installed on the

back (not shown in the figure).

6.2.3 Control Method

The CTI should maintain a certain voltage level in order to avoid under-voltage failure when

the load current increases suddenly. Control of the CTI voltage is critical to energy-efficient

and reliable operation of the HEES system. The net current, sum of inflow currents and out-
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flow currents, of the CTI should be zero in steady state in order to keep the CTI voltage

constant. In an ideal case, we may operate all power converters in the current-regulating

mode and adjust the output current immediately responding to CTI voltage variation. How-

ever, the capacitance of the CTI capacitor is not very large in practice, and thus the voltage

changes very rapidly even with a slight mismatch between inflow and outflow currents. The

software control is not fast enough to detect the CTI voltage variation and re-determine the

current of EES banks in time. This is especially critical when experiencing a sudden in-

crease of the load current but the system fails to increase the discharging current in time,

resulting in the under-voltage failure.

We employ a cascaded control loop to overcome the CTI voltage reliability problem.

We operate one of the discharging power converters in the voltage-regulating mode so that

it regulates the CTI voltage with the hardware feedback control loop. The voltage regulation

performed by the hardware voltage feedback control loop of the converter is fast enough

to keep the CTI voltage at the desired level against the fluctuation of the input and output

current of the CTI. Other current-regulating power converters extract or inject a designated

amount of current from or to the CTI. Current supplied by the voltage-regulating power

converter is consequently determined to the amount that makes the net current of the CTI

zero. Choosing the voltage-regulating converter is an important decision though any of

chargers of discharging EES banks and power converters from power sources can take this

role. It is related to reliability because the it may have to solely maintain the CTI voltage

during transient periods. We designate the DC–DC converter from the power grid as the

voltage-regulating converter for reliability because the power grid has virtually unlimited

power capacity and energy capacity. Consequently, the bidirectional chargers in the EES

banks are in current-regulating mode.

This is similar to conventional control method introduced for shared bus HEES systems
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at first glance [8, 84, 20]. However, the current control of each power source/EES bank

is coupled with other power source/EES bank with a priori knowledge on them, and so

limited in versatility and scalability. Our control method provides more flexibility and a

higher degree of freedom for energy-efficient control by allowing arbitrary current for each

EES banks as well as variable CTI voltage. Figure 6.13 shows the voltage and current of

the CTI and banks while performing charging and discharging operations.
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Chapter 7

Conclusions and Future Directions

Electrical energy storages (EES) systems offer various benefits of improved energy ef-

ficiency, reliability, availability, and cost-effectiveness for wide range of applications in-

cluding the power grid, renewable power sources, electrical vehicle (EV)/hybrid electrical

vehicle (HEV), and so on. Hybrid electrical energy storages (HEES) systems are a practi-

cal approach to implement EES systems with the current EES element technologies, where

each of them has unique strengths and weaknesses. While design and control of the con-

ventional homogeneous EES systems are straightforward, the HEES systems requires elab-

orated design and control methods to maximize its superiority over the homogeneous EES

systems.

This dissertation studied the design considerations for practical implementation and de-

ployment of the HEES systems. We proposed high-level HEES system architecture design

and control methods to satisfy the design considerations. The proposed architecture-level

HEES designs, which are the reconfigurable EES bank architecture and networked charge

transfer interconnect (CTI) architecture, aim at reducing the maximizes the energy effi-

ciency by reducing the energy loss induced by power conversion. We introduced optimiza-
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tion problems and systematic solution methods involved in the proposed architectures. In

addition, we proposed a design and operating method called the maximum power transfer

tracking (MPTT) that achieves the joint optimality of HEES system with renewable power

sources. We also introduced our HEES system prototype with detailed practical discussion

on each component design.

The following issues are remained for future research:

• We devise a method to find the optimal sequence of charge transfers. This is an

important step to schedule the operations in the HEES system from the power sup-

ply/demand profile. We first try to find the optimal sequence of charge transfers as-

suming the HEES system is given. Ultimately, the optimal sequence of charge trans-

fers should be simultaneously derived with the optimal HEES system design.

• Optimization of HEES systems only is not enough for the true optimal of energy

system. The power generation and power consumption should be optimized simul-

taneously. Power sources, HEES systems, and load devices should be aware of each

other not only in design time, but also in runtime, to achieve the holistic energy opti-

mization.

• We implement the charge management schemes in the HEES prototype and prove the

practicality. This involves not only issues on theoretical optimality, but also practical

issues such as reliable control and feasibility of real-time computation. We refine

the management schemes with considerations on those issues and devise an effective

implementation.
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