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abstract

Modern mobile devices such as smartphone or tablet PC are typically equipped a

high-performance CPU, memory, wireless interface, and display. As a result, their

power consumption is as high as a small-size laptop computer. The boundary between

the mobile devices and laptop computer is becoming unclear from the perspective

of the performance and power. However, their battery and related power conversion

architecture are only designed according to the legacy design so far. Smartphone and

tablet PCs from major vendors such as iPad from Apple or Galaxy-tab from Samsung

uses 1-cell Li-ion battery. The laptop PC typically has 3-cell Li-ion battery. The output

voltage of the battery affect system-level power conversion efficiency.

Furthermore, traditional power conversion architecture in the mobile computing sys-

tem is designed only considering the fixed condition where the system-level low-power

techniques such as DVFS are becoming mandatory. Such a low-power techniques ap-

plied to the major components result in not only load demand fluctuation but also sup-

ply voltage changing. It has an effect on the battery lifetime as well as the system-level

power delivery efficiency. The efficiency is affected by the operating condition includ-

ing input voltage, output voltage, and output current. We should consider the operating

condition of the major power consumer such as a display to enhance the system-level

power delivery efficiency. Therefore, we need to design the system not only from the

perspective of the power consumption but also energy storage design. The optimization

of battery setup considering battery characteristics was presented in [1].

Beside the DVFS of microprocessor, a power saving technique based on the sup-

ply voltage scaling of the OLED driver circuit was recently introduced [2]. An organic

light emitting diode (OLED) is a promising display device which has a lot of advantages

compared with conventional LCD, but it still consumes significant amount of power con-
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sumption due to the size and resolution increasing. The OLED dynamic voltage scaling

(OLED DVS) technique is the first OLED display power saving technique that induces

only minimal color change to accommodate display of natural images where the exist-

ing OLED low-power techniques are based on the color change. The OLED DVS incurs

supply voltage change. Therefore we need to consider the system-level power delivery

efficiency and battery setup to properly integrate the DVS-enabled OLED display to the

system.

In this dissertation, we not only optimize the power consumption of the OLED

display but also consider it’s effect on the whole system power efficiency. We perform

the optimization of the battery setup by a systematic method instead of the legacy

design rule. At first, we develop an algorithm for the OLED DVS for the still images

and a histogram-based online method for the image sequence with a hardware board

and a SoC. We characterize the behavior of the OLED DVS. Next, we analyze the

characteristics of the smartphone and tablet-PC platforms by using the development

platforms. We profile the power consumption of each components in the smartphone

and power conversion efficiency of the boost converter which is used in the tablet-PC

for the display devices. We optimize not only the power consuming components or the

conversion system but also the energy storage system based on the battery model and

system-level power delivery efficiency analysis.
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1 Introduction

1.1 Supply Voltage Scaling for OLED Display

Display systems are primary sources of power consumption in battery-powered electron-

ics despite the advances in low-power display technologies. As of today, liquid crystal

display (LCD) panels are widely used in portable as well as desktop systems. The LCD

panels do not illuminate themselves and require a high intensity backlight, which gener-

ally consumes a significant amount of power due to low transmittance of the LCD pan-

els [3, 4]. On the other hand, an organic light emitting diode (OLED) is self-illuminating

using organic light emission material. Therefore, OLEDs should provide higher bright-

ness, higher luminance, faster response, wider viewing angle, and thinner and lighter-

weight form factors compared with conventional LCD panels [5]. One of the known ma-

jor disadvantages of OLED panels was their relatively short lifetime, which has been

enhanced to be commercialized. However, the power efficiency of the OLED panels is

not as high as expected due to serious total internal refection. As a result, most OLED

smartphone users do not really feel extended battery life from the OLED display.

There have been extensive efforts to reduce the OLED panel power consumption.

Most previous work attempted aggressive dimming of a part of the panel to reduce power

consumption because the OLED power consumption is directly dependent on the pixel

color. As red, green, and blue colors show distinctly different power efficiency, color

swapping was also proposed. We summarize the previous work in Section 2.

In this dissertation, we implement and verify the OLED dynamic voltage scaling

(OLED DVS). We dynamically change the supply (driving) voltage of the OLED panel

in a prototype implementation and measure the power saving. The prototype equips

pulse-width modulation (PWM) driver-based OLED display panel, and we develop a
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SoC which enables online image processing and supply voltage changing. We develop

an online method based on the luminance histogram and histogram optimization by

luminance quantization. For the amplitude modulation (AM) driver-based panel, we

show the effect of the OLED DVS by panel-level SPICE simulation.

1.2 Power Conversion Efficiency in Mobile Systems

The power saving technique in each component does not guarantee meaningful system-

level power saving. OLED DVS-enabled system should equips output voltage adjustable

DC-DC converter to supply the appropriate voltage to the display panel. The voltage-

adjustable converter requires additional devices, and the added control logic and devices

bring power overhead. We should consider the effect of the system modification to prop-

erly integrate the DVS-enabled display in the system. By extension, we examine the va-

lidity of the existing system setup, and develop a framework to properly design the sys-

tem from the power source to the power consumption.

Modern mobile devices such a smartphone or tablet PC are typically equipped with a

multi-core gigahertz processor, gigabytes of high-speed DDR SDRAM, dozens of giga-

bytes of flash memory, several up to 10 megapixel cameras, 1M+ pixel high-resolution

color display, high-power audio, as well as 3G/4G, Wi-Fi and Bluetooth wireless com-

munication devices. As a result, modern mobile devices suffer from the short battery

lifetime. As reported in [6], average power conversion efficiency in the smartphone is

around 60% to 70%. It is a surprisingly low value. There has been numerous effort on

the development of low-power techniques from transistor-level to system-level. How-

ever, if we cannot enhance the power delivery efficiency, even cutting-edge low-power

techniques cannot significantly increase the battery lifetime. Power delivery efficiency

should be considered to extend the battery lifetime.
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Figure 1: Average power efficiency for different input voltage with the same benchmark.

It is well known that the efficiency of the voltage converters are dependent on its

input/output voltage and current. A Switching converter consumes part of input power

to switch the MOSFET switches, and power dissipation by parasitic resistance in the

MOSFET switches and passive devices such as an inductor cannot be ignored. Those

power losses are dependent on the input/output voltage and current. Furthermore, power

loss in a linear regulator is proportional to the voltage difference and current through the

regulator. Therefore, the voltage converters should be carefully designed according to its

operating condition, and input voltage from the battery also should be carefully selected.

1.3 Research Motivation

We measure the power consumption of the smartphone platform by using Snappdragon

MDP from Quallcomm. For the experiment, we develop a benchmark which is designed

to sequentially enable the system components in the platform and change the operating
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status. Figure 1 shows the result of efficiency profiling. System level power efficiency

is about 60 %. It is quiet low value beyond common expectation while the efficiency of

the commercial DC-DC converters are known be higher than 90 %. The switching-mode

DC-DC converters shows high efficiency only when they are appropriately integrated to

the system. Their efficiency is strongly dependent on the operating condition including

input/output current and voltage.

So far, a lot of efforts have been dedicated to reduce the power consumption of

the components such as the CPU and display because it is believed that their power

consumption is the key factor to reduce the system-level power consumption. However,

if the system level power delivery efficiency is around 60 %, the power converter is the

most power consuming component than any other component. We should enhance the

system-level power delivery efficiency to extend the lifetime of the system.

The average power conversion efficiency is affected by the difference between the

input and output voltage of the system. Figure 2 shows that the average efficiency of

the Snapdragon MDP with the different input voltage. We connect the programmable

power supply to the battery input socket to measure the efficiency with the different input

voltage. The maximum voltage in the Snapdragon MDP is 3.8 V which is supplied to the

ELVDD net of the LCD panel. Therefore, every voltage conversions in the platform is

a step-down (buck) conversion, and the voltage difference between the input and output

of the conversion is increasing as the battery input voltage is increasing. Figure 2 mostly

shows that the overall conversion efficiency is decreasing as the difference between the

input and output voltage is increasing.

The major power consumer in the smartphones are an application processor (AP),

wireless interfaces, and display. Modern AP and wireless interface ICs accepts lower

than 3.3 V input. Therefore, from the perspective of the power delivery efficiency, it is

14
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Figure 2: Average power efficiency for different input voltage with the same benchmark.

better to supply the input voltage to the converter as low as possible according to the

observation presented in Figure 2. However, unfortunately, the display devices generally

requires much higher voltage than the silicon devices in the system. LCDs and OLED

displays commonly accept 12 V or higher voltage to illuminate themselves. Their input

voltage is determined by the electrical and optical characteristics of the display cell el-

ements and light source. For instance, an Odroid-A platform from Hardkernel, which is

a development platform targeting the Galaxy tab from samsung, equips a LP101WH1

1366 x 768 TFT LCD panel [7]. The LP101WH1 consumes ?? mW on average, and it

requires 12 V as a input. Several OLED display panel modules accept 3.7 V (1-cell Li-

ion battery) as an input [8], but it internally boosts the input voltage by using the charge

pumps to generate the input voltage to the OLED cells.

The battery setup should be determined under the consideration of the effect of

the battery voltage on the overall system power efficiency. To derive the optimal setup,
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We need to consider the power delivery efficiency of the system components and

behavioral characteristics of the components. However, the smartphones and tablet PCs

are designed only by a legacy design rule so far. Smartphones and tablet PCs from

major vendors such as Apple or Samsung uses 1 cell Li-ion battery while the laptop PC

typically have 3 cell Li-ion battery. Especially, modern tablet PCs which equip a several

GHz multi-core processor and up to 10” size high-resolution display still use 1 cell

battery because of the legacy design rule and compatibility issues though its hardware

is close to Laptop PC rather than smartphone. It is time to examine the effectiveness of

the legacy design rule.

In this dissertation, we introduce a systematic approach to design the power delivery

architecture considering the behavioral characteristics of the system. We introduce an

estimation model power conversion efficiency based on the system activity analysis.

Based on the model, we maximize the power delivery efficiency by changing the battery

setup. We also consider the internal characteristics of the batteries to optimize the battery

setup.
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Table 1: Classification of display power saving techniques.

Techniques Applicable devices Applicable images

Backlight control-based LCD Natural image

User behavior-based LCD, OLED Interactive applications

Clock and frame rate control Display controller Natural image

Frambuffer compression Framebuffer memory GUI

OLED cell pre-charging OLED Natural image

Color remapping LCD, OLED GUI

2 Related Work

2.1 Low-Power Techniques for Display Devices

Display systems account for a significant portion of the total power consumption in

battery-powered electronics despite the advances in low-power display device technolo-

gies. As of today, liquid crystal display (LCD) panels are widely used in portable as

well as desktop systems. The LCD panels do not illuminate themselves and require a

high intensity backlight which generally consumes a significant amount of power due to

low transmittance of the LCD panels. On the other hand, an organic light emitting diode

(OLED) is a self-illuminating device using organic light emission material. Therefore,

OLEDs provide high brightness, high luminance, fast response, wide viewing angle, and

thin and lightweight form factors compared with conventional LCD panels. Despite of

the technological advances, OLED display is still one of the major power consumer in

the system. In this section, we will introduce and categorize the low-power techniques

for display devices related with the proposed method.
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We categorize the system-level low-power techniques for displays as shown in

Table 1. The backlight control-based approaches can reduce the power consumption of

the light source without image distortion.however, unfortunately, it is not applicable to

self-illuminating display devices such as the OLED panels. The user behavior-based

approaches are too complex to be implemented in the portable electronics because it

requires dedicated hardware and software-level support. Architectural approaches also

has some limitations. Variable dot clock and frame refresh rate control cannot reduce

the power consumption of the light source, and the framebuffer compression is hard to

apply for the natural images. We can save the wasted energy by the cell pre-charging,

but we cannot reduce the energy to illuminate the cell itself. The color remapping is

effective low-power technique for the OLED display, but is not always feasible. It is

applicable only to the graphics user interface (GUI) and applications not dealing with

natural images, photos, or video.

There exist no OLED display power saving technique that reduce the power con-

sumption of the light source without the distortion of the displayed image. We need to

reduce the power consumption of the light source because it is the biggest power con-

sumer in the display system. We can access the light source of the LCD panel, the back-

light, but we do not have a method to access the light source of the OLED display, the

OLED cell, without changing the color. This is because of the nature of the OLED panel.

The power consumption of an OLED panel is dependent on each pixel color value and,

in therefore, existing OLED power management techniques are not capable of altering

power consumption of the OLED panel, without changing the pixel color values.

This research aims at developing the first OLED power saving technique that over-

comes the above limitations. We call the technique OLED dynamic voltage scaling

(DVS). The proposed technique exploits the unique characteristics of the OLED driver
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Figure 3: Vertical structure of thin-film transistor LCD panel [3].

circuits. The OLED panel requires a controllable supply current driver circuit for each

OLED pixel. Generally, the supply voltage of an OLED driver circuit is set to the

maximum value to support the full luminance of a pixel. However, the supply voltage

of pixels with less luminance does not need to be the maximum, and thus it has some

margin for supply voltage reduction. We define a headroom as the difference between

the actual supply voltage and the required voltage to illuminate the pixel with a given

luminance. If we decrease the supply voltage, the luminance of pixels will decrease.

Fortunately, if the scaled voltage is within the headroom of the pixel, we can restore it

by increasing the brightness of the image data.

2.1.1 Light Source Control-Based Approaches

The most effective way to reduce the power consumption is to control the light source.

We can find several low-power techniques which involve change of the backlight lumi-

nance, brightness, and contrast of the image to reduce the power consumption without

the image quality degradation.
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A dynamic luminance scaling of the backlight with appropriate image compensa-

tion was introduced in [3, 4]. The liquid crystal display (LCD) panel does not illumi-

nate itself, but it filters light from the light source from the rear of the LCD panel as

shown Figure 3 A reflective LCD uses ambient light as the light source of the LCD so

as to eliminate the power-greedy backlight lamp. Instead, it has a reflector to reverse the

direction of the ambient light from the front. However, reflective LCDs do not offer a

quality display. Transflective LCDs are compromises between transmissive and reflec-

tive designs but are usually operated with the backlight on. Backlight systems dominate

the power requirements of battery-operated hand-held devices with color thin-film tran-

sistor (TFT), LCDs.

Dynamic backlight luminance scaling (DLS) keeps the perceived intensity or con-

trast of the image as close as possible to the original while achieving significant power

reduction. DLS compromises quality of image between power consumption, which ful-

fills a large variety of user preferences in power-aware multimedia applications. DLS

saves 20% to 80% of power consumption of the backlight systems while keeping a rea-

sonable amount of image quality degradation. Figure 4 show the behavioral concept of

the DLS. The backlight luminance is decreased (a) to (b), at the same time, the image

data is shifted from (c) to (d). Consequently, scaled image (f) conserve the original lu-

minance of (e) with some saturated pixels.

A Concurrent Brightness and Contrast Scaling (CBCS) technique for a cold cathode

fluorescent lamp (CCFL) backlit TFT-LCD display was introduced in [9, 10]. The pro-

posed technique aims at conserving power by reducing the backlight illumination while

retaining the image fidelity through preservation of the image contrast. Figure 5 show

the behavioral concept of the DLS. The proposed technique is based on the non-linear

model between its backlight illumination and power consumption. The contrast distor-
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Fig. 4. Example of brightness compensation.

Fig. 5. Discrete histogram for a GUI application.

function includes the construction of the histogram and deter-
mining a value for . Transformation can be performed either
by multiplication and division operations, or table lookup, de-
pending on the system architecture. The latter generally has less
overhead as for a high-resolution screen.

B. Image Enhancement

Brightness compensation allows a significant degree of back-
light dimming while keeping the distortion ratio reasonable, as
long as the image has a continuous histogram which is not se-
verely skewed to bright areas. Although all the histograms are
discrete by definition, we express that a histogram is continuous
if adjacent values are similar with each other, considering the
original image before digitization of the color values. Discrete
histograms generally make it difficult to determine a proper .
As shown in Fig. 5, if we choose a value for which is lower

than , then the distortion ratio significantly exceeds the limit
because already contains more than 10% of the total pixels.
Otherwise, the distortion ratio meets the requirement, but the
amount of backlight dimming becomes insignificant. Unfortu-
nately, most graphical user interface (GUI) components have
discrete histograms.

Image enhancement allows us to apply DLS for the images
with discrete histograms where the brightest area dominates the
image. In particular, we will use the techniques of histogram
stretching and histogram equalization. Histogram stretching is
an extension of brightness compensation, in that the histogram
is stretched with respect to the low threshold as well as the
high threshold . Histogram stretching is a mixture of con-
trast stretching and thresholding; it truncates data not only in the
brightest areas but also in the darkest areas. It generally doubles
the amount of backlight dimming that can be achieved, in com-
parison with brightness compensation. As shown in Fig. 5, we
are able to set a value of which is more effective than , be-
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Fig. 3. Steady-state luminance and power consumption of the CCFL backlight
system versus control input.

is controlled by applying voltage with a range of 3.3 to 0 V to
the input terminal. As implemented, the inverter generates its
maximum output when the control voltage is zero, (i.e., nega-
tive control input). To make things easier to understand, we will
assume that the control input is positive, and the output voltage
is proportional to the control voltage in Sections III and IV.

III. DLS

As shown in Section II, the luminance of the backlight is pro-
portional to its power consumption. As we dim the backlight,
the brightness of the image on the LCD panel is reduced, but
we save power. The principle of DLS is to save power by back-
light dimming while restoring the brightness of the image by
appropriate image compensation [3], [12].

Brute-force backlight dimming is a traditional technique to
save power consumption, but it reduces brightness, and thus,
the display quality is degraded. By contrast, DLS does not sacri-
fice the overall brightness of the image but accommodates minor
color distortions. To achieve the maximum power saving for a
given color distortion limit, DLS dynamically scales the lumi-
nance of the backlight as the image on the LCD panel changes.
For more aggressive power saving, DLS may also perform ac-
tive color modification, which allows extreme backlight dim-
ming.

The principle of DLS is based on (2) and (3). We introduce
four different image compensation algorithms, classified into
three categories, in the following subsections.

A. Brightness Compensation

Brightness is the intensity of an image perceived by human
eyes. Since the human eye and perception system are beyond the
scope of this paper, we assume–without loss of generality–that
the brightness is linearly proportional to the luminance of the
LCD panel. This is because the LCD is a matched, additive color
reproduction system, and we may assume that the normalized
color value, where is the number of primary colors, is
linearly proportional to the signal conceived by the cons in the
human eye.

Let us assume that an LCD panel, with vertical and horizontal
resolutions of and , respectively, displays the th image, ,
where

...
. . .

... (4)

We dim the backlight by changing the control voltage from
to with . Then, is changed to such that

. Now we recover the luminance of the image on
the LCD panel by modifying to such that

(5)

From (3), we obtain

(6)

If for all for and ,
then , (i.e., perfect brightness compen-
sation). However, in practice, if such that ,
perfect compensation cannot be achieved. This happens as is
significantly reduced, or large numbers of pixels populate bright
areas. The amount of overflow, , is truncated and
thus causes distortion. We use a histogram function, ,
to quantify the distortion ratio, , which is denoted by

(7)

where is the color depth. The matrix is a matrix
such that

(8)

in an RGB-color space. We may derive from YUV and HSV
color spaces accepting minor errors. In a YUV color space

(9)

In an HSV color space, .
Brightness compensation is implemented by a color transfor-

mation function of the form

(10)

The threshold is determined by the given value of and
(7). In practice, only pixels in the brightest area are distorted
after compensation while others keep their original colors and
brightness. Fig. 4 illustrates an example of this brightness com-
pensation and the accompanying distortion.

The major computational overhead of brightness compensa-
tion is the construction of the transformation function and the
transformation of each pixel color. Building the transformation
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high threshold . Histogram stretching is a mixture of con-
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the amount of backlight dimming that can be achieved, in com-
parison with brightness compensation. As shown in Fig. 5, we
are able to set a value of which is more effective than , be-
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Fig. 4. Example of brightness compensation.

Fig. 5. Discrete histogram for a GUI application.
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high threshold . Histogram stretching is a mixture of con-
trast stretching and thresholding; it truncates data not only in the
brightest areas but also in the darkest areas. It generally doubles
the amount of backlight dimming that can be achieved, in com-
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(e) Original image (f) Scaled image

Figure 4: Dynamic backlight luminance and image compensation [4].
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decreases when dimming the backlight. In addition, the variation 
of TFT-LCD power consumption is very small. Therefore, we do 
not consider the TFT-LCD power consumption in the CBCS 
framework. 

IV. OPTIMAL CBCS POLICY PROBLEM 

A. Contrast Fidelity 
The term contrast describes the concept of the 

differences between the dark and bright pixels. Brightness 
and contrast are the two most important properties of any 
image. In the Human Visual System [5][14], which 
models the perception of human vision as a three-stage 
processing, the brightness and contrast are perceived in the 
first two stages. Virtually every single display permits the 
users to adjust the brightness and contrast settings. For 
backlit LCD displays, the brightness control changes the 
backlight illumination and the contrast control changes the 
LCD transmissivity function. Fig. 5 shows how the 
brightness and contrast controls change the luminance 
function and their visual effects when the maximum 
brightness is limited to 50%. In Fig. 5b, when the 
backlight is reduced to 50%, the image contrast is 
noticeably reduced. If we compensate for the contrast loss 
as shown in Fig. 5c, then the darker (<50%) pixels 
preserve their original brightness while the brighter 
(>50%) pixels overshoot completely and there is no 
contrast present among these pixels. Fig. 5d shows how 
the concurrent brightness and contrast scaling generates a 
better image by balancing the contrast loss and number of 
overshot pixels. The luminance function in Fig. 5d or Fig. 
4b represents the following class of linear transformations 
that can be implemented by the PLRD expressed by (7): 
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Here (gl,0) and (gu,b) are the points where y=cx+d 
intersects y=0 and y=b, respectively. The luminance 
function consists of three regions: the undershot region 
[0,gl], the linear region [gl,gu], and the overshot region 
[gu,1]. In other words, the gl and gu are the darkest and 
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The c is limited between 0 and 1. If c>1, the contrast 
increases and deviates from that of the original image and 
the dynamic range [gl,gu] shrinks. The overall contrast 
fidelity will decrease from this point, so we do not include 
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 The contrast fidelity is defined without quantifying 
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However, the definition of contrast fidelity does convey 
the concept of the classic definitions of contrast such as 
Weber's or Michelson's that express contrast as the ratio of 
the luminance difference to the maximum luminance 
[5][14][15]. If the normalized image histogram providing 
the probability distribution of the occurrence of pixel 
value x in the image is given as 
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Fc is a function of p, gl and gu. Finding the optimal 
solution that minimizes the Fc is called the optimal CBCS 
policy problem. 

The global contrast fidelity captures the brightness 
distortion due to backlight scaling, also. When the 
backlight is dimmed, the dynamic range [gl,gu] is shrunk 
accordingly, so that more pixels have contrast fidelity of 
zero.  
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Figure 5: A concurrent sontrast and brightness scaling [9].

tion metric is also proposed to quantify the image quality loss after backlight scaling.

The solution for the CBCS optimization problem subject to contrast distortion shows

that an average of 3.7X power saving can be achieved with only 10% of contrast distor-

tion.

The partial control techniques for the light source device are introduced in [11, 12].

They attempt partial display turnoff. Some LCD panels have a zoned backlighting sys-

tem, which can be partially turned off or dimmed. One such technique selectively turns

off or dims the backlights that do not illuminate any displayed object of interest to the

user [11]. Background dimming techniques set the background colors to a dark color,

which results in lower power consumption in OLED panels [12].

A 1-D LED backlight scanning and a 2-D local dimming technique for large LCD

TVs are presented in [10]. These techniques not only reduce the motion blur artifacts

by means of impulse representation of images in video but also increase the static con-

trast ratio by means of local dimming in the image(s). Both techniques exploit a unique
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Figure 6: A structure of LCD panel with LED backlight [10].

feature of LED backlight in large LCD TVs as shown in Figure 6 in which the whole

panel is divided into a pre-defined number of regions such that the luminance in each

region is independently controllable. The proposed techniques are implemented in a Xil-

inx FPGA and demonstrated on a Samsung 40-inch LCD TV. Measurement results show

that the proposed techniques significantly reduce the motion blur artifacts, enhance the

static contrast ratio by about 3X, and reduce the power consumption by 10% on average.

2.1.2 User Behavior-Based Approaches

Observing the behavior of the user to obtain the clue for the power reduction is an effec-

tive way. A face detection techniques and user input behavior analysis are also used to

find the intention of the user [13, 14]. The proposed method links the display operation

to a key press or movement of the mouse. The authors employ a video camera to bind

the display power state to the actual attention of the user. The proposed method keeps

display active only if its user looks at the screen as shown in Figure 7. When the user

detracts his/her attention from the screen, the method dims the display down or even
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best visibility. If the user detracts his/her attention from the 
screen, as in Fig.1(b-g), the method dims the backlight 
luminance to decrease energy consumption. Finally, if the 
user has not been looking at screen for a long time or 
disappeared from the camera’s range (see Fig.1,h), the 
display is turned off. 
   The CDDPM uses the following assumptions: 
(1) The PC is equipped with a color video camera.  
(2) The viewer monitoring mode is optional to the user. The 

user can activate the viewer monitoring whenever the 
camera is not engaged in other applications. 

(3) The display has a number of backlight intensity levels 
with the highest level corresponding to the largest 
power consumption and the lowest level to the smallest 
power, respectively. The highest level of backlight 
intensity is enabled either initially or whenever the user 
looks at the screen. 

Figure 2 shows the CDDPM flowchart. Here, C counts the 
number of consecutive image frames in which the user’s 
gaze is off the screen. If no user is detected in the current 
video frame, the display is turned off. Otherwise, the method 
tracks the user’s eye-gaze. If the gaze has been off the 
screen for more than N consecutive frames, the current 
backlight luminance is dimmed down to the next level. Any 
on-screen gaze reactivates the initial backlight luminance by 
moving the display onto power up mode. However, if no on-
screen gaze has been detected for more than N frames and 
the backlight luminance has already been lowest, the display 
enters the standby mode. Returning back from either standby 
or off modes is done by pushing the ON button. Below we 
describe the method in details. 

2.2. User presence detection 
The goal of this task is to determine from the camera 
readings whether or not the user is currently present in front 
of display. Due to high efficiency and a comparatively small 
computation cost of skin-color oriented techniques [10-14], 
we chose color as a primary tool in detecting a face in an 
image with complex background. 
     Figure 3 illustrates the user detection process. After 
receiving a new color frame (see Fig.3,a) we transform the 
RGB color image obtained from video camera into the 

{Y,r,b} representation, and then digitize the {Y,r,b} image. 
If the {Y,r,b} representation of a pixel satisfies the 
thresholds: 10<Y<240, 10<r<50, -20<b<10, we replace it 
by 1, else by 0. (The thresholds have been determined 
empirically). Figure 3(b) illustrates the image after 
binarization. Next, we apply area growing/shrinking to 
eliminate noise. Figure 3(c) shows the resulted image. If the 
total number of white pixels in the derived image exceeds 
the pre-defined threshold (W), the user is detected in the 
frame. Otherwise, the method detects that the user is absent 
and turns the display onto low-power (standby) mode.  

2.3. Eye-gaze detection 
The eye gaze-detection is activated if and only if the 
previous task has detected the user in front of display. The 
task is solved in the following steps: 
   1. Face extraction. All pixels belonging to a separate 
continuous region are labeled by the same (region’s) 
number. Based on the labeling results we detect a number of 
image regions (e.g. 5 in Fig.3,d) and compute the size (in 
number of pixels) for each of them. The largest connected 
region of the white colored pixels in the camera image is 
selected. Figure 3(e) illustrates the result.  
   2. Eyes localization: We search for circle-shaped regions 
within the extracted face and for each region compute the 

circumference ratio E= 4* *S/l2. Here, S is the area of 
region, and l is the circumference length of the region. Since 
the higher E corresponds to a more true circle, we select 
those regions which have 0.3<E<1.0 and 30<S<150. The 
centers of the circles define eye positions in the current 
frame. Figure 3(e) shows the result. Located eye positions 
are marked by overlay graphics.  
   3. Gaze detection: The distance (D) between the eye 
centers is computed. If the distance can not be established 
(e.g. the number of detected eyes is less than two) or it is 

Video input

Eye-gaze detection

is user 
present?

yes

gaze 
on screen?

Dim backlight to 
the next level

Power-up 
mode

yes

no

end

no

C=C+1

C<N

no

yes

Can dim?
yes

User presence detection

begin

Standby 
mode

C=0

Monitor 
OFF

no

Video input

Eye-gaze detection

is user 
present?

yes

gaze 
on screen?

Dim backlight to 
the next level

Power-up 
mode

yes

no

endend

no

C=C+1

C<N

no

yes

Can dim?
yes

User presence detection

begin

Standby 
mode

C=0

Monitor 
OFF

no

Figure 2: Flow-chart of the proposed approach 
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(a) User face detection

smaller than a threshold, L, the eye-gaze is detected to be off 
the screen. In this case, if C>N, we dim the backlight 
luminance down to the next level by decrementing the 

backlight voltage (V=V- V). Otherwise, the eye-gaze is 
considered “on the screen”. In this case, the backlight 
luminance is set-up to the highest level by (the backlight 
voltage returns to the initial value, V0).
  4. Search window optimization: Once we have located the 
positions of eyes on the first frame, we use this knowledge 
to reduce complexity of processing the successive frames. 
Since the user face motion is slow in practical 
circumstances, we limit the search region in the next frame 
to plus or minus 16 pixels in vertical and horizontal 
direction of the original pixel locations of the eyes in the 
current frame. 

3. Experimental results 
To evaluate the proposed method, we developed prototype 
software and run it in the Linux (Fedora project) OS on two 
computers: a desktop (Pentium4@2.53GHz) with 15” TFT 
Iiyama TXA3822JT display (50W) and a notebook PC 
(SonyVaio PCGZ1V/P with Pentium-M@1.6GHz processor,
and 14.1” 5W SXGA LCD. Each PC was equipped with a 
CCD Logitec Quick CAM PRO4000 camera, (160x120 
frame size, 30fps) installed above the display. First, we 
experimented with user presence detection (i.e. without 
running the eye-gaze detection). After extensive profiling in 
different conditions (user sits/stands/walks away, head 
moves, hands move, distance change, etc.) we found that 
W=0.06 allowed correct user presence detection almost at 
1.5 meters distance from the user and the display/camera.  
    Figure 4 shows the results obtained during a user 
monitoring test of the following scenario: the user was 
present in front of the display (frames 1-299, 819-1491, 
1823-2001); moved a little from the display but still present 
from the camera perspective (frames 1300 to 1491); stepped 
away from PC, disappearing from the camera (frames 300-
818, 1492-1822). In this figure, the ordinate shows the ratio 
of pixels representing the user to the total number of pixels 
in the frame; the abscissa is the frame number. We observe 
that the program clearly differentiated events when the user 

was present in front of display from those when he was 
absent. The abrupt variation of the plot between 819-1491 
frames is due to the user movement. Detecting the user 
presence on the desktop PC took less than 20 ms per frame 
on a peak and 12.2 ms on average. 
   We measured the total power consumed by the systems 
(computer, display and camera) during the program run and 
compared it to that consumed by the APM scheme with the 
display ON and OFF, respectively. Figure 5 shows the 
results in terms of peak power consumption. As one may 
conclude, the power overhead of running the program on the 
tested hardware is quite visible: over 5.3W for the desktop 
and almost 3W for the notebook.  
  Next, we evaluated the CDDPM performance by running 
both the user presence detection and the eye-gaze detection. 
Based on the experiment, we computed the minimum 
number of pixels between the eyes which ensure correct the 
eye-gaze detection. Although it depends on the user farness 
from the camera, lighting, display size, etc., the value of 
L=18 ensured robust eye-gaze detection at the distance up to 
1.5m (ordinary lighting, 15” monitor size). The execution 
time was 30ms per frame (on peak) and 24ms (on average). 
   Finally, we estimated the energy efficiency of the CDDPM 
method. Due to current inability to vary backlight voltage 
from the Linux OS (a specific board is needed), we 
measured the system power at nine different levels of screen 
brightness and then used them to simulate the energy 
consumption of the method.  

Figure 5: The peak system power measured during 
user presence detection. The ON and OFF states 
denote the display operation modes. 
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Figure 3: An illustration of the user detection process 
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Figure 7: Pre-charging enabled OLED column driver circuit [14].
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switches it off to save energy. Experiments show that the method can reduce the display

energy significantly in environments which frequently detract the display viewer.

These techniques are applicable to any types of display with an interactive applica-

tion where the user does not always pay attention to the display. The user behavior-based

approaches are an ultimate way to save the wasted energy. However, it is too complex to

be implemented in the portable electronics because it requires dedicated hardware and

software-level support.

2.1.3 Low-Power Techniques for Controller and Framebuffer

We can find some architectural approaches in the previous studies. Variable dot clock

frequency and variable frame refresh rate control techniques are introduced in [15]. Al-

most LCD power minimization has focused on technology and circuit design. An or-

thogonal approach, several software-only techniques for LCD dynamic power manage-

ment, which do not require any hardware changes on existing LCDs and their controllers

was introduced. Dot clock can be set to the lower possible frequency until flicker be-

comes excessive. This setting causes a slowing down of every display signal and, con-

sequently a reduction of power consumption for every component of the display subsys-

tem. This method reduces the system bus time dedicated to the DMA of the LCD con-

troller. Dot clock can be set dynamically by means of a function in the LCD driver that

modifies a configuration register. In this case the running programs (or the OS) can set

the appropriate refresh frequency so that a simple text editor should use the lowest fre-

quency, while programs where images change quickly can use higher frequencies. This

method allows power saving when the image refresh is low and, at the same time it does

not limit the use of high-refresh applications.

We can delay refresh until the flicker becomes appreciable, i.e. before the effects
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of LCD internal capacitance discharge become noticeable. During this time the LCD

controller can be disabled to save power. Instead of slowing down refresh, it is possible

to shut down the controller. Power saving is now higher because it is possible to close the

communication with the LCD display for long time. Simply disabling via software the

LCD controller through the configuration register can do it. In this way power savings

are on all LCD controller components. Dedicated DMA transfers are suspended and the

screen is not refreshed. This method is viable because liquid crystals can maintain their

orientation (and then the image) for a time as long as the discharge of storage capacitance

in the active matrix display. Storage capacitance has been introduced for this purpose.

During this time, the image persists on the screen varying its luminance according to the

discharge of the capacitor.

The power savings of the proposed methods are significant: from 40% (with no per-

ceivable image degradation) to 60% (with significant, but tolerable degradation) of total

system power, measured on a prototype wearable system platform. However, the effect

of the Variable dot clock frequency and variable frame refresh rate control is limited

because the biggest power consumer in the display system is a light source element such

as a backlight or an OLED cell. Although, one use lower dot clock frequency or frame

refresh rate, the light source element consumes the same amount of the energy as far as

the image is not changed.

Another architectural approach is a framebuffer compression method [16]. Due

to 60Hz or higher LCD refresh operations, a framebuffer memory is a significant

power consumer because it is usually implemented with a high-speed memory such

as SDRAM. If we compress the image data in the framebuffer and decompress it

before transmitting to the display devices, then we can reduce the data transaction be-

tween the framebuffer and the display controller. An efficient frame buffer compression
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Figure 1. Frame buffer compression ((a) images drawn
by the CPU, (b) displaying a decompressed image,
(c) on-the-fly compression, and (d) displaying a com-
pressed image).

The energy consumption of the frame buffer and its as-
sociated buses is proportional to the number of frame buffer
accesses during sweep operations. The number of accesses
is in turn determined by the screen resolution, the sweep
(refresh) rate and the color depth. In this paper, we assume
the following display system configuration: VGA (640 ×
480) screen resolution, 60-Hz refresh rate and 16-bpp (bits
per pixel) color depth. The number of frame buffer accesses
during a refresh period, N f b, is given by

N f b =
VSHS

L f b
, (1)

where VS and HS are the vertical and horizontal screen reso-
lution, and L f b is the burst length of a frame buffer access in
pixels. Frame buffer compression aims at reducing the num-
ber of frame buffer accesses (N f b) and thus saves power.

2.3 Distributions of colors and color differences
The apparent visual entropy of the screen image decreases
significantly when we look at color differences instead of
color values, due to spatial correlations in the frame buffer
contents. The color difference of the pixel Ci, j at screen
coordinate (i, j), where 2≤ i≤HS and 1≤ j ≤VS, is defined
as

C′
i, j =Ci, j −Ci−1, j. (2)

The color data occupying most of the screen can be rep-
resented by a small number of color differences, for the
MobileMark 2002 benchmark applications, which are ex-
plained in Section 4.2. Table 1 summarizes the number
of colors and color differences used to display the applica-
tion window in each application. Among these applications,
Photoshop is the worst case for compression in terms of the
number of colors and color differences used in a single ap-
plication.

We define the critical colors as the set of colors that is
required to represent over 90% of the area of the screen.
Similarly, we define the critical color differences as the set
of color differences that is required to represent over 90% of
the area of the screen. The number of critical color differ-
ences does not exceed 32, except for the Photoshop appli-
cation. When the Photoshop and Flash applications are dis-
playing a large high-color (16-bpp) photo image, they use
much fewer critical color differences than critical colors.

Table 1. The number of colors and color differences.
Critical Color CriticalColors
colors diffs. color diffs.

Photoshop 6367 980 2705 69
Flash 3066 212 1624 25
Word 141 3 199 2
Excel 104 5 183 3

PowerPoint 1403 35 2127 18
Slide show 324 24 1943 7

Outlook 109 6 257 7
Communicator 595 42 1387 3

Table 2. Compression rates (R) achieved by adaptive
RLE, differential Huffman coding and differential Huff-
man coding with a limited-size code book (%).

Diff. Huffman
Adaptive

Diff.
coding with

RLE
Huffman

a limited-sizecoding
code book

Photoshop 71.02 32.06 47.17
Flash 39.66 19.01 38.50
Word 14.95 8.88 9.64
Excel 28.69 10.96 11.63

PowerPoint 44.96 19.40 27.86
Slide show 69.55 21.22 26.94

Outlook 26.36 12.65 14.90
Communicator 24.23 11.80 19.27

2.4 Differential Huffman coding
We perform Huffman coding on color differences in the
frame buffer. Differential Huffman coding is superior to
adaptive RLE in terms of the compression rate (see Table 2).
But differential Huffman coding is not a single-pass com-
pression technique, since it needs to profile the frequency
of every possible color difference in advance. It is really
difficult to run a Huffman coding algorithm fast enough for
frame buffer compression due to the time-consuming code
construction process. The worst-case execution time of this
process is bounded by O(N log2 N) for N symbols and thus
by O(n2n) for the n-bpp color depth of the frame buffer.
Additionally, the area overhead of the compression logic
increases exponentially as the frame buffer color depth in-
creases because of the need to manage 2n symbols.

2.5 Differential Huffman coding with a limited-
size code book

Differential Huffman coding with a limited-size code book
aims at more effective compression of the frame buffer con-
tents, considering both the time complexity and the area
overhead. We use a limited number (X) of critical color dif-
ferences to reduce the number of symbols for Huffman cod-
ing simply because we cannot manage 2n symbols. Fig. 2
shows the structure of an X-entry limited-size code book.
Each entry of the code book consists of a color difference,
its frequency, and a corresponding code word, which are
denoted by dx, fx and wx, respectively (1 ≤ x ≤ X). The
last entry in the code book is the frequency and code word
for the remaining pixels which are not represented by crit-
ical color differences. The compression rate of differential
Huffman coding with a limited-size code book is calculated
as

R =
nVS +∑X

x=1 lx fx +(lo +n) fo

nVSHS
, (3)

where lx denotes the length of a code word for pixels with
a critical color difference, and lo denotes the length of the

Figure 8: Framebuffer compression architecture [16].

scheme that uses differential Huffman coding and its hardware implementation was

introduced. It results in reduced power and bus bandwidth requirement for the image

data transmission. The effect of the framebuffer compression is highly dependent on

the performance of compression algorithm. The compression and decompression must

be simple and not incur distinct power overhead involving no CPU operations. Both

on-the-fly compression and high compression efficiency devising a limited-size code

book, color-difference reduction techniques and an adaptive code book update scheme

was developed. On the MobileMark 2002 benchmark, the proposed techniques reduce

the frame buffer activity by 52% to 90%, saving up to 86mW including the overhead.

Unfortunately, we cannot apply complicate compression algorithm such as JPEG

due to the power and area overhead. The simple compress algorithm such as run-length

encoding is only good for the discrete images. Therefore, the framebuffer compression
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Figure 9: Effect of OLED cell pre-charging [17].

is not suitable for a natural image such as a photo and a movie.

2.1.4 Pre-Charging for OLED

An OLED unit cell has significant parasitic capacitance due to its structural character-

istics. This parasitic capacitance causes inrush current as shown in Figure 9 when it is

driven. The rush current shorten the lifetime of the cell and reduce the efficiency. OLED

cell pre-charging methods are introduced to handle this rush current. We can save the

wasted energy by the cell pre-charging, but we cannot reduce the energy to illuminate

the cell itself.

Pre-charging enabled driver circuit was introduced in [17]. According to current-

luminance characteristics of OLED, the pre-charging module is added on the basis of

single constant current source, as shown in Figure 10. In the process of pre-charging,

activation signal invalidity, the pre-charging power supply can be used to charge the

pixel strongly instead of the operation cell driving power supply , column output the pre-

charging current. The pre-charging constant current source is switched to the constant

current source which drive normally when the current reaches the luminance threshold
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interface converter and instruction decoder) is 
responsible for communicating with MPU to incept order
and display data; Data transfer module (including data
transfer controller, gray scale controller, linear operation)
reads datum from display memory then transfer them to 
the scanning controller module when linear operation is
finished, all operation rules depend on relevant register
value and could be programmed by software. To
facilitate IP core management and reuse, all modules’
interfaces adopt Wishbone standard [4]. The digital part
uses the cell library customized design method, when the
designer finished RTL code, utilizing the cell library to 
synthesize and get gate-level net list then can do placing 
and routing. Connecting the layout of digital circuits and 
analog circuits can get the chip layout.

2. Passive matrix (PM) drive circuits
OLED is a constant current drive device. Its pixel

drive cell is similar to the constant current source.
PMOLED adopt the dynamic scan row by row to drive
the pixel cell though the vertical and cross array signal. 
When the row scanning is validity, this row’s effective
column output current drive the constant current source[5].
Each pixel in the panel matrix can be equivalent to a
diode in parallel with a capacitor, as shown in Fig.2.

.
Fig. 2 The OLED display panel equivalent circuit

Setting the current scanning row is row 2 (r2 output
the low level, r1 r3 output the high level), the data of 
column B (cB) is validity, column A (cA) and column C
(cC) are invalidity (cB outputs the high level, cA & cC 
output the low level), then the crossing P of r2 and cB is
on, other crossings are off, so the current flow approach
is “a-s-t”. If r1, r3, cA, cC cannot switch to a high or low 
level immediately but output a transient high-impedance
state, so the current will be leaking along the approach of 
“a-b-c-d-e-f-g” and make cB’s constant current output
shunted and charge the capacitor H which arise the Q
and Q’ low bright. At last forming the r3 and cB cross-
talk effect. Every row’s cross talk effect will be
superimposed to make the bright of Q equal to the P’s,
but Q’ will be low bright because the charging time of
capacitor H is longer than the r3 high-impedance state
time. So the experiment conclusion is cB full bright and 
cA cC full dark. 

On the other hand, row n+1’s gating signal will be
from high- impedance state to low level that contrary to
the row n when data switches from row n to row n+1. At
the same time current will flow from the selected column
to row n and charge whole capacitors in row n, which
increasing the charge time and making hard to high gray
scale control. At the same time, when high-impedance
state row transfer to low level, all capacitors in this row
will discharge that is also hard to high gray level control.

To release the cross talk effect, the unselected row
should be pulled up to the high level immediately and the
unselected column should be pulled down to low level
immediately. If the drive adopts the traditional TFT 
configuration[6], the charging time will be will be longer
because it is decided by the power supply and MOSFET.
Cross talk effect cannot be solved. According to current-
luminance characteristics of OLED[7], we can add the
precharge module on the basis of single constant current
source, as shown in Fig3. In the process of precharging,
sact output invalidity, the precharge power supply Vpre
can be used to charge the pixel strongly instead of the 
operation power supply Vdd, col_out output the
precharge current. The precharge constant current source
X2 is switched to the constant current source X1 which
drive normally when the current reaches the luminance
threshold current which is limited by vbase. The
threshold voltage value is lower than theoretical value
and can be changed by software to ensure the threshold
precision, the precharge time is controlled by the drive
chip. In the discharge process, idis outputs validly, the
strong discharge will be applied to OLED pixel cell by
the discharge constant current source X3 [8].

Fig. 3 The structure of precharge driving cell

To avoid precharge overflowing, the precharge have
two modes
(1). Linear charging mode

The controller controls the precharge time, the column
voltage will raised linearly in the prechatge process,
when the voltage and current raise to the OLED
luminance threshold the controller will switch the current
to the normal driving current.
(2). Strong charge and strong discharge mode

Authorized licensed use limited to: University of Southern California. Downloaded on May 07,2010 at 22:30:45 UTC from IEEE Xplore.  Restrictions apply. 
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Figure 10: Pre-charging enabled OLED column driver circuit [17].
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Figure 11: Pre-charging level generation circuit [18].

current which is limited by feedback refernce. The threshold voltage value is lower than

theoretical value and can be changed by software to ensure the threshold precision, the

pre-charging time is controlled by the drive chip. In the discharge process, discharging

current outputs validly, the strong discharge will be applied to OLED pixel cell by the

discharge constant current source X3.

A circuit-level method to find exact pre-charging level was introduced in [18].

The proposed IC driver is a passive color OLED controller and driver, which has been

specifically designed to fit the application and physical properties of OLED, to simplify

adjustments, and to improve the picture quality. Fitted with an automatic pre-charge

level generation, the device adapts the voltage of pre-charge to the panel needs, precisely

matching its physical characteristics, then increasing the picture quality and avoiding

the programming table for pre-charge purposes. Including an on-chip DC/DC converter,
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Figure 12: Color remapped GUI image and power reduction [20].

the device automatically maintains the supply voltage on the lower value acceptable for

an accurate current drive of pixels, optimizing precision and power consumption.

2.1.5 Color Remapping

We can find image manipulation techniques that attempt content (color) change of the

displayed image exploiting the power consumption difference by the pixel colors [19,

20, 21]. LCD panels exhibit around 10% power consumption difference due to change

in the colors being displayed [22]. In addition, pixel color remapping provides more

headroom for backlight dimming and, in turn, higher power saving [19].

Color remapping also has an big impact on the OLED panel power consumption [20].

OLED-based displays have drastically different power consumption when displaying
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different colors, due to their emissive nature. They bring a new opportunity for power

saving by transforming the graphics user interface (GUI) colors. A techniques that adapt

GUIs based on existing mechanisms as well as arbitrarily under usability constraints

was presented. Measurement and user studies show that more than 75% display power

reduction can be achieved with user acceptance as shown in Figure 12.

Unfortunately, color remapping is not always feasible. It is applicable only to the

GUI and applications not dealing with natural images such as photos or video.

2.2 Battery discharging efficiency aware low-power techniques

Battery models for the electronic systems have extensively been studied during the past

few decades. We can find many analytical models based on electrochemical modeling

and analysis [23, 24], but the electrochemical battery models are too complicated to be

used for the system-level design of electronics. Battery models in the form of an electric

circuit are suitable for this purpose [25, 26]. Based on the characteristics of the batteries,

several techniques are proposed to enhance the battery discharging efficiency [27, 1].

Supercapacitors are widely used for energy storage in various applications. Specif-

ically, supercapacitors are gaining more attention as electrical energy storage elements

for renewable energy sources which tend to have a high charge-discharge cycle fre-

quency, and demand high cycle efficiency and good depth-of-discharge (DOD) proper-

ties [28].

There are several related battery-supercapacitor hybrid architectures in the literature

on hybrid electric vehicles (HEVs). For example, a bidirectional converter based ap-

proach is introduced for the regenerative brake equipped HEVs [29]. A DC power bus

based general architecture for the battery-supercapacitor hybrid system is described in

[30]. However, it is difficult to directly apply these architectures to portable applications
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Figure 13: Parallel connection architecture.

because they are designed for the HEV which involve high-power operation. Different

from the HEV, many other factors such as size, weight, cost, and circuit complexity

must be addressed in portable battery-powered system.

A supercapacitor in parallel with a Li-ion battery forms a hybrid energy storage that

supports a higher rate of discharging current thanks to the high power density of the su-

percapacitor [31], and thus reduces the impact of the rate capacity effect. Under pulsed

load conditions, the supercapacitor acts as a filter that relieves peak stresses on the bat-

tery. This type of parallel battery-supercapacitor connection storage has been character-

ized and evaluated by the use of Ragone plots with pulsed load current and compared

with the battery-alone systems in [32]. A simplified model, which helps theoretical anal-

ysis in terms of performance enhancement of this hybrid storage, is provided in [33].

Duty ratio, capacitor configuration and pulse frequency play important roles in perfor-

mance optimization of such a hybrid storage [34].

2.2.1 Parallel Connection

A battery-supercapacitor hybrid shown in Figure 13 is an intuitive way of reducing the

effect of load fluctuation on the supplied voltage level. The supercapacitor connected

in parallel acts as a low pass filter that prunes out rapid voltage changes. The battery-

supercapacitor hybrid is thus effective in mitigating the rate capacity effect for intermit-
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Figure 14: Constant-current regulator-based architecture.

tent (rather than continuous) high load current. The supercapacitor shaves the short du-

ration, but high amplitude load current spikes and makes a wider duration but lower am-

plitude current, which subsequently results in better energy efficiency due to lower rate

capacity effect in the Li-ion batteries.

In the parallel connection configuration, the filtering effect of the supercapacitor is

largely dependent on its capacitance. A larger capacitance results in better filtering effect.

As a result, the parallel connection has a limited ability to reduce the rate capacity effect

in the Li-ion battery when the capacitance value of the supercapacitor is not sufficiently

large. Unfortunately, due to the volumetric energy density and cost constraints in its

practical deployment, the supercapacitor capacitance is generally rather small.

2.2.2 Constant-Current Regulator-Based Architecture

We introduce a new hybrid architecture using a constant-current regulator (cf. Fig-

ure 14)to overcome the disadvantage of the conventional parallel connection hybrid

architecture. The constant current regulator separates the battery from the supercapaci-

tor.

The supercapacitor in the parallel connection basically reduces the voltage variation,

not the current variation. SPICE simulation results reported in Figure 15 show that, in

the parallel connection, the battery current exhibits a relatively larger variation than the
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(b) Current responses of the battery and supercapacitor to the load current

pulse in the proposed onstant-current regulator-based architecture.

Figure 15: Current response of the constant-current regulator-based architecture with

pulsed load.
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battery voltage. In particular, as the load current (io) changes from valley to peak, the

battery discharging current (ib) also changes considerably and nearly reaches the peak

load current (cf. Figure 15(a)). The constant-current regulator-based architecture main-

tains a desired amount of the charging current regardless of the state of charge of the

supercapacitor whereas, in the conventional parallel connection configuration, the charg-

ing current is not controllable and varies greatly as a function of the state of charge of the

supercapacitor. Current from the supercapacitor (is) compensates the difference between

the battery and load. Consequently, the proposed hybrid architecture reduces variation

in the battery discharging current even with a small supercapacitor.

2.3 System-level power analysis techniques

There are numerous studies on power analysis and modeling of the computing systems

including not only and general-purpose systems but also mobile embedded systems. The

majority of existing studies focus on specific components in the system. We can find a

lot of power models for each device such as microprocessors, memory devices, wire-

less communications, those models are usually too complicated for application develop-

ment. The power management of microprocessor is well studied in [35]. A low-power

techniques for OLED display considering the efficiency of driver circuits is introduced

in [36].

Several system parameter-based power model for the mobile computing system

has been introduced. A Measurement based power estimation model was introduced

in [37, 38, 39]. They collect the system activity parameter and measure the system power

consumption. The power coefficients are derived by regression analysis. A simulation

technique based on an energy-state model and cycle-accurate characterization was

introduced in [40]. A performance monitoring unit was designed by using a variable
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reduction technique. Recently, battery-behavior monitoring-based approaches have

been introduced. An adaptive modeling method based on the battery monitoring was

introduced in [41]. Some method used a embedded voltage, current, and temperature

sensor for batteries to automatically build the system-level power model [42]. They

usually model the system with an analytical equations, and provide automatic coefficient

deriving method. Based on the power consumption characteristics of the system, DC-DC

converter reconfiguration technique is introduced to enhance the power efficiency [43].
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3 Preliminary

3.1 Organic Light Emitting Diode (OLED) display

3.1.1 OLED Cell Architecture

Figure 16(a) shows the typical structure of the OLED cell [5]. The OLED device has a

large area, but the thickness of the organic layers between the electrodes is only 100–200

nm. As a result, OLED cells have a large internal capacitance. The internal capacitance

is not constant, but depends on the voltage and switching frequency. The value of Ccell

is typically 200–400 pF/mm2. OLED cells have a resistive component for each layer

that lies between anode and cathode. The dominant resistive component is caused by the

transparent Indium-Thin-Oxide (ITO) layer. Hence, the parasitic resistor is in series with

the internal capacitance. The value of the parasitic resistor is strongly dependent on the

design of the ITO electrode (anode). A typical value of the cell resistance is 15Ω/sq1.

We calculate the Rcell with the cell area and sheet resistance. A simple equivalent cir-

cuit obtained with the physical parameters is depicted in Figure 16(b). It consist of the

parasitic resistor Rcell , internal capacitance Ccell , and a diode Qcell .

3.1.2 OLED Panel Architecture

There are several ways to classify the OLED driver architectures. Like LCD panels,

we can make an OLED panel with a passive matrix (PMOLED) or an active matrix

(AMOLED). PMOLED panels have a relatively simpler structure and thus a low cost.

However, the practical maximum size is limited, typically up to 3”. In contrast, a thin film

transistor (TFT) controls every pixel of AMOLED panels similar to TFT LCD panels.
1Ω/sq denotes the sheet resistance.
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Figure 16: Device structure of OLED and equivalent circuit model.
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Thus, AMOLED panels can be implemented with large size, but more complicated and

expensive.

3.1.3 OLED Driver Circuits

The OLED cell current, Icell , determines its luminance. The cell current is basically

controllable by adjusting the cell voltage, Vcell . However, because the parasitic resistance

is not stable, we commonly use a constant current driver. We can easily make a constant

current source with a current mirror. We call an OLED driver using a current mirror-

based current steering circuit an amplitude modulation (AM) driver. AMOLED panels

are typically controlled by an AM driver circuit. There is a current source transistor

whose gate voltage is maintained by a storage capacitor in the AM AMOLED driver.

The AM driver scheme ensures a higher reliability and efficiency of the OLED cells.
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Figure 19: Behavioral concept of AM driver and PWM driver for the OLED display.

However, the current steering circuit consumes large area, which results in higher cost.

On the other hand, PMOLED panels have a row-column structure driver circuit as

shown in Figure 18. There is no storage capacitor in the PMOLED driver circuit. The

cell current can be a pulsed current. We can easily achieve a pulse width modulation

(PWM) of the cell current in the PMOLED panels. The luminance of an OLED cell is

actually dependent on the average value of Icell . The PWM cell current steering is inex-

pensive and provides precise luminance control. However, it is known to be less power

efficient in high luminance region [5]. Unfortunately, the PWM driver in AMOLED pan-

els is expensive. Some AMOLED drivers use both PWM and AM at the expense of even

higher cost to tackle both display quality and power consumption.
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Figure 20: Behavioral concept of AM driver and SPICE simulation result of Ploss with

different VDD and Icell in AM driver circuit.

3.2 Effect of VDD scaling on driver circuits

3.2.1 VDD scaling for AM drivers

The concept of DVS of an OLED panel is to reduce power loss due to Vdrop by scaling

down VDD. Although we scale down the VDD of the AM driver circuit, there is only small

change in Icell due to the Early Effect in the AM driver as far as the driving transistor

remains in the saturation mode (Figure 20 (a)). The driving transistor is in the triode

mode when Icell becomes too large with the scaled VDD. The cell luminance decreases as

we scale down VDD in the triode mode, which causes image distortion.

The power loss of OLED cell is defined by Ploss = IcellVdrop where Vdrop is deter-

mined by the characteristics of the OLED cell and Icell is determined by the saturation

current of the driver transistor. The excessive power should be dissipated by the driver

42



OLED
cell

Storage
capatitor

Idata

Icell

VDDVCT RLVSEL

D
at

a 
lin

e
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transistor, and Ploss is given by

Ploss = IcellVdrop = Icell(VDDVf ), (1)

where Vf is the forward bias voltage of the diode.

Figure 20(b) shows a SPICE simulation to estimate Ploss with the parameters from [5].

The simulation model has an V-I characteristics as follows:

Icell = 1.4144 ·10−6(e
Vcell

0.93678 1),

and 20 mm2 active area. We estimate Ploss with various VDD values while delivering four

different Icell values from 1 mA/mm2 to 4 mA/mm2. The simulation result depicted in

Figure 20 (b) shows that Plossis proportional to the VDD and Icell as described in (1).

Fig 21 depicts a DVS-friendly OLED driver circuit that is more resilient to supply

voltage variations [44]. The DVS-friendly driver makes color distortion happen only

when VDD is too low to supply Icell = Idata because the bias condition of T4 is maintained

43



Ccell

Switching
signal

Vdrop

Vcell

Rcell Icell

VDD

(a) PWM driver

VDD (V)

Pl
os
s (

m
W

)

8 9 10 11 12 13 14 15
0

4

8

12

16

VDD (V)

P lo
ss

 (m
W

)

4 mA / mm2

3 mA / mm2

2 mA / mm2

1 mA / mm2

(b) SPICE simulation result

Figure 22: Behavioral concept of PWM driver and SPICE simulation result of Ploss with

various VDD and Icell values.

by storage capacitor and Vctrl . So, Icell is equal to Idata as long as the VDD is high enough.

The DVS-friendly AM driver makes OLED DVS more efficient.

3.2.2 VDD scaling for PWM drivers

DVS acts a bit differently in a PWM driver (Figure 22 (a)). Scaling VDD down directly

affects Icell . We have to restore the luminance of image even with a slight VDD scale. We

apply a model-based image compensation and restore the luminance. A brighter color

makes a higher PWM duty ratio in the PWM driver. The image compensation cannot

always restore the original luminance if the original Icell is too large. The maximum

possible Icell under the scaled VDD cannot be the same as the original Icell even when the

PWM duty ratio is set to 100%. Thus, luminance distortion for some very bright pixels

becomes unavoidable. We sacrifice a small display quality by allowing a certain amount
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of color distortion of the image but save significant amount of power consumption.

With the PWM drivers, Vf and Rcell determine the maximum value of Icell as follows:

Icell =
VDDVf

Rcell
. (2)

The luminance of the OLED is approximately proportional to the average value of Icell ,

Icell , which is calculated by

Icell = Icelld = Icell
ton

ton + to f f
, (3)

where PWM duty, d = ton/(ton + to f f ), and ton and to f f are the switch turn on and off

durations in a PWM period, respectively. The power loss of an OLED cell during a

PWM period is given by

Ploss = Icell
2Rcell. (4)

Figure 22 (b) shows a SPICE simulation result to estimate Ploss of the PWM driver

such that Ploss quadratically increases as the VDD and Icell increase as described in (4).

We use the same simulation parameters in Section 3.2.1. We estimate Ploss with various

VDD while delivering four different Icell values from 1 mA/mm2 to 4 mA/mm2.
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4 Supply Voltage Scaling and Image Compensation of OLED

displays

4.1 Image quality and power models of OLED panels

We use human perception-aware color model to evaluate the image distortion. Typical

RGB and CMYK spaces reflect the output of physical devices rather than human visual

perception. CIE Lab color space is designed to approximate human-perceived vision. It

is derived from the CIE 1931 XYZ color space, which reflects the spectral distribution

of colors, and can be computed via simple formulas from the XYZ space. Due to its per-

ceptual uniformity, its L component closely matches the human perception of brightness.

The Euclidean distance in the Lab color space is widely used as a metric to measure the

human perceived color difference [45].

The XYZ measurement result shows that X , Y , and Z values of RGB pixels are

highly correlated (almost linearly proportional) with the cell current or almost constant

regardless of the cell current. We build a transformation function using regression

analysis which is given by




X

Y

Z




=





aX

aY

aZ




Icell +





bX

bY

bZ




, (5)

where coefficients aX ,aY ,aZ,bX ,bY , and bZ are obtained by performing the regression

analysis on the measurement results.

We construct an Icell model for a PMOLED structure OLED panel with a PWM

driver based on (2) and (3). The cell current Icell is proportional to VDD and d such that

Icell(d,VDD) = p1VDDd + p2d + p3, (6)
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wherep1, p2, and p3 are characteristic coefficients.

We describe the human-perceived image difference with the Euclidean distance in

the Lab color space. We transform Ixyz = (X ,Y,Z) into a Lab color space image such that

Ilab = (L,a,b) by using the following transform functions [46].

L =116 · (Y/Yw)
1
3 −16

a =500 · ((X/Xw)
1
3 (Y/Yw)

1
3 )

b =200 · ((Y/Yw)
1
3 (Z/Zw)

1
3 ), (7)

where L, a and b are matrices representing brightness, red-green content, and yellow-

blue content in the Lab color space, respectively. Values of Xw, Yw, and Zw are the color

coordinate values of the reference white in the color space. The Euclidean distance be-

tween two different colors c1 = (L1,a1,b1), c2 = (L2,a2,b2) in the Lab color space is

calculated by

ε =
�

(L1 −L2)2 +(a1a2)2 +(b1b2)2. (8)

4.2 OLED display characterization

We chose a target OLED panel from Univision Technology [47], UG-2076GDEAF02,

that has a 2.2” display area, a 220×176 resolution and a PMOLED structure with a

PWM driver. We measure the relationship between the power consumption and lumi-

nance/chromaticity of the OLED panel with various VDD values and pixel colors. We

setup the measurement environment as shown in Figure 23. We control VDD with a pro-

grammable power supply and measure the current with an Agilent 24401A multimeter.

We use a Konica Minolta CS-200 color meter to measure the luminance and chromatic-

ity of the OLED panel. The experiment is automated by a National Instruments LabView

console. We perform the entire measurement process in a darkroom to block the effect
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Figure 23: Experimental setup for the OLED display panel characterization.
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Table 2: Extracted parameters for the power estimation and image difference evaluation

R G B

Icell

(µA)

estimation

p1 2.222e-2 p1 2.234e-2 p1 2.245e-2

p2 -1.650e-1 p2 -1.648e-1 p2 -1.599e-1

p3 1.652e p3 1.664e0 p3 1.597e0

Image

differ-

ence

evaluation

aX 3.573e5 aX 1.035e5 aX 4.903e4

bX -4.554e-1 bX -2.764e-1 bX -3.230e-1

aY 1.793e5 aY 2.556e5 aY 6.139e4

bY -2.282e-1 bY -7.086e-1 bY -3.020e-1

aZ 0.000e0 aZ 2.263e4 aZ 2.384e5

bZ 7.100e-3 bZ -6.030e-2 bZ -1.937e1

of ambient light. TWe acquire the coefficients by measurement and summarize them

in Table 9. They show that the OLED cell of the UG-2076 OLED display panel has

approximately 15 Ω of Rcell and 7.4 V of Vf .

We visualize a part of characterization data in Figure 24. The OLED display achieves

the same luminance by adjusting the color value (gray level here) even with different

VDD levels. In other words, we can restore the color value with even a reduced VDD,

which proves the key premise of DVS for OLEDs. Figure 24 shows that the OLED

panel generates a 70 cd/mm2 luminance with a 15 V, a 13 V, a 11 V, and a 9 V VDD

by setting the gray level to 57%, 59%, 64%, and 77%, respectively. It turns out that

the luminance is not affected by VDD when the gray level is below a certain level such

as non-linear region in Figure 24. Therefore, we compensate the VDD scaling-induced

luminance reduction by modifying image data only in the linear region of Figure 24.
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Figure 24: Measured luminance by VDD and gray level with AM driver.

4.3 VDD scaling and image compensation

The transistor in the AM driver is originally designed to operate in the saturation mode.

The driver transistor is in the the saturation mode though we scale VDD as shown in

Figure 25 as long as VDS is higher than VGSVT . The saturation mode operation ensures

the almost same Icell regardless of changes in the VDD. There is only small change of

Icell due to the Early effect. Consequently, VDD scaling only only affects pixels with

high brightness as shown in Figure 25. High brightness pixels can no longer deliver the

same amount of the cell current with a reduced VDD. We need to limit the number of

distorted pixels to maintain the image quality, and VDD should be determined under the

considerations of the upper bound of the distorted pixels.

We have more potential to save power consumption from VDD scaling with the PWM

drivers. We reduce Ploss in an OLED cell while preserving the luminance through a

reduced VDD and prolonged d according to (2), (3), and (4). The scaled VDD for PWM

drivers evenly decreases the luminance of all the OLED cells. At the same time, we
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restore Icell and the luminance by increasing the PWM duty ratio d in (3) as shown in

Figure 26. Then we obtain the same Icell with less Ploss.

Algorithm 1: Algorithm for OLED DVS.
Input: Image I = (R,G,B) and image distortion tolerance τimage.

Output: Transformed image I�

1: Set VDD at the maximum supply voltage Vmax.

2: Decrease a VDD step ∆VDD from the previous VDD.

3: Calculate the power reduction by (6).

4: Calculate the average image distortion ε caused by VDD scaling by (8).

5: Calculate minimum grayscale step increment for R, G, and B by (6)–(8) to increase

enough amount of Icell to satisfy the image distortion tolerance constraint

(ε ≤ τimage).

6: Calculate the power of the modified image and scaled voltage by (6).

7: If the voltage scaling induced power reduction is less or equal to the required

power to satisfy the the image distortion tolerance constraint, then stop the DVS.

8: Otherwise, repeat 2–7.

The Lab color space regards two different colors perceptually identical when the Eu-

clidean difference between the two color is less than a certain threshold. The threshold is

generally determined by the human vision characteristics and environmental conditions,

but it can also be determined by the user. We formulate an optimization problem to find

a transformed image I� = (R�,G�,B�) and VDD that maximize the power saving subject

to a threshold for distinguishing two colors. The threshold, τimage, can be thought of as

the maximum allowable average Euclidean distance ε between the original and compen-

sated images. We develop an iterative algorithm to find the solution with image quality
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and power model of the OLED display as shown in Algorithm1.

Figure 27 illustrates the behavior of the OLED DVS algorithm with the OLED panel.

Upper surface plot of Figure 27 shows the OLED panel power consumption and lower

surface plot shows the luminance value according to the gray level of pixels and VDD.

The ‘Original’ dot in the Figure 27 represents the original VDD and gray level. The dot

moves straight down by VDD scaling ((a) in Figure 27), losing luminance and consuming

less power. The image compensation ((b) in Figure 27) recovers the luminance with a

higher gray-level value. This new gray-level incurs higher power consumption, but the

‘Scaled’ dot eventually exhibits lower power consumption than that of the ‘Original’ dot

while having the same luminance. As the available voltage levels are limited desecrate

values, VDD and gray level are discrete, too. Algorithm 1 depicts how to iteratively derive

the optimal discrete VDD and gray scale level.

The major computational overhead of OLED DVS is the estimation of the image

distortion and calculation of image compensation. We derive them by using a pre-

generated lookup table depending on the characteristics of the OLED panel and the

driver architecture [3]. Size of the table is determined by the number of color values and

the number of VDD levels. These parameters strongly affect the performance obtained by

the proposed OLED DVS scheme such as delay penalty to display/update an image on

the OLED panel and power saving.
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Figure 28: Output voltage adjustable DC-DC converter equipped OLED display board.

5 OLED DVS implementation

5.1 Hardware prototype implementation

We develop an hardware board which enables VDD scaling and the image compensation

for the target OLED display panel. This platform equips two output voltage adjustable

DC-DC converters for an UG-2076 OLED display panel. We modify the output volt-

age feedback loop of a LT3495 DC-DC converter form Linear Technology by using an

AD5161 digital potentiometer from Analog Device. The platform is compatible with the

peripheral interface of a Xilinx Virtex-5 FPGA-based evaluation platform. We control

the OLED display panel and power converters through the FPGA platform. Supply volt-

age and current are measured by an INA194 current shunt monitor form Texas Instru-

ment and an ADC102S Analog-Digital converter from National Semiconductor.
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Figure 29: OLED DVS enabled system-on-chip implemented with an FPGA.

5.2 OLED DVS System-on-Chip implementation

We implement a system-on-chip (SoC) on the FPGA as shown in Figure 29. The SoC

consists of an ARM7 microprocessor, a DDR SDRAM interface, an on-chip SRAM

framebuffer, an image analyzer, an image processor, a VDD controller, and a SPI in-

terface. The microprocessor transfers the image data to the framebuffer, and the AHB

master interface provide the frame data to the OLED display panel interface according

to the sweep rate of the OLED display panel. The image analyzer finds the optimal VDD

and a lookup table map of image data by constructing the histogram of the pixel data.

According to the value obtained by the image analyzer, the VDD controller adjusts the
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output voltage of the VDD regulator through the SPI interface, and the image processor

modifies the pixel data synchronized with each other.

The image analyzer builds a luminance histograms of the image for each color.

It consists of pixel counter and threshold values. The number of histogram step is

synthesizable, and the threshold values are programmable by user. We separately setup

the threshold values in the linear region and non-linear region according to the relation

between the luminance and VDD as shown in Figure 24. We estimate the image distortion

from the image histogram and select the VDD level. The image processor consists of

arithmetic operators and lookup table. The image data output value is calculated by

a piece-wise linear model and the lookup table. The number of piece in the model is

synthesizable, and the lookup table is programmable. The OLED DVS unit accepts

the VDD level and original image data as a input, and generates compensated a image

data value. The VDD controller adjusts the output voltage of the DC-DC converter by

changing the value of feedback resistance. We connect the digital potentiometer to the

feedback input of the DC-DC converter. The resistance value of the digital potentiometer

can be controlled by a SPI interface. The VDD controller transmits SPI signal synchro-

nized with a frame synchronization signals. We obtain the silicon area and estimated

power consumption value for the OLED DVS controller unit by using Synopsys Design

Complier with TSMC 45 nm technology library. The results are summarized in Table 3.

57



Table 3: Silicon area and estimated power consumption of OLED DVS unit TSMC 45 nm

technology library.

Area

Number of ports 1705

Number of nets 2274

Number of cells 173

Number of references 41

Combinational area 3667.18

Non-combinational area 1181.53

Total area 4848.71

Power consumption

Global operating voltage 0.99

Cell internal power 199.09 uW (73%)

Net switching power 72.88 uW (27%)

Total dynamic power 271.98 uW

Cell leakage power 297.76 uW
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Table 4: Synthesis result and power measurement of OLED DVS unit in FPGA.

Original OLED DVS

Slices 8353 8993

Synthesis Slice Reg. 7910 8131

result LUTs 13261 14629

LUTRAM 1109 1109

BRAM 130 130

Power consumption 6.273 W 6.319 W

We implement the OLED DVS controller in a FPGA. Table 4 summarizes space

complexity of the DVS-enabled OLED display panel controller synthesized in the

FPGA. We measure the average power consumption of the Xilinx XUPV5-LX110T

platform when the OLED DVS module is on and off with the same image sequence.

5.3 Optimization of OLED DVS SoC

We design hardware support unit for an online OLED DVS control. We use pixel lumi-

nance histogram and build a lookup table with the scaled VDD as the input and estimates

of the image distortion as the output. The estimates identifies pixels having higher lumi-

nance value that cannot be produced with the scaled VDD even after image compensation.

We count the number of pixels from the brightest one to limit the image distortion

within timage. More precise characterization result is obtained with a smaller intervals

in the histogram [4]. We estimate the side effect in power saving from the histogram

quantization interval and derive the most efficient quantization granularity.

Figure 30 shows how to derive the threshold luminance LT , a function of d and VDD

from (5), (6), and (7). The luminance threshold LT represents an upper limit of luminance
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Figure 30: Side effect in power saving due to the quantization in the histogram.

that is not distorted by the VDD scaling. The highest possible luminance value without

VDD scaling is Lmax. We define LT corresponding to the image distortion threshold τimage

by the following condition:

Lmax�

i=LT

D(i)HL(i)≤ timage and
Lmax�

i=LT 1

D(i)HL(i)> timage, (9)

where HL(i) represent the number of pixels whose luminance value is i, and D(i)

represents the corresponding distortion value. Pixels with the luminance higher than

LT (Figure 30 (1) and (2)) should be distorted even with a histogram without quanti-

zation. OLED DVS reduces Ploss by scaling VDD to V ∗
DD corresponding LT where V ∗

DD

denotes required voltage level to illuminate the pixels as LT with the maximum d value.

Pixels with the luminance lower than LT (Figure 30 (3)) are restored by the image

compensation.

Histogram quantization in image compensation [4] affects the upper limit of lumi-
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nance that is not distorted by the VDD scaling. Let us denote the luminance value with a

quantized N-step histogram as LN
T . Quantization error makes LT ≤ LN

T .

LN
T = � LT

(Lmax/n)
�Lmax

n
. (10)

Pixels with the luminance higher than LN
T (Figure 30 (1)) are distorted because the lu-

minance value should be mapped to LN
T while pixels in (Figure 30 (2)) are not distorted.

However, less pixel distortion implies less power saving.

We analyze the amount of power saving sacrificed due to histogram quantization by

the interval step, N. This is a guidance to obtain the optimal design of image analyzer

considering accuracy and overhead. The difference between Ploss and ∆Ploss by VDD and

V �
DD is power saving, which is given by

∆Ploss(VDD,V �
DD,d) (11)

= Rcell

��
VDDVf

Rcell

�2

·d
�

V �
DDVf

Rcell

�2

·d�
�
,

= Rcell
VDDVf

Rcell
· (VDDV �

DD) ·d

where d� is determined by following equation to supply the same average Icell with VDD

and V �
DD.

d� =
VDDVf

V �
DDVf

·d. (12)

We calculate the difference of Ploss between the histogram with and without N-step

quantization by V ∗
DD and V ∗N

DD that correspond to VDD for LT and LN
T , respectively. We

denote required voltage level to illuminate the pixels as LN
T with the maximum d value
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by V ∗
DD. Expectation of the difference between ∆Ploss(V ∗

DD,V
∗N
DD,d)) is calculated by

∆Ploss = ∆Ploss(V ∗
DD,V

∗N
DD,d)) = (13)

Lmax�

j=L0

� j�

k=L0

NpixelNdist�

lk=0

�
∆Ploss(V ∗

DD,V
∗N
DD,d)) · lk ·Pr(lk, j)

�

+
Lmax�

k= j

Ndist�

lk=0

�
∆Ploss(V ∗

DD,V
∗N
DD,1) · lk ·Pr(lk, j)

��
.

where j represents the corresponding LN
T value for j, which is given by

j = � j
(Lmax/n)

� · Lmax

n
, (14)

and the number of distorted pixel are calculated by

Ndist =
Lmax�

i= j

HL(i). (15)

We calculated d, V ∗
DD, and V ∗N

DD from (3), (5), (6) and (7). We denote the probability

such that k-th interval in the histogram without quantization has lk pixels where LT = j

by Pr(lk, j), which is given by

Pr(lk, j) = Pr(HL(k) = lk|LT = j) (16)

=

�

 Npixel

NT



(
Lmax j
Lmax

)NT (1− Lmax − j
Lmax

)NpixelNT ·



 NpixelNT

lk



(
1

Lmax
)lk(1− 1

Lmax
)NpixelNT−lk

�
,

where Npixel is the total number of OLED cells on the panel, NT is the number of pixels

that have higher luminance than LT , and the value of L is uniformly distributed from L0

to Lmax. Without loss of generality, each binomial probability mass function component
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in (16) can be approximated to the normal distribution because Npixel is large enough

and Npixel · (1/Lmax) is far greater than 10 as far as NT is smaller than 10 % of Npixel .

Figure 31 shows ∆Ploss for different n in a 220 × 176 display panel with τimage

corresponding to the 10 % of totally distorted pixels. The less power saving due to the

side effect exponentially decreases as N increases. We obtain the expected power saving

with n-interval histogram by

Psaving =∆Ploss(max(VDD),V ∗
DD,d) (17)

∆Ploss(V ∗
DD,V

∗N
DD,d),

where the max(VDD) is 15 V which is used in the implementation.

Each histogram interval requires a counter register that can accommodate Npixel . We

consider the number of register and calculate Psaving per counter, Psaving/N, to consider

resource complexity. As shown in Figure 31, Psaving/N decreases as N > 4. We confirm

that 4-step histogram shows the most efficient results for the target OLED system.

5.4 VDD transition overhead

Transition energy overhead in a DVS-enable system was carefully studied in [48]. When

VDD range is from 8 V to 15 V with a 22 µF output bulk capacitor in the DC-DC con-

verter (which is used in our implementation), the required energy to charge the output

bulk capacitor is about 0.76 mJ. The maximum voltage transition frequency is deter-

mined by the refresh rate of the OLED panel. If we use 60 Hz refresh rate, then the ex-

pected power overhead for the voltage transition is about 46 mW. However, as indicated

in [48], the excessive energy to upscale VDD can be retrieved in downscaling process in

discontinuous mode. Consequently, the expected amount of wasted energy is negligible

for random VDD change.
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Modern DC-DC converter requires for a few tens of µs for voltage transition [48].

OLED display panels have idle intervals during VSYNC is active. The length of each

VSYNC period are typically about 3 HSYNC cycles, and the HSYNC is asserted at the

end of horizontal scan. Consequently, VSYNC period is about 9 horizontal scan cycles.

The length of data transfer cycle is determined by the refresh rate and the display size.

If we use 60 Hz refresh rate in a display which has 1920 x 1200 size, then the idle

period between the refresh operation is about 130 µs. Therefore, the voltage transition is

feasible during the idle period even when we use a large-size panel.
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6 Power conversion efficiency and delivery architecture in

mobile Systems

6.1 Power conversion efficiency model of switching-Mode DC–DC con-

verters

Switching DC-DC converters are used to transfer power between two different voltage

levels. They exhibit a higher efficiency than linear regulators. Batteries and supercapaci-

tors, which have variable terminal voltages that are set according to their state of charge,

are commonly paired with switching DC-DC converters to supply a regulated current or

a regulated voltage level to the load.

The switching DC-DC converter efficiency is defined as

ηconv =
Pout

Pin
=

PinPconv
loss

Pin
, (18)

where Pconv denotes the power consumed by the converter, which comprises the conduc-

tion losses, gate-drive losses, and controller power dissipation. Pin and Pout are the input

power and output power of the converter, respectively.

The power loss model of a DC-DC converter is well-studied in [43]. In general, the

major sources of power loss in a DC-DC converter are conduction loss, switching loss in

the power switches, and controller power loss. We denote them as Pconduction, Pswitching,

and Pctrl , respectively. The switching-mode DC-DC converters can be implemented by

using a switch and a diode or two switches. The switching-mode DC-DC converters

using two switches basically replace the diode with the synchronous switch (lossless

diode) to avoid the power loss due to the voltage drop in the diode. It shows better

efficiency but also requires more components and complicated control. Power loss in the

switching mode DC-DC converter with the synchronous switch in continuous mode is
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approximately given by

Psw
loss =Pconduction +Pswitching +Pctrl (19)

Pconduction =Iout
2(RL +DRsw1 +(1−D)Rsw2)

+
1
3
(
∆I
2
)2(RL +DRsw1 +(1−D)Rsw2 +RC)

Pswitching +Von fs(Qsw1 +Qsw2),

Pctrl =VinIctrl,

where fs is the switching frequency; and Ictrl denotes the current used in the control

logic section of the converter. Series resistances of the inductor L and capacitor C are

denoted by RL and RC, respectively. Similarly, series resistances of the two MOSFET

switches are represented by Rsw1 and Rsw2, respectively, while the amounts of their gate

charge are denoted by Qsw1 and Qsw2, respectively. Von denotes turn on input voltage of

the MOSFET gate and Qsw is equals to Csw ∗Von. ∆I represent the inductor current ripple.

∆I for the buck converter, ∆Ibuck, and boost converter, ∆Ibuck, with the input voltage, Vin,

and output voltage, Vout , are given by

∆Ibuck =
VinVout

L f
Dbuck,

∆Iboost =
Vin

L f
Dboost , (20)

where switching duty for buck converter and boost converter are determined by

Dbuck =Vout/Vin,

Dboost = 1Vin/Vout . (21)

If we use the diode, Pconduction should be changed to as follows:
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6.2 Power conversion efficiency model of Llnear regulator power loss

model

A typical linear regulator consists of an error amplifier, a pass transistor, and a feedback

resistor network. The power loss of the linear regulator, denoted by Plinear, is given by:

Plinear = Iout(Vin −Vout)+ IqVin, (22)

Iq denotes the quiescent current of the linear regulator. The power loss of the linear

regulator is proportional to the difference between input and output voltage. The pass

transistor solely dissipates the power difference between input and output.

6.3 Rate Capacity Effect of Li-ion Batteries

We measure the voltage of the Li-ion battery for different discharging currents to show

the impact of rate capacity effect on the battery capacity. Figure 33(a) shows the voltage

drop and total amount of delivered energy from the battery with a constant discharging

current of 1C, 2C, 4C, and 6C, when using 2-cell series Li-ion GP1051L35 cells [49].

The discharging efficiency (defined as the ratio of energy delivered from the battery to

the load to the nominal energy storage in that battery) at 6C load current is merely 40%

of the 1C discharging efficiency. In practice, intermittent large amount of discharging

current is often applied to batteries due to significant load current fluctuation of a typical

battery-powered electronics circuit or systems.

Furthermore, as presented in Figure 33(b), drawing a pulsed current of 12C with a

50% duty cycle, which is 6C on average, results in only 81.3% delivered energy and a

shorter service life compared to drawing a constant current of 6C. This example clearly

demonstrates the need of the peak current reduction.
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7 Power conversion efficiency-aware battery setup optimiza-

tion with DVS-enabled OLED display

7.1 System-level power efficiency model

In typical mobile devices, the power conversion loss in the path can be regarded as a

combination of Psw
loss and Pldo

loss. The switching converters are generally used to generate

a specific voltage for the components due to the conversion efficiency and heat dissi-

pation. The linear regulators are typically placed between the switching converter and

components which require low-noise voltage supply as illustrated in Figure 34. The lin-

ear regulators are only used for the step-down conversion.

For step-down conversion, we model the equivalent power loss for the path in terms

of the combination of Psw
loss and Pldo

loss from (19), (20), (21) and (22). Ploss model for step-

down conversion with a fixed output voltage is given by

Pconv
loss = a1Iout

2 +a2Iout +a3VinIout +
a4

V 2
in
+

a5

Vin
+a5Vin +a6 (23)

where Vin and Iout denote a system input voltage from the battery and output current

to the components and a1 to a6 represent the coefficiency which are obtained by the

regression of the measured Ploss.

For the system with multiple subcomponents, the system-level Psys
loss can be calculated

by summing the component-level Pconv,i
loss , which is given by

Psys
loss =

�
Pconv,i

loss (24)

=
�

(ai
1Ii

out
2
+ai

2Ii
out +ai

3VinIi
out +

ai
4

V 2
in
+

ai
5

Vin
+a5Vin)+a6

where n denotes the number of subcomponents in the system.
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7.2 Power conversion efficiency analysis of smartphone platform

We use the MSM8660 SnapDragon MDP from Qualcomm as a target platform [51].

The Snapdragon MDP incorporates embedded power sensors that monitors fine-grain

module (a set of devices) current values. It is a cutting-edge development platform for

the smartphone equipped with Google Android OS 2.3 on the top of Snapdragon 1.5

GHz asynchronous dual-core CPU, a 3D-supporting GPU, 3.61�� WVGA multi-touch

screen, 1 GB internal RAM, 16 GB on-board flash, Wi-Fi, Bluetooth, a GPS, dual-side

cameras, etc. However, since its primary purpose is to develop prototype applications, it

does not has a cellular module. We perform power measurement of each modules using

the application profiling tool named Trepn™. Use of Trepn™ ensures more accuracy of

measurement, but the proposed idea can be applied to the system without the embedded

sensors.

We develop a benchmark application to enable component-wise activity control. The
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benchmark generates various usage patterns by repeatedly activating each component

with minimum to maximum utilization while other components are disabled to reduce

the correlated power consumption. We utilize some component sets simultaneously to

simulate real usage patterns. We randomly change the activated time to avoid the same

periodic patterns. The benchmark controls following components:

CPU The benchmark generates cache hits and misses through matrix traversal opera-

tions. After create a 2048 × 2048 integer matrix in the main memory, in order

to calculate simple summation, load the integers sequentially from the matrix in

row-major order and column-major order alternately. After these repetition, Fast

Fourier transform (FFT) is executed for full utilization.

GPU GPU is utilized through matrix manipulations such as cropping, rotating, skewing,

resizing, and rendering bitmap images.

DSP We play high-quality video and audio files encoded various codecs.

Wi-Fi We downloads files which have different size from a web server via Hypertext

Transfer Protocol (HTTP).

Display We changes the screen brightness from 0% to 100%

GPS A GPS module is activated to locate current position of the smartphone during

random periods.

We characterize the power consumption of the components in the target platform

with the benchmark. The target platform provides 29 measurement point with embedded

current sensor. We measure the current by using Trepn™ profiler with 100 ms sampling

period. The supply voltage and current statistics is summarized in Tables 5 and 6 We se-
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Figure 35: Experimental setup for power characterization of Snapdragon MDP develop-

ment platform.

lect the components which are characterized, where the standard deviation of the current

is greater than 5 to obtain meaningful regression result with sufficient Iout values.

We connect the PG2521 programmable power supply from Tektronix to the battery

connector of the target platform to maintain the Vin during the measurement. The mea-

surement environment is presented in Figure 35. We change the Vin by changing the out-

put voltage of the programmable power supply. The regression result illustrated in Fig-

ures 36, 37 and 38 show that Ploss of each component is proportional to Iout and Vin.

The extracted parameters are summarized in Table 7. The Ploss model shows less

than 1% average estimation error. The estimation result is presented in Figure 39.
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Table 5: Power consumption characteristics of target platform components (1/2).

Component Supply Average Current

Voltage (V) current (mA) standard deviation

Audio DSP 1.1 0.5195 0.6332

VREG L16A 1.8 5.7261 6.8969

SD Card 2.85 0.3182 1.434

Audio Codec IO 1.8 0.0543 0.0603

Audio Codec VDDCX 1 1.2 0.0552 0.0604

Audio Codec Analog 2.2 0.0858 0.092

Touch Screen 2.85 3.4592 3.7758

CPU Core 0 0.9-1.2 29.6233 48.8773

Internal Memory 1.1 11.9731 13.1627

CPU Core 1 0.9-1.2 29.5807 50.1398

eMMC 2.85 0.0901 0.5602

Digital Core 1.1 71.6834 75.1188

ISM VDD2 1.35 0.1208 0.1326

IO PAD3 1.8 1.9533 2.4165

IO PAD2 2.85 0.0948 0.2627

Haptics 2.6 3.8972 3.9384

VDDPX1 LPDDR2 1.2 4.3597 5.4995

DRAM VDD1 1.8 0.4462 0.505

Ambient Light Sensor 2.85 0.0716 0.0748

Display ELVDD 3.8 5.2717 13.091

Display IO 1.8 0.0603 0.0815
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Figure 36: Regression result of Ploss with Vin and Iout for major power components in

Snapdragon MDP (1/2).
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Figure 37: Regression result of Ploss with Vin and Iout for major power components in

Snapdragon MDP (2/2).
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Table 6: Power consumption characteristics of target platform components (2/2).

Component Supply Average Current

Voltage (V) current (mA) standard deviation

Display IO 1.8 0.0603 0.0815

Display Memory 3 2.8102 3.7988

eMMC Host Interface 1.8 0.0549 0.3631

HDMI 5 0.0388 0.0555

Camera IO 1.8 0.1084 0.1374

Camera Digital 1.2 0.051 0.0669

Camera Analog 2.85 0.0494 0.071

DRAM VDD2 1.2 4.23 5.9156
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Figure 38: Regression result of Ploss with Vin and Iout for display device in Snapdragon

MDP (2/2).
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Table 7: Extracted parameters for power loss model

CPU a1 2.045e-4 a2 7.152e-1 a3 5.444e-4

Core0 a4 1.217e-4 a5 2.490e-3 a6 7.641e-6

CPU a1 3.003e-4 a2 5.703e-1 a3 5.312e-4

Core1 a4 2.236e-5 a5 2.641e-3 a6 7.641e-6

Digital a1 3.093e-3 a2 7.133e-1 a3 5.353e-4

core a4 2.026e-5 a5 2.599e-3 a6 7.641e-6

Internal a1 1.081e-3 a2 8.456e-1 a3 5.353e-4

memory a4 2.027e-5 a5 2.597e-3 a6 7.641e-6

VREG a1 9.451e-4 a2 8.235e-1 a3 5.209e-4

L16A a4 5.672e-5 a5 2.609e-3 a6 7.641e-6

VDDPX1 a1 8.788e-4 a2 5.967e-1 a3 5.329e-4

LPDDR2 a4 2.470e-5 a5 2.502e-3 a6 7.641e-6

DRAM a1 7.638e-4 a2 6.286e-1 a3 5.330e-4

VDD2 a4 2.471e-5 a5 2.601e-3 a6 7.641e-6

Display a1 8.401e-3 a2 1.571e0 a3 2.340e-14

ELVDD a4 5.244e-4 a5 5.011e-3 a6 7.641e-6
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Table 8: MAX1790 Boost converter simulation parameters.

Parameter Value Parameter Value

L 4.7 uH RL 46.4 mΩ

fs 1.2 MHz RC 0.9 mΩ

Rsw1 21 mΩ Rsw2 21 mΩ

Csw1 12.8 pF Csw2 12.8 pF

Rd 20 mΩ Vf 0.5 V

7.3 Power conversion efficiency for OLED power supply

We select a commercial switching-mode boost converter to characterize the power con-

verter for the OLED display panel. We choose the MAX1790 from Maxim [52] which

is used in an Odroid-A development platform from Hardkernel [53]. The Odroid-A plat-

form is a high-end development platform for the smartphone and tablet PC which has

has very similar features to Samsung Galaxy tab. We estimate the power efficiency of

the boost converter by using the power loss model introduced in Section 6.1. We use

the physical parameters of CDMC6D28NP-4R7MC power inductor from Sumida cor-

poration [54], B120/B rectifier diode from Diodes inc. [55], and several capacitors form

Taiyo Yuden [56]. The simulation parameters are summarized in Table 8.

The efficiency simulation result is illustrated in 40. We change the input voltage

from 3.7 V (1-cell Li-ion battery) to 11.1 V (3-cell Li-ion battery) output voltage. The

output current is up to 1600 mA which is the maximum rating of MAX1790. It shows

that the efficiency is very with small output current due to the static power consumption

of the boost converter including controller power and switching power. The efficiency

gradually decreases after peak point because of the conduction loss. The input voltage

affects the duty ratio of the PWM switch control and degrades the efficiency as the
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Figure 40: Simulation result of MAX1790 boost converter efficiency.

difference between the input and output voltage increasing.

7.4 Li-ion battery model

Battery models for the electronic systems have extensively been studied during the past

few decades. We have found many analytical models based on electrochemical process

modeling and analysis [23, 24], but the electrochemical battery models are too compli-

cated to be used for the system-level design of electronics. Rather, battery models in the

form of an electric circuit are much more suitable for this purpose [25, 26].
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We import a circuit model of the Li-ion battery from [26] as shown in Figure 41. This

includes a runtime-based model as well as a circuit-based model for accurate capturing

of the battery service life and I-V characteristic. We can describe the behavior of a Li-ion

battery with the equivalent circuit and the following non-linear equations.

vOC = b11eb12vSOC +b13vSOC
3 +b14vSOC

2 +b15vSOC +b16,

Rs = b21eb22vSOC +b23,Rts = b31eb32vSOC +b33,

Cts = b41eb42vSOC +b43,Rtl = b51eb52vSOC +b53,

Ctl = b61eb62vSOC +b63,Cb = 3600 ·Capacity, (25)

where bi j are empirically-extracted regression coefficients, while Capacity denotes the

nominal energy capacity of the battery. Notice that all circuit model component values,

such as value of Rs, Rts, etc., are easily calculated from these equations based on vSOC

and Capacity data.

7.4.1 battery model parameter extraction

We obtain the discharging characteristics of Li-ion battery by measuring and extracting

the regression coefficients for (25). Table 9 shows the parameters for the GP1051L35
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Table 9: Extracted parameters for the battery model.

b11 -0.669 b12 -16.208 b13 -0.035

b14 1.280 b15 -0.399 b16 7.553

b21 0.104 b22 -4.325 b23 0.344

b31 0.151 b32 -19.602 b33 0.188

b41 -72.389 b42 -40.832 b43 102.803

b51 2.071 b52 -190.412 b53 0.203

b61 -695.302 b62 -110.630 b63 611.504

Li-ion cell 2-cell series battery pack of 350 mAh capacity, NessCap supercapacitor

ESHSR0010C0-002R7 of 10 F capacitance [57], and Linear Technology LTM4607

converter. We validate the battery, supercapacitor, and the converter model with the

measurement result of various pulsed discharging and constant discharging currents.

7.5 Battery setup optimization

We can change the distribution of the battery output (system input) voltage, Vbat by

changing the connection of the battery cells. Vbat is determined by the number of battery

cells in series. Li-ion battery typically has 3.7 V output voltage per cell. If we connect

two cells in series, then Vbat would be 7.4 V. If we connect three cells in series, then

Vbat would be 11.1 V. Figure 42 shows the distribution of Vbat during 1/2C discharging

for GP105L35 Li-ion cell [49]. We use a Li-ion cell which has small capacity during

characterization to shorten the experiment time. We measure the voltage and use its

distribution to calculate the system efficiency.
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Figure 42: Vbat curve and distribution during discharging with average power.

8 Experiments

8.1 Simulation result for OLED display with AM driver

The implemented prototype equips PWM driver-based OLED display. We perform a

simulation to evaluate the effect of OLED DVS with AM driver-based OLED display.

Figure 43 shows the I-V characteristics of the driver gate. Based on the driver gate char-

acteristics presented in Figure 43 and optical characteristics presented in Section 4.2,

we evaluate the OLED DVS with several standard test images.

Figure 45 shows the result for a Lena, a mandrill, a boat and an airplane. We use

the characterization result presented in Section 4.2 to calculate the power consumption

and image distortion. The images in first row in Figure 45 are original test images. The

second row is VDD-scaled images constrained by the number of distorted pixels. We limit

the number of distorted pixels within 5%. The average power saving is 37%.
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Figure 43: TFT driver gate characteristics for simulation of OLED panel with AM driver.

As described in Section 4.3 we cannot compensate the image distortion with the AM

driver circuit due to the current mirror operation in the saturated region. Therefore, the

distortion of bright pixel is not avoidable. We show the location of distorted pixels in the

last row of Figure 45. The distorted pixel are represented by color inversion. We can see

that the bright parts of the images are distorted.

We evaluate the histogram-based OLED DVS by simulation. Figure 46 shows the

VDD scaling and estimated power result for the movie clip. We use 10 seconds of movie

clip from the ‘How to Train Your Dragon.’ The movie clip is carefully chosen to contain

bright scenes and dart scenes keeping the balance. VDD is scaled up to 9 V while play

the movie clip. The original movie clip with 15 V VDD shows 5.45 J energy consumption

during 10 s, and a movie clip with a 5% distortion constraint shows 3.54 J.
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Figure 44: Simulation results for AM driver-based OLED display with standard test

images (1/2).
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Figure 45: Simulation results for AM driver-based OLED display with standard test

images (2/2).
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Figure 46: Simulation results of power consumption with OLED DVS for the movie

clips with (a) 0% distortion tolerance (b) 5% distortion tolerance.
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Figure 47: Experimental setup for the OLED DVS with the prototype implementation.

8.2 Measurement result for OLED display with PWM driver

We evaluate the power gain and resultant image quality from the proposed OLED DVS

on real still images and image sequence from a movie clip. Figure 47 shows the experi-

mental setup with the implemented prototype.

Figures 48 and 49 summarizes the result for the still images. We capture the dis-

played images on the target OLED display panel by digital camera. The Lena and man-

drill images have a typical balanced color distribution while the boat and airplane im-

ages have a severe skew toward the bright colors, which is challenging for the OLED

DVS. The originally high luminance pixels are saturated to the maximum luminance as

shown in the compensated images and histograms. The saturated pixels result in the im-

age distortion, but the overall image quality is not appreciably altered within the thresh-

old value. The Lena image shows 52.5% power saving compared with the original image
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Figure 48: Viewed image results in PWM driver equipped prototype with standard test

images (1/2).
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Figure 49: Viewed image results in PWM driver equipped prototype with standard test

images (2/2).
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Figure 50: Measured power consumption with OLED DVS for the movie clips with (a)

0% distortion tolerance (b) 5% distortion tolerance

while VDD being scaled down from 15 V to 8.7 V and with nearly zero color distortion.

The mandrill image shows 74.7% power saving while VDD being scaled down from 15 V

to 8.6 V and with 300 as the average distortion. The boat image shows 71.3% power sav-

ing VDD being scaled down from 15 V to 9.6 V and with 300 as the average distortion.

As for the worst case among the benchmarks, the airplane still exhibits 21.8% power

saving compared to the original image with 15 V VDD for the threshold value of timage =

300.

We measure the display power consumption while playing the same movie clip in

Section 8.1 to evaluate the prototype and SoC. As shown in Figure 50, the original movie

clip with a 15 V VDD shows 7.44 J energy consumption during 10 s, and a movie clip
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with a 5% distortion constraint shows 4.77 J. We confirm that VDD is more aggressively

scaled with larger distortion threshold in Figure 50.

8.3 Design space exploration of battery setup with OLED displays

We calculate the expectation of system power consumption, Psys, by summing the expec-

tation of each power component power consumption, which is given by

Psys =
n�

i=1

� Imax

Imin

V i
supplyPr(Ii

out = I)IdI (26)

where Imin and Imax denote the minimum and maximum value of i-th component current

Ii
out . Pr(Ii

out = I) represents the probability that Ii
out equal to I. V i

supply is the supply voltage

for i-th component. Imin, Imax, and Ioiut are obtained from the measurement result in

Section 7.2. We estimate the expectation of system level power loss, Psys, in similar way.

Each Pconv
loss is integrated and then summed with the probability of each loss current, which

is given by

Psys
loss =

n�

i=1

� Imax

Imin

Pconv,i
loss (Vin,Vout , I))Pr(Ii

out = I)IdI (27)

where Pconv,i
loss is calculated by (24) and (25) with the coefficient in Table 6.

We calculate the internal loss of battery with the internal loss Rs, Rts, and Rtl . We

ignore the transient aspect of battery loss to simplify the model because the simulation

time is order of hour.

Pbatt
loss =

� Imax

Imin

Pbatt
loss (Vbatt , I))Pr(Ii

batt = I)IdI (28)

We use the measured Rs, Rts, and Rtl values presented in Table 8.

The output power from battery is equals to the sum of power consumption and power

loss:

Pbatt = Psys +Psys
loss +Pbatt

loss (29)

94



Vmemory

Vdisp

Vcpu

Vbat

# of battery 
cells in 
series

 3-cell

 2-cell

 1-cell

Control 
variables

System power 
efficiency factors

Battery Converters

OLED 
DVS

System components

Step-up 
conversion

Step-up 
conversion

Portion of 
power 

consumption

System power 
efficiency

Input/output
voltage difference 

Figure 51: System voltage setup and efficiency with battery setup and OLED DVS.

Finally, we get the overall efficiency, ηoveall , by

ηoveall =
Psys

Pbatt
=

Psys

Psys +Psys
loss +Pbatt

loss

, (30)

Figure 51 show the relation between the voltage setup of the system and its power ef-

ficiency. The supplied voltage values to the ICs and display are determined by its behav-

ioral characteristics and opto-electrical characteristics. The portion of power consump-

tion and corresponding conversion efficiency finally determine the system power effi-

ciency. The system should be optimize under the consideration of the voltage setup and

corresponding conversion efficiency. We can increase the input voltage of the conversion

circuits from the battery by changing the battery setup and decrease the output voltage

of the setup-up converter to the display by using OLED DVS. The battery voltage can

be set in discrete manner by changing the number of the cells in series. The OLED DVS

95



reduces the supply voltage to the display in average. Consequently, we can extend the

available design space to optimize the system when we use those two techniques at the

same time.

Figure 52 shows the aspect of Ploss with different display power consumption, Pdisp,

and battery output (system input) voltage, Vbat . The marker on the surface represent

the 1-cell, 2-cell, and 3-cell battery setup. We get the average power consumption of

different size OLED display. We use the cell model introduced in Section 3 and TFT

model introduced in [58] to estimate the average power consumption of different sized

OLED panel. Solid lines with the markers in Figure 52 respectively indicate the average

power consumption of 220x176, 640x480, 800x600, and 1024x768 resolution displays

which correspond to 3.7” and 10.1” size, respectively. As shown in Figure 52, we can

minimize the the power loss of 2.2”, 3.7”, 5.4”, and 10.1” size displays with 1-cell, 1-cell,

2-cell, and 3-cell, respectively. The expected system-level power efficiency is illustrated

in Figure 53. If we use 1-cell battery, overall efficiency is decreasing with larger than

640 × 480 display.

The OLED DVS reduce the effect of voltage difference on the conversion efficiency

because it reduce the supply voltage on average. Figures 54 and 55 show Ploss and ηoverall

with OLED DVS-enabled system. The power consumption of the display is reduced,

which result in the optimal number of battery cells in series in generally decreased.
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Figure 52: Simulation result of Psys
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loss for different Vbat and Pdisp without OLED

DVS.

97



Vbat (V)
Pdisp (W)

Odroid-A
(10.1'' display)

Snapdragon MDP
(3.7'' display)

Optimal efficiency

Figure 53: Simulation result of ηoverall for different Vbat and Pdisp without OLED DVS.
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Figure 55: Simulation result of ηoverall for different Vbat and Pdisp with OLED DVS.
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9 Conclusion

Organic light emitting diode panels are promising display devices capable of self-

illumination and thus exhibiting high power efficiency. However, even such a high-

efficiency OLED panel generally consumes more power than a microprocessor that is

present in the same system. All previous OLED power saving methods change the pixel

colors since the pixel color determines the OLED power consumption. Unfortunately,

these methods result in significant degradation of the image.

This paper presented the first OLED power saving method that enables only minimal

pixel distortion, small enough to work with natural images. Furthermore, the proposed

technique can be applied to most OLED panel structures. We developed such a unique

power saving technique based on a careful analysis of the OLED driver architectures.

The proposed method is called OLED dynamic voltage scaling (OLED DVS). The idea

is to scale down the supply voltage and, in turn, dramatically reduce the wasted power

caused by the voltage drop across the driver transistor as well as internal parasitic re-

sistance. The proposed OLED DVS may incur image distortion after the supply voltage

scaling. In this case, we compensate the image data based on the human-perceived color

space.

We develop a prototype implementation of a supply voltage control circuit and

an image compensation method allowing OLED DVS and image compensation. We

demonstrated the OLED DVS for a still images with a prototype implementation and

confirmed significant power saving for the Lena image with virtually zero distortion.

We will measure the power saving of the OLED DVS for the sample movie clips by the

using the prototype.

OLED display-equipped modern mobile devices such as smartphones and table PCs

are suffer from rapidly increasing power consumption. Furthermore, traditional power
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conversion architecture in the mobile computing system is designed only considering

the fixed supply voltage condition where the system-level low-power techniques such

as DVFS are mandatory. Therefore, we should consider the operating condition of the

major power consumers including microprocessor and display to enhance the system-

level power delivery efficiency.

In this dissertation, we not only optimize the power consumption of the OLED dis-

play but also consider it’s effect on the whole system power efficiency. We perform the

optimization of the battery setup by a systematic method instead of the legacy design

rule that uses 1-cell Li-ion batteries for smartphones and tablet-PCs and from 3-cell to

5-cell Li-ion batteries for laptop PCs. We optimize not only the power consuming com-

ponents or the conversion system but also the energy storage system based on the battery

model and system-level power delivery efficiency analysis.

The estimation result shows that we can expect higher power conversion efficiency

with 2-cell Li-ion batteries when the size and power consumption of the display are

growing (which means that portion of the boosted power is growing). The battery

setup and charging circuit have been standardized for several decades. It is clear that

the legacy design rule cannot guarantee the optimal solution anymore, but it requires

significant effort to change the standard. The OLED DVS may slacken this tendency

by reducing the boosting voltage on average. The one who designs the mobile system

should understand the characteristics of the components and the mechanism of power

delivery to find appropriate solution which cannot be found by just following the legacy

design rule without systematic analysis.
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10 Future Work

Supercapacitors have superior characteristics over batteries in terms of their cycle effi-

ciency. The cycle efficiency, which is defined as the ratio of the energy input to energy

output of an electrical energy storage element, reaches almost 100% [57]. We model the

supercapacitor by a connection of various circuit elements. More precisely, the equiva-

lent circuit model incorporates a transmission line behavior, a parasitic inductor model,

a charge redistribution element, and a self-discharging current model [59].

Key parameters of the supercapacitors in the hybrid system are the voltage rating

and capacitance. These parameters are directly related to the energy transfer efficiency

and energy density of the proposed system. The capacitance value of the supercapacitor

affects the efficiency due to its filtering effect on the pulsed load. Moreover, the volume

of the supercapacitor is determined by its capacitance value and voltage rating. Because

different amounts of charging current result indifferent steady states, the value of charg-

ing current results in different requirement for the voltage rating for the supercapacitor.

These two design parameters, i.e., the supercapacitor capacitance and charging current,

also strongly influence the efficiency of the regulator. The operating conditions of the

switching DC-DC converters, battery, and supercapacitor should be considered as con-

straints.

The volume, weight, and cost are limited in the mobile systems different from the

desktop PCs. As a future work, we will optimize the portion of batteries and supercapci-

tors in the hybrid energy storage from the perspective of energy density and cost to max-

imize the user satisfaction.
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� ���� ��� ���� � �� ��� �� ��� �� ��� ���

�����.���������������������������

�� ��� �� ���� ���� ��� � �� �� ��� ��� ��

����� �� ���� �� ����. ����� ��� � � Apple ��

iPad��������� PC��� 1-cell��������������

�,��������������� 3-cell�� 5-cell���������

��.�����������������������������.
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��� �� ��� ���� ���� ���, ������� �� ��/��

��������������������������������.

�� � ��� �� �� � ��� ��� �� �� �� ��� ��� ��

� ����. ��� ������, ����� � �� �� �� ��� ��

��������������������������������

����������������������,����������

������� ��. �� ��� �� ���� ��� ��� ��� ���

����������� [1].

�����������/������������������(OLED)

�������������������������� [2].�����

��� ������ �� �� � ��� � �� �� ����� �� ��

��� ���� �� ���� �� ��� ����� ����. �����

���������������������������������
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���������������������������������

��� ��� ���� ���� ���� ��, ��� �� ����� ��

������.��������������������,������

���� ����� ���� �� �� �� � ��� ��� ��� ���

������.

� ����� �������� ������ �� ��� �� �� ��

� ��� ��� ��� �� ���� ���� �����. ��� �� �

��������������������������������.

���������������������������������

�-�-� (System-on-a-chip, SoC)������,�����������.��

�������� PC����������������������

���. �������� ������ �� ���� �� �� ��� ��

���������������,�����������������

�������������������.
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