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Abstract 

In near future, GNSS GPS modernization, renewed GLONASS and a new Gali-

leo signal will be available. And the accuracy of position solution will be better by 

courtesy of improved quality of ranging signal. As an expected accuracy is better, 

the threshold for failure will be reduced. As a result, the prior probability of fail-

ures could be larger than what is used now. Due to the increased prior probability 

of failures, probability of simultaneous multiple failures cannot be neglected any 

more. Furthermore there will be many more ranging sources makes it necessary to 

consider the possibility of simultaneous multiple failures. This paper develops and 

analyzes a new Relative Receiver Autonomous Integrity Monitoring (RRAIM) al-

gorithm which can treat no only a single failure but also simultaneous multiple 

failures. A proposed algorithm uses measurement residuals and satellite observa-

tion matrices of several consecutive epochs for Failure Detection and Exclusion 

(FDE). It detects failures by monitoring the error vector itself instead of monitor-

ing the projection of the error vector. The simulation results show that the algo-

rithm is able to detect any instance of multiple failures which are not detected by 

the conventional RAIM algorithm. 
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1 Introduction 

The advent of new GNSSs such as Galileo, renewed GLONASS, and 

COMPASS will lead to improved navigation performance. Accuracy will be im-

proved, and the threshold for failure detection will be reduced. As a result, the pri-

or probability of failure under its current definition can be expanded according to 

the new criteria. Furthermore, due to an increased number of ranging sources, it is 

necessary to consider the possibility of simultaneous multiple failures. 
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The Conventional Weighted Least Squares (WLS) FDE algorithm uses a range 

residual vector to determine whether the current range measurement is normal or 

not (Walter and Enge, 1995). However, because the range residual is a projection 

of the range error, it contains only partial information regarding the error. There-

fore, the test statistic cannot be used as an absolute indication of satellite failure, 

and this algorithm cannot be applied in the most general cases. It can only be ap-

plied in the case of a single satellite failure. This paper proposes a new RAIM al-

gorithm, which can handle simultaneous multiple failures as well as a single fail-

ure. The proposed algorithm uses range residuals and satellite observation 

matrices of several consecutive epochs for FDE. This concept of FDE was origi-

nally proposed by (Martini et al, 2006). It provides a test statistic for comparison 

with a threshold analogous to the conventional WLS algorithm, but is able to de-

tect all kinds of failures. However, because the magnitude of the Minimum De-

tectable Bias (MDB) is on the order of 5km with a detection latency of 2 to 5 se-

conds, it is hard to implement in Safety of Life (SOL) applications. In order to 

achieve MDBs acceptable for practical applications, the proposed algorithm 

adopts the Relative RAIM (RRAIM) scheme. In addition, the proposed algorithm 

combines the backward time difference residual vectors and observation matrices, 

and it directly estimates the error vector in order to detect failure(s) in range 

measurement with no latency. The paper begins with an analysis of the character-

istics and limitations of the conventional WLS RAIM algorithm, followed by a de-

tailed explanation of a new multiple-hypothesis FDE algorithm with rigorous 

mathematical expression. Finally, the simulation results are presented to assess 

performance of the algorithm. 

2 Characteristics and limitation of the conventional RAIM 

algorithm 

The conventional WLS FDE algorithm estimates the ranging error via the 

least square fit and the basic linearized measurement equation.  

 
k k k k  z H x v

 (1)
 

    k k k k k k k     r I P z I P v
 (2)

 

where 
kz  is an N -dimensional vector containing the pseudo-range meas-

urements minus the expected ranging values based on the location of the satel-

lites and the location of the user(
kx ),

kH  is the observation matrix, and 
kv  is 
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an N -dimensional vector containing the errors in 
kz . 

kI  is an N -

dimensional identity matrix, 
kr  is the range residual vector, and 

kP  is defined 

as 

 
1

1 1T T

k k k k k k k k k


     P H K H H R H H R

 (3)
 

where  k kCovR v . The range residual vector in Eq. (2) can also be 

expressed as a difference between the measured range and the estimated range, 

which is calculated from the user’s position and clock solution. 

 ˆ
k k k k r z H x

 (4)
 

where 
1

1 1ˆ T T

k k k k k k k


    x H R H H R z . 

From the range residual vector, the Weighted Sum of the Squared Errors 

(WSSE) is defined as a test statistic of FDE.  

 
1T

k k kWSSE   r R r
 (5)

 

Eq. (2) means that the N -dimensional error vector 
kv  is projected onto 

the null space of 
T

kH
,
 which has a dimension of N - 4. Like all other projec-

tions in subspaces, some information is lost during this transformation, and 

WSSE  contains only partial information. Thus, the test statistic cannot be used 

as an absolute indication of the quality of 
kz (i.e. the magnitude of 

kv ).  

 

Fig. 1. Lost component of the WLS algorithm 
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In cases involving multiple failures, position error can grow too large with-

out a corresponding growth in the test statistic (Macabiau et al, 2005). In this 

case, the conventional RAIM algorithm cannot detect the occurrence of anoma-

lous situations and fails to protect the position solution, risking its integrity. It 

can be concluded that the conventional WLS algorithm protects the user only in 

the case of a single failure. 

3 New RAIM algorithm considering multiple simultaneous 

failures 

To overcome the limitations of the WLS algorithm, (Martini et al, 2006) intro-

duced a new idea for an FDE algorithm that reconstructs its lost component. Fig. 2 

depicts the basic idea of the new FDE technique in a 2D case.  

 

Fig. 2. The FDE technique of Martini et al. (2D case) 

This technique can, for example, be used to find the error vector v . In this 

problem, r  is available at each epoch, but l  is not. The residual vector at each 

epoch is equivalent to 1r  and 2r
, and the lost components are equivalent to 1l  and 

2l . The single measurement of 1r  is not sufficient to estimate the vector v , be-

cause 1r  has only one degree of information while v  requires two degrees of in-

formation. Therefore, two independent observations are necessary to estimate the 

magnitude of v . v can be estimated by collecting information from two consecu-
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tives epochs and measuring the change in coordinate frame  . This problem can 

be expressed in terms of the following mathematical expression: 

    1 1 2 2, , v r l r l
 (6-1) 

 
2 1 1

2 1 1

cos sin

sin cos

 

 

   


    

r r l

l r l
 (6-2)

 

where the unknowns are v , 1l , and 2l , and the observables are 1r , 2r
, and 

 . The next step is to reconstruct the vector 
 1 1,r l

 with known 1r , 2r
, and   

values. Assuming that v  is constant for two consecutive epochs, 1l  can be calcu-

lated as follows: 

 
1 1 2

cos 1

sin sin



 
    l r r

 (7)

 

In this problem, the two reference systems ( 1 1x Oy
 and 2 2x Oy

) must be line-

arly independent (i.e. 0  ). 

Expanding this 2D problem to a navigation case, the unknown vector v  has a 

dimension of N  and consists of a bias component and a noise component. The 

residual vector—the error vector’s projection on the null space of 
TH (a subspace 

with a dimension of 4N  )—is observable. By using the residual vectors of con-

secutive epochs and taking advantage of the geometric diversity of the constella-

tion, multiple failures can be detected without limitation on the number of compo-

nents affected by bias in v . Furthermore, it can not only monitor the norm of the 

residuals vector but also reconstruct the lost component of v . However, the sys-

tem is ill-conditioned, and the constellation geometry changes slightly over the 

significant distance between the user and the satellites. Therefore, the algorithm is 

very sensitive to the magnitude of the error vector. Due to this issue, the MDB 

with GNSS live signals developed by previous research has been limited to about 

5km in magnitude, which prevents the results from being applied to SOL services.  

Furthermore, it has a detection latency of 2-5 seconds, depending on the number 

of satellites. This latency may result in a failure to meet the 6-second Time To 

Alert (TTA) requirement.  

This paper proposes a new approach, which can provide an acceptable MDB 

magnitude with no latency. The proposed algorithm combines the backward time 
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difference residual vectors and observation matrices, and it directly estimates the 

error vector kv
 so that it can detect the failure(s) of range measurements with no 

latency.  As shown in Fig. 3 and by Eqs. (2) and (3), the error vector kv
 can be 

expressed as a sum of the projected component and the lost component. 

  k k k k k k k k k k    v r l I H K v H K v
 (8)

 

 

Fig. 3. Composition of the error vector 

Assuming that the bias component of the error vectors in the current epoch is 

the same as those of the past two epochs, i.e. 1 2k k k   v v v v
, a new for-

mulation is derived from Eq. (3): 

 
1 1 1

2 2 2

k k k k k k

k k k k k k

  

  

  

  

r H K v r H K v

r H K v r H K v
 (9)

 

 

 
1 1

1

22

2

k

k k k k

k

kk k

k

 







 
      

           
k

K v
r r H H O

K v
Hr r H O

K v
 (10)

 



7 

Eq. (10) can be simplified as Eq. (11). 
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The unknown vector kl , the lost component of kv
, can be estimated utilizing 

the differences between the observation matrix and projections on it, as per Eq. 

(12). Finally, the error vector can be reconstructed using Eqs. (8) and (13). This 

algorithm uses measurements of the current and past two epochs. Thus, it can es-

timate the error vector without latency. 

  
1

ˆ T T
  

  
a C C C r

 (12)
 

 ˆ ˆ
k k k l H a

 (13-1)
 

 ˆˆ
k k k v r l

 (13-2)
 

where 
ˆ

ka
 consists of the first four components of â .  

To solve Eq. (12), two important problems must be considered. The first prob-

lem is the ill conditioning of the system matrix, due to the considerable distance 

between the user's receiver and the satellites. Under this condition, the matrices 

Hk, Hk-1, and Hk-2 contain similar components, and the system matrix C becomes 

difficult to invert. An ill-conditioned system makes the algorithm sensitive to vari-

ations in the error vector v . As previously mentioned, the magnitude of the error 

vector v can be considered as the sum of the bias component and noise compo-

nent of the range measurements. If the bias components in the (k-2) to k-th epochs 

are assumed to be constant vectors, only the noise components affect the error 

vector estimation. The ill-conditioned system significantly amplifies the noise lev-

el of the range measurements during the system matrix inversion. The resultant 

high noise level can yield a wrong estimation of the error vector. If the range 

measurements are acquired more precisely, the solution will be more robust, and 

its noise level in error vector estimation will be reduced. A lower measurement 

noise contributes to a smaller value of MDB as well as greater robustness of the 
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algorithm. The next section describes the new formulation of the algorithm adopt-

ing the RRAIM concept for lower range measurement noise levels. 

Another problem is the linear dependency of the system. Similarly to the 2D 

case, in order to estimate a valid kl , the subspace of every epoch in Fig. 3 should 

be linearly independent, i.e. the null spaces at epoch k and epoch k-1 should be in-

dependent. The same fact applies to the image spaces. However, the image space 

of each observation matrix shares the same subspace, which spans column 

 1 1 1
T

  
. Due to this column, the image spaces and null spaces of 

each observation matrix do not satisfy the property of linear independency be-

tween epochs. The column 
 1 1 1

T
  

 is involved in calculating re-

ceiver clock error and does not affect the position solution. Therefore, this com-

mon component is not critical for integrity monitoring, and the receiver clock 

error is estimated independently from the main FDE process and assumed to be a 

common component. Due to the ill-conditioned system problem, both a precise re-

ceiver clock estimation and precise range measurements are required. For a pre-

cise receiver clock estimation, the kinematic Kalman filter is used with pseudo-

range and time difference carrier phase measurements (Kim, 2005). The receiver 

clock errors can thus be estimated accurately to within several millimeters. The 

proposed algorithm regards the receiver clock error as a common component and 

calculates lost components without taking into account the effects of common 

components. In this case, Eqs. (3) and (4) can be rewritten as the following equa-

tions: 

 ˆ
k k k
  r z Hx

 (14-1)
 

 
1

1 1

,1:3 ,1:3 ,1:3 ,1:3 ,1:3

T T

k k k k k k k k k


       P H K H H R H H R

 (14-2)
 

where 
ˆ

k
x

 is composed of a 3 1  user position estimation vector and 1 receiver 

clock estimation, which is calculated from the independent clock estimation filter. 

,1:3kH
 is an 3N  observation matrix, which consists of the first three columns of 

kH
.  

The proposed algorithm has a weakness. It is derived from the assumption that 

the bias component of error vector v is constant for the k-2 to k epochs. Therefore, 

if the magnitude of error exceeding a certain level varies with time, all the estima-

tions at each line of sight will have very large values. As a result, although the al-

gorithm detects occurrences of drifting error, it cannot identify which measure-

ment has the error. For the same reason, if a constant bias occurs, a fault 
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identification is delayed for 2 seconds while the fault is detected without latency. 

This identification delay problem is not critical because it still meets the TTA re-

quirement of 6 seconds. 

4 RRAIM-adopting algorithm formulation 

As mentioned in the previous section, in order to obtain a reliable estimation of 

error vector, precise range measurement is required to minimize the effect of the 

ill-conditioned system matrix. The most common way of getting precise GNSS 

ranging measurements is to use the carrier phase measurement as a ranging 

source. The carrier phase measurement has a much lower noise level than a pseu-

do-range measurement would. Therefore, it is applied in the fields that require 

high positioning accuracy, such as surveying and Precise Point Positioning (PPP). 

However, as the measured carrier phase contains a constant unknown integer am-

biguity, it cannot be directly used as a ranging source. Resolving the carrier phase 

integer ambiguity is another challenging problem. In order to do this, the user 

must be heavily dependent on data from the ground facility.  Because the data 

transfer rate of the ground facility is limited, heavy dependency on the ground 

channel can cause a failure to meet TTA requirements. In order to make the best 

use of precise carrier phase measurements without resolving integer ambiguity, 

the proposed algorithm adopts the RRAIM concept. 

In the RRAIM concept, the receiver uses carrier-smoothed pseudo-range 

measurements, which are validated by the GIC, and propagates these measure-

ments forward in time by compensating for the difference between current and 

past carrier phase measurements. 

 ,
ˆ

k k M k k M    
 (15) 

where 
ˆ

k  is measured at the current epoch, k, propagated from the past GIC-

corrected, ionosphere-free, and carrier-smoothed pseudo-range at ‘k-M’ ( k M  ), 

and ,k k M 
is the difference in carrier phase measurements between epochs k 

and k-M. The propagated range measurement can be related to the true range, r, 

between the user and the satellite, as Eq. (16) shows: 

 ,
ˆ

k k k k M k k Mr         
 (16) 
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where   is the receiver clock bias, k M   is the error in k M  ,  and 

,k k M  
 is the error in ,k k M 

. k M   is defined as normally distributed 

with the variance specified by Eq. (17). 

 

2 2 2 2

, _ , _ , ,j clk eph j DF air j tropo j     
 (17) 

2

, j  means a variance of the j-th line of sight for k M  . The error in k M   

(i.e. k M  ) is assumed to be a sum of three independent error components. 
2

_ ,clk eph j
 is the variance of residual error in the GIC-generated range correction 

(accounting for satellite clock and orbit errors), 

2

_ ,DF air j
 is variance of carrier-

smoothed code receiver noise and multipath, and 

2

,tropo j
 is the variance of resid-

ual tropospheric error. The error term ,k k M  
 in Eq. (15) is also the sum of 

three independent error components; the change in carrier phase receiver noise 

and multipath over time interval M, the change in tropospheric error over the time 

interval, and the satellite clock drift over the time interval. These errors are also 

modeled as a zero mean normal distribution with standard deviations of 

 n mp


  , trop , and clk . 

  
2 2 2 2

, , ,,j trop j clk jn mp j      
  

 (18) 

The methods for specifying each standard deviation in Eq. (16) and (17) are 

well described in (GEAS, 2008). The error covariance matrix associated with 

k M   for N satellites in view is 
 2 2

,1 ,, , Ndiag   R
, and with 

,k k M  
 it is 

 2 2

,1 ,, , Ndiag      R
. The total error associated with 

the propagated ranging measurements, 
ˆ

k , in Eq. (14) for N satellites is then de-

scribed by the covariance matrix ˆ     R R R
.  

The RRAIM measurement and covariance matrix discussed in this section can 

be related to equations in the previous section. The observation in Eq. (1) can be 

rewritten so that it adopts the RRAIM measurement model, becoming Eq. (19). 
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The range measurement z  is a carrier-propagated code measurement that is 

validated from the GIC, and the error vector v  is expressed as a sum of the noise 

component 
ˆ

k
 and unknown bias component 

β
. In this case, kR

 in Eq. (3) is 

ˆR
, and the RRAIM-adopted FDE equations can be rearranged by associating 

the RRAIM measurement and its covariance matrix with Eqs. (7) - (13). The 

measurement noise can be easily reduced by adopting the RRAIM concept. How-

ever, when updating the pseudo-range measurement at the end of the coasting 

time, the pseudo-range noise causes a problem in the FDE process. Because the 

noise level of pseudo-range measurement is very large compared with that of car-

rier phase measurement, noise in a new pseudo-range measurement has an effect 

similar to a range bias for the extent of the coasting time. In other words, if the 

pseudo-range is updated at the k-th epoch, then nominal bias due to the pseudo-

range noise in 
ˆ

k  becomes different from that of 1
ˆ

k   and 2
ˆ

k  . This nominal 

bias change occurs in every pseudo-range update at the end of each coasting time 

interval. Furthermore, this nominal bias change breaks the assumption that the er-

ror vector is constant for 3 consecutive epochs. Therefore, the FDE algorithm rais-

es a false alarm during the 2 epochs after every pseudo-range update. From the 

(k+2)-th epoch to the next pseudo-range update, 1
ˆ ˆ ˆ,  ,  ,  k k k M     have the 

same nominal bias, causing a false alarm due to the fact that no change occurs in 

pseudo-range noise. With only a single set of test statistics, continuous FDE can-

not be conducted because of the false alarms. This problem can be resolved using 

2 test statistics in parallel. Fig. 4 shows the concept of the parallel test statistics.  

 

Fig. 4. Parallel test statistics 
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Here, GIC information and pseudo-range are updated every T seconds, and the 

test statistics are unavailable for every second from T to T+1 (gray region). One 

measurement updates the pseudo-range and GIC information at 1T, 3T, ··· , (2n-

1)T seconds, and the other one updates the information at 2T, 4T, ···, (2n)T se-

conds (where n is a positive integer). Via this procedure, at least one test statistic 

is available during every coasting time (dark blue and dark red regions). 

5 Simulation results 

Simulations are conducted to verify the feasibility of the proposed algorithm. 

The satellite orbit is generated using the RINEX navigation files. In this simula-

tion, it is assumed that the GIC provides users with correction messages and integ-

rity messages every 30 seconds. The user can obtain integrity-assured measure-

ments by applying the information from the GIC. It is also assumed that 

ionospheric delay, tropospheric delay, satellite orbit and clock errors are eliminat-

ed with the help of the GIC information. Under these assumptions, for each line of 

sight, a random noise with a standard deviation modeled as a function of satellite 

elevation angle is added to each geometrical range. In addition to this, various 

combinations of biases are inserted at t = 50 to 100 seconds. 

Fig. 5 shows the results of the proposed algorithm using only pseudo-range 

measurements in a single failure case. 
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Fig. 5. Results of the algorithm when using only pseudorange measurements 

The proposed algorithm can detect failures with a magnitude on the order of 

several km because it is very sensitive to measurement noise due to the ill-

conditioned system. Fig. 6 (a) and (b) are the results of the proposed algorithm and 

conventional WLS RAIM algorithm under a single failure condition with the fol-

lowing bias inserted: 
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bias = [0 0 0 0 0 0 15]
T
 m 
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(a) Proposed algorithm 
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(b) Conventional WLS algorithm 

Fig. 6. Results in case of bias = [0 0 0 0 0 0 15]T m 

A comparison of Fig. 5 and Fig. 6 (a) indicates that the magnitude of detecta-

ble bias decreases considerably when the RRAIM concept is adopted for the range 

measurement. The carrier phase measurement and pseudo-range measurement re-

sult in MDBs of practical magnitudes. The proposed algorithm detects and identi-

fies failures by directly estimating the individual components of errors and then 

determining whether the error is from the individual probability density function. 

The proposed algorithm yields a smaller value of MDB, and its identifying pro-

cess is much simpler. 
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(a) Proposed algorithm 
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(b) Conventional WLS algorithm 

Fig. 7. Results in case of bias = [15 0 0 0 0 0 0]T m 

Fig. 7 shows the results of a different case of single failure. In this case, the 

magnitude of the error vector is the same as in the case depicted in Fig. 6, but the 

direction of the error vector is similar to the direction of the image space of the H 

matrix. Although the magnitude of bias is the same as in Fig. 6, the WLS algo-

rithm cannot detect a failure at all. In this case, the impact of the bias on the test 

statistic is negligible, and the detection capability of the WLS algorithm is insuffi-

cient to protect the user even in the case of a single failure. Detection capability of 

the WLS algorithm depends on the direction of the error vector and satellite ge-

ometry. However, because the proposed algorithm utilizes not only a range resid-

ual vector but also a lost component, its detection capability is not dependent on 

satellite geometry. It is observed that analogous results are also valid in cases in-

volving multiple failures. 
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Figs. 8 (a) and (b) are the results of each algorithm in a case involving multiple 

failures. In this simulation, in order to contrastively show the detection capability 

of each algorithm, the error vector is placed close to the image space of the H ma-

trix, so that its projection on the null space (i.e. residual vector) is near zero. The 

following bias is inserted: 

bias = [0 0 0 0 15 0 15]
T
 m 
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(a) Proposed algorithm 
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(b) Conventional WLS algorithm 

Fig. 8. Results in case of bias = [0 0 0 0 15 0 15]T m 

In this case, even if two failures of the same magnitude of bias occur, the test 

statistics of WLS have smaller values than they do in the single failure cases. The 

error vector is placed in the image space of the H matrix, resulting in the loss of 

most of it. Only a very small part remains available on the projected component. 

Therefore, the WLS algorithm is incapable of detecting any failure at all. As a 
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consequence, the position error will accumulate without any alarm. On the other 

hand, the proposed algorithm estimates the error vector accurately and successful-

ly detects all faulty measurements.  

6 Conclusions 

The RAIM plays a key role in protecting the user against various failure condi-

tions. However, the conventional WLS RAIM algorithm can protect only against 

single failures. In addition, because of a reduction in the threshold for failure de-

tection, the probability of failure as redefined with improved accuracy may be 

higher than the probability of failure under the current requirements. Furthermore, 

an increased number of ranging sources makes it necessary to consider the possi-

bility of simultaneous multiple failures. This paper presented a new multiple-

hypothesis RAIM algorithm, which detects failures by monitoring the error vector 

itself instead of monitoring the projection of the error. The algorithm is able to de-

tect any instance of multiple failures, including failures which are not detected by 

the conventional WLS algorithm. The algorithm estimates range errors using pre-

cise carrier phase measurements. Therefore, it is able to detect multiple failures 

with magnitudes of several tens of meters, although the algorithm has to solve the 

ill-conditioning problem. Simulation results show that the detection capability of 

the proposed algorithm is not dependent on satellite geometry. Therefore, even if 

the satellite geometry gets worse, the user’s protection level will not increase too 

much. The MDB value, which is smaller than in previous works, makes it possible 

to use the algorithm in many practical applications.  
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