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Abstract—This paper proposes a fast initialization technique 
for equalization of 8-VSB based digital television (DTV) signal in 
severe multipath channels. We consider the use of a modified 
decision feedback equalizer (MDFE) [1,2] for fast initialization. 
The feedback filter (FBF) of the MDFE can be initialized simply 
by estimating the channel impulse response and only the 
feedforward filter (FFF) of the MDFE need training for 
initialization. To overcome the shortage of the training sequence 
in the VSB DTV signal, we propose a new initialization method 
by generating a virtual training signal to initialize the FFF of the 
MDFE. Simulation results show that the proposed scheme can 
fast initialize the equalizer using less than 5000 symbols, while 
providing the receiver performance comparable to that of 
conventional schemes. 
 

I.  INTRODUCTION 
Terrestrial broadcasting of digital television (DTV) signal 

experiences multipath channel with a delay of up to 18 
microseconds corresponding to a span of 200 symbols or more 
[3]. It is well known that it takes a long time to train an 
equalizer under such a severe channel condition. Since the 
length of training signal in the vestigial sideband (VSB) DTV 
system is not sufficiently long, the use of blind equalization 
has widely been considered in VSB-based DTV receivers [3]. 
Blind equalizers do not require training sequence, but they 
may require a long time for initial startup. Moreover, they may 
not work properly in severe multipath channels with non-
minimum phase. 

To fast initialize the equalizer, we consider the use of a 
modified decision feedback equalizer (MDFE) [1], where the 
feedback filter (FBF) module is processed prior to the feed-
forward filter (FFF) module. Since the coefficient of the FBF 
of the MDFE can be initialized using an estimate of the 
channel impulse response, the MDFE only needs to train the 
FFF, significantly reducing the overall initialization time [1]. 
Since fractionally-spaced (FS) equalizers can provide the per-
formance robust to the timing phase error, we consider the use 
of an FS MDFE [2].  

The use of minimum mean squared error (MMSE) method 
can be applied to the initialization of the FFF, but it may 
require a large implemental complexity as the tap size of the 
FFF increases. Moreover, it may not provide stable perfor-
mance due to a large eigenvalue spread in severe multipath 
channel [5]. To reduce the implementation complexity, the use 
of a partial MMSE (PMMSE) method was proposed in [2], 
where a few main coefficients of the FFF are first initialized 

before training all the coefficients. Since the FFF of the MDFE 
requires a large number of taps for reception of VSB-based 
DTV signal in severe multipath channel, the use of the 
PMMSE may not be appropriate. In this paper, we propose a 
new method for initialization of the MDFE. To overcome the 
shortage of the training sequence of the VSB-based DTV 
signal, we generate a virtual training sequence by passing a 
known sequence through the estimated channel response.  

Following Introduction, Section II describes the system 
model. We propose a initialization scheme in Section III. The 
initialization performance of the proposed method is evaluated 
by computer simulation in Section IV. Finally, conclusions are 
summarized in Section V. 

II. SYSTEM MODEL 

A. DTV Frame structure 
The frame structure of 8-VSB signal for DTV signal is 

illustrated in Fig. 1 [4]. The data frame comprises two data 
fields each of which contains 313 segments. The first segment 
of each data field is used as the field sync signal and the 
remaining segments are used for data signal. Each data 
segment comprises 832 symbols, where the first four symbols 
are the segment sync symbol defined by (5,-5,-5,5) and the 
remaining 828 symbols are trellis, RS-encoded and interleaved 
symbols drawn from eight-level pulse amplitude modulation 
(PAM) constellation (±1, ±3, ±5, ±7) . The field sync segment 
is composed of four segment sync symbols, followed by a 
binary (±5) PN sequence of period 511, three binary PN 
sequences of period 63 and other 128 binary symbols. The 
segment and field sync symbols are inserted in the data stream 
prior to pilot addition without channel coding. 

B. Modified decision feedback equalizer 
We first consider the transmission of DTV signal over an 

additive Gaussian noise channel, whose input and output are 
represented as 
 ( ) ( ) ( )k

k
y t a h t kT v t= − +∑   (1) 

where T  is the symbol time, { }ka  denotes a real-valued data 
sequence, ( )h t  is the overall impulse response of the channel 
including the transmit filter, physical channel and receive 
filter, and ( )v t  denotes zero mean additive real Gaussian 
noise statistically independent of { }ka .  
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Assume that the channel output ( )y t  is over-sampled at a 
rate of /L T  and that the channel impulse response has a finite 
span over the time interval [ ]1 2,  K T K T− . Then, the input-
output relationship for the discrete-time equivalent channel has 
a form of 
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Here, the superscript T  denotes the transpose of a matrix. For 
ease of analysis, we assume that the channel has a maximum 
amplitude at 0,0h . As a consequence, the channel impulse re-
sponse (CIR) is not causal, but it can be made causal by 
introducing a delay of 1K T . 

Assuming that the channel is time-invariant over a block 
interval of F  symbols, (2) can be rewritten in a matrix form as 
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 (3) 

or 
 

1 2 1 21: ( ) 1: 1:n F n F K K F n K F n K n F n+ − × + + + + − − + −= +y H a v  (4) 

where the first and last subscript separated by a colon indicate 
the components of the vector. 

In the FS-MDFE, the channel output 1:n F n+ −y  is fed to the 
feedback section to precancel the postcursor inter-symbol-
interference (ISI) 
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where 1:n F n+ −x  denotes the output of the FBF (i.e., the input of 
the FFF of the FS-MDFE), ˆna  is the detected data symbol, ∆  
indicates the decision delay of the FS-MDFE due to the 
channel and FFF, postH  is the FBF section represented as 
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ˆ
nh  is the FBF tap coefficient obtained from the channel 

estimator, and ( )q nV  is the postcursor ISI term related to the 
FFF tap coefficient 

 ( )
1 1( 1) ( 1)

1
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B

q n K F m K F m q
m
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=
∑V h  (7) 

Here, B equals to the tap size of the FBF divided by the over-
sampling ratio L . 

Assuming perfect channel estimation and no decision error, 
(5) can be rewritten as 
 ( ) ( )1 11: 1:1 : 1n F n pre n F nn K F n K Fa+ − + −+ + − + + − −∆= +x H v  (8) 

where 
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Fig. 1. The data frame of VSB based DTV signal 
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Fig. 2. The structure of fractionally-spaced modified DFE 
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Define the FFF tap coefficient by 
 ( )

T T T T
1 0−− −

 
 F 1w w w w  (10) 

where T
, 1 ,1 ,0q q L q qw w w− − − − −  w . Then, the output of 

the FS-MDFE nz  is represented as 
 T

1:n n F nz + −= w x   (11) 

and the corresponding error signal is  
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Concerning the decision delay ∆  of the FS-MDFE, we 
define a new variable gT  by 
 1( 1)gT K F+ − − ∆  (13) 

which indicates the position of the main tap in the FFF.  
Fig. 2 depicts the structure of the FS-MDFE, where the FBF 

part is simplified by a recursive relation 
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III. INITIALIZATION OF THE  MDFE 
The initialization of the MDFE requires the channel 

information. The CIR can be estimated using the field sync 
signal. The FBF of the MDFE can be initialized using an 
estimated CIR. The FFF of the MDFE can be initialized by a 
training process or inverse operation of the channel correlation 
matrix [2]. 

The CIR can be estimated by two methods using the field 
sync signal. One is the use of autocorrelation method and the 
other is the use of least square (LS) algorithm. Since the PN 
sequence of length 511 is not periodic, the autocorrelation 
method may not provide an accurate estimate. The LS estimate 
can easily be obtained by, for N K≥ , 
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where 1 2( 1)K K K= + +  denotes the CIR length and { }np  
represents the field sync sequence. Note that the matrix 
inversion can be replaced by pseudo inversion when N K> , 
which can be pre-calculated. Fig. 3 compares the channel 
estimation error of the two methods in terms of the input SNR. 
It can be seen that the autocorrelation method doesn’t work 
well even at high SNR, but the LS method works well as the 
SNR increases. 

Since the use of matrix inversion involves computational 
complexity, we consider the use of LMS training for 
initialization of the FFF. The field sync signal can be used for 
the LMS training, but its length is too short to sufficiently 
initialize the FFF. To overcome this problem, we generate an 
additional training sequence, called virtual training sequence at 
the receiver.  

The structure of the proposed initialization scheme is 
illustrated in Fig. 4. An additional training signal is generated 
by passing a known training sequence ns  through a virtual 
channel whose impulse response is set by the CIR estimated by 
using the field sync signal. The channel estimation error is 
small in normal operating condition. The training sequence ns  
can be generated using any binary random sequence with 
white spectrum. If the channel estimation is accurate, the 
generated virtual training sequence can be used as the training 
signal. Thus, the FFF can be trained using a conventional LMS 
method in a reference training mode. Since the channel 
condition is little changed during a short training interval, the 
proposed method can be applied to real situation. 

Since the FFF is initialized under the channel condition at 
the time of channel estimation, it is necessary for the MDFE to 
start the data mode operation using the data just after the 
channel estimation. It is also indispensable to maintain the 
continuity of the input signal for proper operation of the 
MDFE. Otherwise, the MDFE cannot properly operate due to 
disastrous error propagation. Thus, it is necessary to buffer (or 
store) the received signal ny  until the FFF is fully trained 
using the virtual training signal. Since the output of the MDFE 
is delayed by an amount of the virtual training symbols, the 
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Fig. 4. The structure of the proposed initialization scheme 
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Fig. 3. The RMS channel estimation error 
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received signal needs to be buffered using a FIFO memory as 
shown in Fig 4.  

IV. SIMULATION RESULTS 
The performance of the proposed initialization method is 

verified by computer simulation under the Brazil channel 
condition [6]. The simulation parameters for LS channel 
estimation and MDFE are summarized in Table 1. The overall 
impulse response of typical Brazil channels, including the 
transmit filter, channel, and receiver filter, is depicted in Fig. 5.  

Fig. 6 depicts the initialization performance of the MDFE in 
terms of the mean squared error (MSE), when the input SNR is 
25dB. For comparison, we consider the use of a blind DFE 
with the same tap size as the MDFE. The blind DFE is first 
trained by an LMS algorithm using the field sync signal as the 
reference signal and then by a constant modulus algorithm 
(CMA) using the data signal. It can be seen that the proposed 
MDFE can be initialized within less than 5000 symbols even 
in severely ill condition like Brazil-D channel, but the blind 
equalizer requires more than 100000 symbols even in mild 
condition like Brazil-A channel. The use of the proposed 
MDFE requires an FIFO-type buffer of size 5000 symbols, 
corresponding to a processing delay of less than 0.5ms. After  
the initialization, it can be seen that the equalizer output is 
somewhat temporarily degraded. This is mainly due to the 
noise and convergence error by using a virtual channel instead 
of real channel.  

Fig. 7 depicts the receiver performance in terms of the bit 
error rate (BER) under the simulation condition summarized in 
Table 1. It can be seen that the receiver performance is 
significantly affected by the error propagation in the FBF. As 
seen in this figure, the use of the slicer output as the reference 
signal does not work well. To alleviate this problem we 
consider the use of present state signal with the minimum path 
metric in the Viterbi decoder, instead of the slicer output. It 
can be seen that the proposed MDFE can provide acceptable 
receiver performance at an SNR higher than 25dB even in 
severe non-minimum multi-path channels. 

The performance of the MDFE in non-minimum channel 
condition is significantly affected by the tap size of the FFF. 
Fig. 8 depicts the minimum input SNR for the threshold of 
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Fig. 5. Overall CIR of Brazil channels 

 

 
Table 1. Simulation parameters 

Over-sampling ratio (L) 2 
The number of FFF 
coefficient (F×L) 128 

The number of FBF 
coefficient (B×L) 300 

Timing gear (Tg) 3 
Least-Square channel 

estimation 
N = 550  
K = 150  

Virtual training duration 5000 (symbol) 
LMS step size of FFF during 

first 3000 symbols 0.0007 

LMS step size of FFF during 
next 1000 symbols 0.0003 

LMS step size of FFF during 
last 1000 symbols 0.0001 

LMS step size of FBF 0.000005 
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   Fig 6. The initialization performance of the proposed scheme 
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visibility (TOV) in terms of the FFF tap size in Brazil-D 
channel, where the complexity means the number of multi-
plications required for the MDFE. It can be seen that improved 
performance can be obtained in non-minimum phase channel 
by using an FFF with a significantly large tap size.  

V. CONCLUSIONS 
We have considered fast equalizer training for reception of 

VSB-based DTV signal. We have proposed the use of an 
MDFE that only needs to train the FFF. Since the length of the 
training sequence is too short, we have proposed the use of a 
virtual training sequence for training the MDFE. Simulation 
results show that the proposed MDFE can fast be trained 
within less than 5000 symbols time even in severe non-
minimum phase channels.  
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Fig 7. The BER performance with the use of MDFE 
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