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INTRODUCTION
Time synchronization entails an important func-
tion in wireless sensor networks (WSNs), and
this function can be performed at different lay-
ers depending on the objective of synchroniza-
tion. For instance, sharp timing is fundamental
at low layers as it helps increase data rates (short
bit times), and enhance noise immunity (fre-
quency hopping) and time-division multiple
access (TDMA)-based scheduling. Furthermore,
since radio is usually the most energy-consuming
part of a node, keeping the nodes awake the
minimum required time to exchange data is a
common practice that requires synchronization.

Synchronization is also of great interest at
higher layers. Akyildiz et al. identify in the appli-
cation layer the sensor management protocol,
which includes (among other administrative

tasks) time synchronization [1]. From a practical
point of view, WSNs are networks composed of
a large number of small devices that take mea-
surements, process them, and communicate with
other devices coordinating their operations. This
collaboration enables a complex sensing task,
named data fusion [2]. Data fusion requires syn-
chronization for two tasks: time scheduling and
timestamping. The first is needed when the
nodes coordinate to perform cooperative com-
munications. The second is commonly used
when data is fused taking into account the col-
lecting instant; for example, to perform event
detection, tracking, reconstruction of a system’s
state for control algorithms, and offline analysis.

In this article we describe in detail and evalu-
ate the use in WSNs of the Multihop Broadcast
Synchronization (MBS) protocol. An early ver-
sion of this scheme was first introduced by us in
[3]. The proposed protocol is very well suited for
WSNs and fills an existing gap when synchroniz-
ing WSNs with a global network time. As seen in
the following sections, MBS helps to achieve
high accuracy and energy efficiency when time-
stamping at lower layers is not possible in multi-
hop networks.

RELATED WORK

Creating a common temporal reference using
the nodes communication capabilities has been
widely studied [2]. According to the strategy, we
could distinguish between a posteriori and a pri-
ori synchronization [4]. A posteriori methods
keep devices’ clocks running free, gathering
information between relative clocks and rear-
ranging timestamps once the measurement pro-
cesses are finished. These methods are usually
the most energy-efficient because they optimize
the number of messages exchanged, but they do
not offer real-time capabilities. On the other
hand, a priori methods overcome this by syn-
chronizing all the nodes with a common time
reference (global network time [GNT]) using
regular clock corrections. A common drawback
of these techniques is overload of the network
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due to the messages required to estimate the
communication delays.

Another key issue is whether there is a sender
transmitting the current clock values as time-
stamps (sender-to-receiver) or not (receiver-to-
receiver). According to the time analysis
performed by Maróti et al., the most significant
delays when transmitting messages over a wire-
less link are those from the send, receive, and
access processes [5]. The problem with sender-
to-receiver methods is the uncertainty time
introduced by the send and access processes. As
a receiver-to-receiver method, the Reference
Broadcast Synchronization (RBS) protocol pro-
poses the use of reference broadcast messages to
establish a common time reference and get rid
of the transmitter-side non-deterministic error
sources (it is assumed that all devices listening to
the broadcast get the message at the same time).
This eliminates the time uncertainty introduced
by the send and access processes, and sets a tem-
poral reference shared by all the nodes [4].

The biggest drawback of receiver-to-receiver
synchronization methods is how to propagate the
local timestamps of the broadcast-receivers to
set a GNT. Elson and Estrin propose a post
facto synchronization method, that is, a method
that performs synchronization only when it is
needed [6]. The scattering method they propose
does not give a common time reference to the
broadcast sender; it only synchronizes receivers.
However, various authors point out the need of
setting a network time to propagate the synchro-
nism over a multihop network using broadcasts
[4, 7]. Thus, nodes in the broadcast domain need
to share timing information among them to
determine the GNT.

On the other hand, Timing-sync Protocol for
Sensor Networks (TPSN) is a sender-to-receiver
protocol that achieves real time with high accu-
racy optimizing message exchange. It avoids the
indeterminism working at the medium access
control (MAC) layer to precisely timestamp
messages at the exact moment they are sent [8].
The Flooding Time Synchronization Protocol
(FTSP) also uses MAC layer timestamping at
both the sender and receiver sides. The protocol
proposes a multihop propagation scheme that
does not need any initial configuration to propa-
gate synchronization info. This ad hoc structure
also enables dynamically overcoming node and
link failures in the network [5].

However, these sender-to-receiver synchro-
nization schemes require accessing the lower lay-
ers, which is not always possible when using
standard or complex protocols. Current WSN
applications are developed using a wide variety
of hardware, software, and communication pro-
tocols. Some of them are proprietary; others use
common development platforms that have
become de facto standards (Motes, i-beans); and
others implement the two current standards suit-
able to be used in WSNs: ZigBee and Bluetooth.
In all these cases accessing the lower layers is
not possible, and this prevent us from using
sender-to-receiver synchronization.

The Multihop Broadcast Synchronization
protocol is a receiver-to-receiver synchronization
scheme that nonetheless obtains a GNT working
at the application layer. MBS is suitable for

large multihop networks, keeping the number of
messages in the same order of magnitude when
compared to the sender-to-receiver methods.

MULTIHOP BROADCAST SYNCHRONIZATION
PROTOCOL

Many of the functions performed by sensor
nodes require a precise time measurement (e.g.,
bit time calculation in communications). The
devices commonly used to provide an accurate
time base are oscillators. Although these clocks
ideally provide a heartbeat at a constant rate, all
of them present a frequency tolerance (whose
limits are provided by its manufacturers) that is
also slightly affected by the operation tempera-
ture and aging. Thus, two clocks, even manufac-
tured in the same process, will not have a priori
the same frequency.

This way, nodes in a WSN measure time with
oscillators at slightly different rates. This diver-
gence, called clock skew, can go up to 150 parts
per million (PPM) (i.e., each second the nodes
will commit an error than can go to 150 μs).
Apart from the clock skew, there is an offset
among clocks because each node starts at a dif-
ferent instant. Given a node i, with clock skew si
and offset ki, its clock reading ti can be written as

ti = sit + ki, i = 1…n. (1)

Thus, synchronizing the clock of node i
implies estimating and compensating clock skew
and offset (si, ki). The most used procedure to
perform this adjustments is broadly described in
the literature [2, 4, 5, 9]. There is a reference
clock tr to which all the nodes are synchronized.
A sync-point k is defined as a pair of timestamps
collected at the same time tk in the reference
node and in the nodes that want to be synchro-
nized: {ti

k, tr
k}. Once each node stores several

sync-points at different instants, the offset and
skew (ki*, si*) differences with the reference can
be calculated using linear regression:

(2)

where the bar indicates average. This way, every
node can estimate the global time (tr*) from its
local clock:

(3)

Once a node is synchronized, it can propa-
gate the estimated tr* to others, creating new
sync-points that spread the GNT in multihop
networks [5].

Strictly speaking, it is not possible to obtain a
sync-point at the same instant in two nodes not
physically linked; there will be unknown delays
in the synchronization message exchange. While
deterministic uncertainties in wireless links
slightly affect the synchronization accuracy, non-
deterministic ones drastically reduce it [1, 4, 5,
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8]. TPSN and FTSP eliminate the biggest uncer-
tainties (send, receive, and access time) by time-
stamping at the MAC layer the send and receive
instant of a message. This way, to obtain the
required sync-points accurately, only one mes-
sage is necessary.

When access to the low layers is not possible,
reference broadcast messages eliminate the
uncertainty at the sender side. Unfortunately,
although the reception instant of a broadcast
message is tight, this procedure does not provide
the required sync-points directly because the
sender is not synchronized [4, 10]. To the best of
our knowledge, existing methods require addi-
tional message exchange between every receiver
node to set the GNT. This makes multihop prop-
agation very inefficient [4, 7].

Our MBS protocol obtains sync-points using
reference broadcasts with considerably less mes-
sage overhead than other methods that also use
reference broadcasts, and manages to synchro-
nize all the nodes (even the broadcast sender) as
well, making multihop propagation easy.

PROTOCOL DESCRIPTION
To illustrate how MBS works, we consider the
example network in Fig. 1. Nodes in MBS per-
form two different tasks. Propagators are those
that spread the GNT broadcasting synchroniza-
tion messages. Timestampers are nodes that can
notify the propagators about the timestamp
when the previous broadcast message arrives. In
Fig. 1, N3, N6, N9, and N11 are propagators.
N1, N7, and N10 are timestampers; the provided
timestamps are referred to the GNT, so they
have to be synchronized when notifying the cor-
responding propagator node. To overcome this
requirement when initiating the process, N1 will
be the node whose local clock will be the GNT
(i.e., N1 is the global time provider [GTP]).

The synchronization will be made in two hops,
the same number of hops FTSP would need. In
the first hop, N6 will synchronize the nodes in the
dashed ring to N1’s clock (using a technique simi-
lar to that of RBS). Then, N3 using N7 as times-
tamper, and N9 and N11 using N10, will
synchronize the nodes in the dotted rings and
propagate the GNT one hop away. N6 must also
be synchronized, and, as it is the only propagator
connected to the GNT, it will be synchronized in
the second hop by any of the other propagators.

This process will be done using two different
messages: SyncBC and TimeUC. The first type is
broadcast by propagators and is equivalent to
the reference broadcast in RBS: messages that
trigger timestamping of the receiving instant at
the sender side. It contains three fields: the
propagatorID identifying the sender, the sequen-
ceNumber of the message, and the timeStamp
when the previous SyncBC arrived. These mes-
sages are used to propagate the GNT the same
way as synchronization messages in FTSP [5].
TimeUC messages are unicast messages used by
timestampers to notify the propagators about the
time when the last SyncBC arrived. They have
the following fields: the timeStamperID identify-
ing the sender, and the corresponding propaga-
torID, sequenceNumber, and timeStamp about
which they are informing. Now we explain the
sequence to synchronize the network in Fig. 1.
We indicate the message sent specifying the
fields: SyncBC (propagatorID; sequenceNumber;
timeStamp) and timeUC (timeStamperID; propa-
gatorID; sequenceNumber; timeStamp). The first
hop would be as follows:
1. N6 initiates the synchronization process by

sending a SyncBC (N6; 0; void) message. The
nodes that receive the message (N1, N2, …)
timestamp the arrival of the SyncBC from
node 6 with sequence number 0; that is,
TSN1{N6, 0}, TSN2{N6, 0}, ….

2. N1 informs N6 about the timestamp when it
received the last SyncBC message: TimeUC
(N1; N6; 0; TSN1{N6, 0}).

3. N6 sends the timestamp of the previous
SyncBC message and sets a new reference
point for timestamping: SyncBC (N6; 1;
TSN1{N6, 0}). At this instant, all Ni neighbors
of N6 have their respective sync-points from
the first SyncBC: [TSNi{N6, 0}, TSN1{N6, 0}].
N1 does not need it because it rules the GNT.
From now on, steps 2 and 3 will be repeated,

causing all nodes in range of N6 to have a col-
lection of sync-points. Then, using linear regres-
sion, they get synchronized, calculating their
offset and skew differences to the reference
clock. In that first hop, all nodes within the
dashed ring will be synchronized to N1’s clock.

Note that N6 does not have the global time.
To fix this and to propagate the clock one hop
away, any other propagator, such as N3, initiates
the above described sequence. The subsequent
hops will be performed following the same pro-
cedure. Each propagator broadcasts SyncBC
messages including the timestamp of the previ-
ous SyncBC message. Timestampers notify the
propagators about the last timestamp. All nodes
in a range get a collection of sync-points that
allow them to synchronize to GNT.

Accuracy of the sync-points will be degraded
as nodes are farther away from the clock genera-
tor (N1), similar to sender-to-receiver methods.
When synchronizing the nodes situated within
the dotted rings, the timestampers used by the
propagators (N7 and N10) are one hop away
from the GNT (N1), which will increase the
error committed.

In case of near failure (i.e., low batteries),
propagators and timestampers can transfer their
responsibilities to neighboring nodes. In any
case, similar to the scheme proposed by Maróti

Figure 1. A grid network where propagator nodes send broadcast messages, and
time stamper nodes reply to them with the arrival time of the broadcast. All
the nodes also have direct communication links with their neighbors.
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et al., a network could be autonomous and self-
healing in terms of synchronization using node
identifiers to automatically assign roles [5].

PRACTICAL ISSUES
Earlier we described the MBS protocol without
taking into account practical issues like how to
initialize the algorithm, how to determine the
role to be performed by every node, and so on.
To understand the general case, let us first con-
sider several examples.

Let us assume that we have a node, N1, that
is already synchronized, and a couple of nodes,
N2 and N3, that are not yet synchronized. In
order to synchronize N2 and N3 with respect to
N1, an intermediate node, N4, that can send
broadcast messages to N1, N2, and N3 is need-
ed. Thus, N4 will act as a propagator node to its
neighbors, and N1 will act as the timestamper
for N4. Thus, the general rule is that all the
neighbors of the neighbors of N1 can be synchro-
nized with respect to N1 provided that these
nodes have a one-hop estimation of the time of
N1. In the same manner, N1 will have a one-hop
estimation of the time in the node with respect
to which it is synchronized, which in turn will
have a one-hop estimation, and so on until the
GTP is reached. The number of hops needed to
reach the GTP can be used to define the quality
of a node synchronization, which we call HopId.

Now consider a node N1 that is not synchro-
nized. In order to become synchronized, a nearby —
synchronized — node must assume the role of
timestamper. Analogous to the previous case, all the
neighbors of the neighbors of N1, which are already
synchronized, can behave as timestampers. There-
fore, the one with the best GNT estimation (i.e., the
lowest HopId) must be chosen as timestamper. If
more than one node have the lowest HopId, the
one that has more synchronizable nodes will be cho-
sen, and the node that is neighbor of both the times-
tamper and N1 will act as the propagator.

In order to improve performance, if a node
listens to more than one propagator, it must only
use sync messages from the propagator whose
timestamper has lower HopId. Also, if a node is
acting as timestamper for a propagator, it cannot
use incoming SyncBC messages from this propa-
gator to synchronize itself.

Now, the mechanism should be clear. First,
all nodes but the GTP (with HopId equal to 0)
are not synchronized. Nodes close to the GTP
will be synchronized with respect to the GTP,
and they will be assigned a HopId equal to 1.
Synchronization will spread across the entire
network following the rules discussed above.

Still, several criteria are possible to set the
GTP, such as minimizing the total synchronization
error expressed as the sum of the HopId of every
node, maximizing the number of nodes with lower
HopId, or setting an upper bound for the HopId.

MBS PROTOCOL EVALUATION AND
COMPARISON

We have evaluated the MBS protocol in two dif-
ferent architectures. Both are used to build mul-
tihop WSNs following two standard protocols:
ZigBee and Bluetooth. In the case of ZigBee,

we use a common platform: an Atmel microcon-
troller (ATMega128) with the Chipcon’s CC2420
transceiver [9]. Developing the entire stack to
make the network ZigBee-compliant requires a
lot of work, thus we used the EmberZNet
embedded software. This way, we built a multi-
hop, auto-routing and self-healing ZigBee net-
work working at the application layer.

For the Bluetooth architecture, a Microchip
PIC16F876 microcontroller manages a Mitsumi
Bluetooth module (WML-C20) through HCI,
the standard Bluetooth Host Controller Inter-
face. This design enables us to access low-power
modes and implement tree topology networks
using scatternets.

To evaluate MBS’s performance, we connect
every node to a wired bus, where one of them
periodically generates a pulse. All the nodes,
which are synchronized with MBS, timestamp
the receiving instant with their GNT estimation
and send back the data to the PC, where the
timestamp differences with respect to the GTP
are considered to obtain the synchronization
error.

SINGLE-HOP SYNCHRONIZATION
When synchronizing wireless nodes, all methods
use one of the following strategies: to timestamp
at the sender and receiver side, or use reference
broadcasts, timestamping only at the arriving
side. In Table 1 we compare the alignment errors
of some synchronization schemes presented in
the references.

The timing accuracy among nodes depends
mainly on the hardware and firmware architec-
ture: how the sending and arriving moments are
detected, and which times (propagation, access,
etc.) are affected and their uncertainty. Errors
shown in Table 1 determine the accuracy of each
sync-point that will be used to perform the linear
regression in Eq. 2. Of course, the fewer the
errors, the more accurate the synchronization.
Other factors that also affect the estimation are
the following:
• The distribution of the errors (uniform, Gaus-

sian, etc.) will determine how the linear
regression eliminates them and the quality of
the clock estimation. The time difference
between reception instants of broadcast mes-
sages follows a Gaussian distribution with the
architectures described before [3, 4].

• The local oscillator drift is influenced by the
initial accuracy (difference between the oscil-
lator output frequency and the specified fre-
quency at 25°C at the time of shipment by the
manufacturer), temperature stability, and
aging. Its behavior can also condition the pre-
cision and the timing lifetime.

• Finally, the frequency and number of sync-
points used in the estimation will determine
the expected accuracy.
As stated by van Greunen and Rabaey, not

all sensor networks applications have the same
sync needs in terms of accuracy [11]. In order to
provide the reader with some guidelines that
could help in deciding on the best suited hard-
ware (transceivers, crystals, etc.) and firmware
(sync-message rate, number of data points to
perform regression) in each application, we have
characterized synchronization behavior in several
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scenarios. We compared the two architectures
described above, Bluetooth and ZigBee, each
with different alignment errors, as shown in
Table 1. Both alternatives have been tested with
two local oscillators with different frequency sta-
bilities of 40 PPM and 150 PPM. We have also
changed the synchronization rates (30 s and 300
s) and number of sync-points used in the regres-
sion (3, 6, 8, 12, 20, and 50). In Table 2 we show
the average and maximum synchronization error
with 95 percent probability for both scenarios.

The first interesting result is that synchroniza-

tion precision depends mainly on the number
and accuracy of the sync-points used to estimate
parameters by regression. Thus, if we have very
low computation resources or need low-accuracy
timing we can use a few sync-points (i.e., a
lightweight method) [11]. In contrast, if the high-
est accuracy is needed, we need powerful hard-
ware to use the maximum number of points in
the regression.

Contrary to what people might expect and
agreeing with what Maróti et al. have found out,
synchronization rate and oscillator accuracy bare-
ly affect precision [5]. This makes sense if we con-
sider the local clock stable in the short to medium
term, something that fortunately is so in most
cases. Aging has a negligible effect on stability:
one to three PPM each year. Temperature influ-
ences clock drift more severely: tens of PPMs in
the operating temperature range. In worst cases,
this translates into an error of 1 μs/°C.

The reduced influence of synchronization
rate can be used in many ways. By increasing it,
we can reduce the initial settling time in multi-
hop networks, quickly synchronize a new node,
or maintain accuracy in sudden temperature
variations. Lowering the rate will be useful to
minimize extra traffic and reduce power con-
sumption. Despite the results shown in Table 2,
the synchronization interval cannot be as long as
we want. Linear regression estimates the skew
and offset of the local clock referred to the
GNT, and there will always be errors.

According to Eq. 1, the more time from the
last resynchronization, the larger the error of

Table 1. Comparison of alignment error in synchronization methods.

Average error (μs) Worst case error (μs)

Sender — Receiver synchronization

ZigBee (Motes 2.4 GHz) [9] 14.9 61.0

TPSN (Motes 916 MHz) [8] 16.9 44.0

FTSP (Motes 433 MHz) [5] 1.4 4.2

Receiver — Receiver synchronization

RBS (Motes) [4] 21.9 93.0

MBS (Bluetooth) 4.5 18.0

MBS (ZigBee) 22.2 52.0

Table 2. Synchronization error in the MBS method with one hop (in μs).

ZigBee
40 PPM

ZigBee
150 PPM

Bluetooth
40 PPM

Bluetooth
150 PPM

Avg. Max.a Avg. Max.a Avg. Max.a Avg. Max.a

N = 3 tSync = 30 s 39.26 105.20 39.45 106.42 7.67 20.92 8.10 21.70

tSync = 300 s 39.99 108.09 39.59 109.05 8.00 21.61 7.73 20.88

N = 6 tSync = 30 s 21.12 52.65 22.06 55.23 4.17 10.30 4.34 10.77

tSync = 300 s 21.90 53.52 21.29 52.07 4.41 10.99 4.36 10.93

N = 9 tSync = 30 s 17.27 40.95 16.58 40.66 3.30 8.19 3.30 8.25

tSync = 300 s 16.10 39.38 15.72 38.90 3.28 8.22 3.36 8.39

N = 12 tSync = 30 s 13.33 32.83 14.39 35.13 2.82 6.84 2.79 6.89

tSync = 300 s 13.99 34.52 13.77 34.87 2.73 6.62 2.68 6.63

N = 20 tSync = 30 s 11.29 27.20 9.83 24.23 1.96 4.71 2.13 5.14

tSync = 300 s 10.61 26.13 10.46 25.51 2.19 5.29 2.13 5.30

N = 50 tSync = 30 s 7.03 17.46 6.77 15.58 1.23 2.93 1.27 3.10

tSync = 300 s 6.22 14.80 7.54 18.43 1.30 3.27 1.32 3.21

N is the number of sync-points used to perform regression, and tSync is the synchronization interval.
a Maximum synchronization error with 95% probability.
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this estimation. Figure 2 shows the synchroniza-
tion error between two Bluetooth nodes and the
reference node. Here we used sync messages
every 30 s, and after 500 messages (about 4 h)
the synchronization process was stopped. We
can see how after the stopping instant, the syn-
chronization error of each node grows depend-
ing on the last estimation of the skew and offset.
Additional results may be found in [3].

MULTIHOP GNT PROPAGATION
Cumulative errors when propagating the net-
work time only depend on the estimation’s accu-
racy of the corresponding timestamper’s clock.
When the timestamper is the one setting the ref-
erence, the precision will be as described earlier.
Differences arise when it owns an n-hop estima-
tion of the network clock.

We have evaluated the behavior of MBS in
two different scenarios. With the same philoso-
phy of the single-hop case, we have tested its
performance with different numbers of sync-
points. The first scenario is a four-hop Bluetooth
scatternet. Bluetooth networks are made up of
piconets, i.e., star networks with one master and
up to seven slaves, where only the master can
send broadcast messages. Piconets form scatter-
nets using nodes playing both master and slave
roles. Time-stampers are nodes that must be
slaves in two different piconets.

In the case of ZigBee, we implemented a
mesh network similar to that of Fig. 1 but having
four-hop depth. Synchronization errors for the
Bluetooth and ZigBee networks are shown in
Figs. 3 and 4, respectively.

As in the case of one hop, synchronization
error depends chiefly on the number of points
used to perform regression and the alignment
error in the establishment of sync-points. We
can see how as the number of hops increases,
synchronization error becomes sensitive to the
number of sync-points used. Again, if the appli-
cation needs higher synchronization accuracy
than the alignment error between nodes, it is
possible to reduce error by increasing the num-
ber of sync-points to perform regression.

We find no point in comparing precision
among methods because it mainly depends on
the accuracy estimating sync-points and the
number of pairs used. That is to say, architecture
(communication transceiver, protocol, memory
available, etc.) will be much more relevant than
the synchronization protocol used. On the other
hand, the amount of messages needed will have
a big influence on the applicability of the
method. This is just one of the strongest points
of MBS; it drastically reduces the number of
messages compared to other receiver-to-receiver
protocols [4, 7]. Indeed, it is on the same order
of magnitude as FTSP (the most efficient sender-
to-receiver method) [5].

CONCLUSIONS

Local clocks of nodes in wireless sensor net-
works have different offset and accuracy. Syn-
chronization is mainly achieved by collecting
sync-points (pairs of timestamps collected at the
same time in the reference node and in the node
that wants to be synchronized) and performing

linear regression to compensate for differences
among nodes’ clocks.

Medium access time is a non-deterministic
error that hinders accurate timestamping of
transmission instants when working at the high-
est layers of protocol stacks. In these cases, sev-
eral techniques based on a receiver-to-receiver
scheme have to be used. Nevertheless, these
methods set a network time shared by all the
nodes (including the broadcast senders) at the
expense of a high network load. This drawback
may be inadmissible for large networks. In this
article we have presented MBS, a multihop
broadcast synchronization protocol that is able
to efficiently set a common global time. The key
issue of the technique is that each reference
broadcast informs about the timestamp of the
previous one. This way, message exchanging is
minimized, similar to other sender-to-receiver
methods.

We have implemented the MBS protocol in
two different architectures (Bluetooth and Zig-

Figure 2. Illustration of synchronization error vs. time with sync messages every
30 s and 20 pairs used to perform regression. Synchronization process stops
after 500 sync messages.
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Figure 3. Average synchronization error for Bluetooth network with 4 hops and
sync messages every 30 s; here N is the number of points used to perform
regression, and the dashed bars represent maximum error with 95 percent
probability.
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Bee), evaluating its performance. Through
exhaustive experimentation we have identified
the factors that influence synchronization accu-
racy the most. We have analyzed hardware
(transceivers, crystals) and firmware (sync-mes-
sage rate, number of data points to perform
regression) issues to provide the application
designer with guidelines that could help in decid-
ing on the best suited technology for each appli-
cation, and we have characterized
synchronization behavior in several scenarios.

These results allow the application designer
to decide on the hardware architecture and pro-
tocol scheme best suited to achieve the required
synchronization accuracy.
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Figure 4. Average synchronization error for Zigbee network with 4 hops and
sync messages every 30 s; here N is the number of points used to perform
regression, and the dashed bars represent maximum error with 95 percent
probability.

Sync level
2 0 

100 

0 

Sy
nc

hr
on

iz
at

io
n 

er
ro

r 
(μ

s)

1 3 4 

200 

300 

400 

500 

600 

700 

800 

900 

1000 
N = 3
N = 6
N = 9
N = 12
N = 20
N = 50

MARCO LAYOUT  2/7/11  10:48 AM  Page 88



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


