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SUMMARY 
In spite of decades of extensive studies, the role of water dimers (WD) in the atmospheric 

radiation budget is still controversial. In order to search for evidence of the dimer in the solar 
near infrared, high spectral resolution pure water vapour absorption spectra were obtained in 
laboratory conditions for two different pressures and temperatures in the spectral region 5000-
5600 cm-1 (1.785 to 2 µm). The residual was derived as a difference between the measured 
optical depth and the calculated one for water monomer using the modified HITRAN database 
and two different representations of the water vapour continuum: CKD-2.4 (Clough-Kneizys-
Davies) and the Ma and Tipping continuum. In both cases the residuals obtained are very similar 
to those expected from a recent theoretical calculation of the WD absorption. However, the WD 
band halfwidth at half maximum (HWHM) and dimerization equilibrium constant Keq(T), 
required to provide a best fit to the residual, differ for each case. To be in best agreement with the 
residual calculated by using the Ma and Tipping continuum, the WD bands HWHM should be 
∼28 cm-1, and Keq= 0.02 ± 0.0035 atm-1 and 0.043 ± 0.0055 atm-1 for the temperatures 342 K and 
299 K respectively. For the residual calculated using the CKD-2.4 continuum the fitted value of 
the HWHM is ∼18 cm-1, and Keq= 0.011± 0.0025 atm-1 (342 K) and 0.018 ± 0.003 atm-1 (299 K). It 
is concluded that a substantial part of the WD absorption is already implicitly included within the 
CKD-2.4 continuum model. The increase in estimated clear-sky global mean absorption of solar 
radiation due to water dimer varies from 0.5% to 2.0%, depending on the set of WD parameters 
used. On the basis of a comparison of the derived Keq values with others in the literature, the 
higher estimate is favoured. 

KEYWORDS: Dimerization equilibrium constant, CKD continuum, Ma and Tipping 
continuum, Radiative transfer 

 
1. INTRODUCTION 

Water vapour is one of the most important substances in the atmosphere. The 
absorption of solar radiation in the near infrared and visible spectral region is dominated 
by H2O molecular absorption. In addition to the water monomer (WM), water clusters, 
such as water dimers (WD) or trimers, have been investigated very intensively in recent 
years (Mhin et al. 1993; Huisken et al. 1996; Low and Kjaergaard 1999; Vaida and 
Headrick 2000; Evans and Vaida 2000). In particular, the role of the water dimer in the 
atmosphere is still controversial, in spite of many theoretical and experimental 
investigations. An overview can be found, for example, in Vaida et al. (2001).  

There are two interrelated issues in estimating the role of WD in the radiation 
budget. Firstly, it is necessary to know the parameters (intensity, width, position and 
shape) of the WD absorption bands. Secondly, it is important to know the abundance of 
the dimers. There is significant uncertainty in both these aspects. 
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Water dimers have recently been investigated (Arking 1999; Chylek et al. 1999; 
Daniel et al. 1999; Hill and Jones 2000; Vaida et al. 2001; Goldman et al. 2001) as a 
possible reason for the discrepancy between atmospheric absorption measurements and 
model calculations (Ramanathan and Vogelmann 1997; Kato et al. 1997, Conant et al. 
1998, Arking 1999, Pilewskie et al. 2000). The upper limit of solar radiation absorption 
by WD varies between different authors from 1.5 to 6 Wm-2 for clear-sky tropical 
atmosphere and overhead sun (Daniel et al. 1999; Chylek et al. 1999; Vaida et al. 2001; 
Kjaergaard et al. 2003). According to the Goldman et al. (2001) calculation of water 
dimerization equilibrium constant Keq, that defines WD amount for a given WM 
amount, the value of WD radiative absorption could be even 2-3 times higher. 

Finally, water dimer has also been discussed as a possible component of the self-
broadening part of water vapour continuum (Penner and Varanasi 1967, Devir et al. 
1994). The similarity in the self-broadened continuum absorption and the calculated one 
due to WD can be seen in the Fig. 1; here the optical depth of water continuum model 
(Clough-Kneizys-Davies) CKD-2.4 (Mlawer et al. 1999) as well as the total WM 
absorbance is presented together with WD’s optical depth for the spectral region 1000-
15000 cm-1. The latest calculations of Schofield and Kjaergaard (2003) of WD 
fundamental and overtone OH-stretching and HOH-bending vibrational transition 
frequencies and intensities were used to simulate the WD absorption. The water dimer 
band half-width at half-maximum (HWHM) was chosen to be 25 cm-1 for all WD bands 
together with an assumption that the wings are Lorentzian. The Curtiss et al. (1979) 
WD’s enthalpy and entropy parameters (∆H= -3.59 kcal mol-1, ∆S= -18.59 cal K-1mol-1) 
were used to calculate Keq:  

Keq = exp(∆S/R - ∆H/RT), (1) 
 

where R is the universal gas constant and T is temperature. It is worth mentioning that 
the temperature dependence Keq(T) is very similar to that for water CKD continuum. 
Moreover, the self-broadened water vapour continuum has the same quadratic 
dependence on WM partial pressure p WM as the WD:  

         p WD = Keq· p WM
2. (2) 

 
This causes a very similar relation between WD and CKD continuum absorption (to that 
presented in the Fig. 1) for the other pressures and temperatures. 

Theoretical and experimental investigations of WD’s thermodynamic and 
chemical properties can be found in Curtiss et al. (1979), Slanina and Crifo (1992), 
Mhin et al. (1993), Munoz-Caro and Nino (1997), Headrick and Vaida (2001) and 
Goldman et al. (2001). The different approaches to derive WD spectroscopic parameters 
were described by Huang and Miller (1989), Huisken et al. (1996), Tso et al. (1998), 
Low and Kjaergaard (1999), Perchard (2001), Schofield and Kjaergaard (2003), and by 
many other authors. 

In spite of this interest in water dimers, two attempts to detect direct WD 
absorption in the atmosphere have failed (Daniel et al. 1999; Hill and Jones 2000). 
There are two main reasons why it is so difficult to detect WD in the atmosphere. First, 
WD absorption is usually masked by strong WM absorption (see Fig. 1). Second, there 
is a big uncertainty in knowledge of the main WD parameters. For example, estimates of 
the dimerization equilibrium constant Keq vary from ~ 0.01 atm-1 (Mhin et al. 1993) to 
~ 0.12 atm-1 (Goldman et al. 2001) for room temperature. The theoretically predicted 
and observed WD fundamental and overtone band’s HWHM can vary from 6 cm-1 to 
100 cm-1 (Vaida et al. 2001). The ab-initio calculated WD cross-section spectrum has 
also changed markedly during recent years (Tso et al. 1998; Low and Kjaergaard 1999; 
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Schofield and Kjaergaard 2003). Such an uncertainty makes it very difficult to predict 
the best spectral region to detect WD dimers. For example, the two experimental 
attempts mentioned above filed to reproduce the calculations of Tso et al. (1998) in the 
spectral region 10600-15000 cm-1 (0.66-0.94 µm). Vaida et al. (2001) attribute this 
mostly to the lack of a suitable dipole moment function in the Tso et al. (1998) model. 

The only work to date that describes the detection of WD absorption in the 
atmosphere (the |0〉 f |4〉 b overtone transition) in the spectral region near 13330 cm-1 
(0.75 µm) has recently appeared (Pfeilsticker et al. 2003). Apart from this work, no 
other measurements (either laboratory or atmospheric) of WD absorption in equilibrium, 
close to atmospheric conditions, have been reported. The technique of creation of 
supersonic molecular beams is usually used to investigate WD properties (Huang and 
Miller 1989; Huisken et al. 1996; Paul et al. 1997), which, however, does not allow 
making any definite conclusion about possible WD amounts in atmosphere. 

In the present work we will discuss the results of measurements and numerical 
simulation aimed at the direct detection of WD absorption in the spectral region 5000-
5600 cm-1 (1.785-2.0 µm) in pure water vapour cell in laboratory condition. In spite of 
relatively strong overlapping with the WM absorption, there is predicted to be a 
significant absolute value of WD absorption in this region1. The measurement in a WM 
absorption band could help also to investigate the possible relation between WD and 
present models of water vapour continuum absorption. 

 
2. EXPERIMENTAL SETUP 

The near-infrared absorption spectra of pure water vapour for conditions presented 
in Table 1 have been characterised at the Rutherford Appleton Laboratory (RAL) 
Molecular Spectroscopy Facility using a combination of high resolution Fourier 
transform spectroscopy with fixed and variable path-length absorption cells. 
Measurements made at a path length of 29 cm have been described in detail previously 
(Smith et al. 2004). Here we report two additional measurements made using two 
variable path-length absorption cells. The long path-length absorption cell (LPAC), 
described previously (Ballard et al. 1994), is capable of providing optical path-lengths in 
the range 32 m to 1 km at temperatures between 200 K and 300 K. A short path-length 
cell (SPAC) (Remedios 1990) gives optical paths in the range 5 m to 20 m and 
temperatures in the range 200 K to 350 K. For this work the Bruker IFS 120HR Fourier 
transform spectrometer (FTS) was configured with a 150 W quartz tungsten halogen 
source, a calcium fluoride beam-splitter, and a liquid nitrogen-cooled indium antimonide 
(InSb) detector. The LPAC and SPAC fitted with calcium fluoride windows and gold-
coated reflective optics was used. 

 
TABLE 1. MEASUREMENT CONDITIONS 

 H2O pressure, hPa Temperature, K Path length, m Resolution*, cm-1  

1 98  342 9.74           0.03 (SPAC) 
2 20 299 128           0.0068 (LPAC) 
3 20 297 0.29           0.0068  

* Spectral resolution is defined here as 0.9/(maximum optical path difference in cm) 

                                                 
1 Part of the reason for choosing the 5000-5600 cm-1 region was that the theoretical WD spectrum 
in Vaida et al. 2001 (H.G. Kjaergaard, personal communication) indicated more intense and 
distinct WD absorption in this spectral region (Fig. 1), than the recent more precise calculation 
(with a better representation of HOH-bending modes) by the same group (Schofield and 
Kjaergaard 2003), which was reported after our measurements. 
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The optical path length in the LPAC was 128 m at 299 K (see Table 1). The SPAC 
was operated at an optical path of 9.74 m and electrically heated to 342 K. Good 
stability of the water vapour partial pressure was achieved by virtue of the small surface-
area-to-volume ratio of both the cells. Norton-Beer strong apodisation (Norton and Beer 
1976) and Mertz phase correction (Mertz 1967) were applied to all of the measured 
interferograms. Where appropriate, optical filters were used to limit the optical 
bandwidth to the spectral range of the measurement. The interferometer input aperture 
diameter was set such that the intensity of radiation at the detector was sufficient to give 
excellent information-to-noise ratios, whilst avoiding saturation of the detector or loss of 
spectral resolution. The alignment of the interferometer was optimised and the 
photometric accuracy tested before carrying out the measurements reported here. The 
FTS was maintained at a pressure below 0.4 Pa by a turbo-molecular pump to minimise 
the amount of carbon dioxide and water vapour in the optical path of the interferometer. 
A calcium fluoride window separated the FTS from the SPAC transfer optics. A rotary 
and turbo-molecular pump evacuated the transfer optics to a pressure below 0.02 Pa. 

Details of the sensors used to measure gas temperature, pressure, and humidity 
within the LPAC and SPAC are given in Table 2. The 10 Torr and 1000 Torr full-scale 
Baratron gauges (calibration traceable to NIST) were used to monitor pressure during 
sample preparation and throughout the measurements. The atmospheric pressure reading 
of the 1000 Torr Baratron was compared with that of a calibrated (traceable to UK 
National Physical Laboratory standards) precision aneroid barometer. Low-pressure 
readings of the 10 Torr and 1000 Torr Baratron gauges were compared by measuring 
identical pressures with both gauges. Relative humidity (RH) was measured with two 
humidity/platinum resistance thermometer sensors positioned at opposite ends inside 
either the LPAC or SPAC.  

 
TABLE 2. DETAILS OF TEMPERATURE, PRESSURE AND HUMIDITY SENSORS 

Measurement Manufacturer and type Stated uncertainty 
Temperature: 
  LPAC  
 

   SPAC 
 
    

   Signal logger 

 
Heraeus/Nulectrohms Platinum 
resistance thermometers (14 positions) 

RS Components R-T curve matched 
negative temperature coefficient 
thermistors type UUA41J1 (6 positions) 

Laplace Instruments Model SPC-801 

 
± 0.1 K at 273 K  
 

±0.2 K at 296 K 
 
 

±0.3 K 
Pressure: 
   0-10 hPa 
   10-1000 hPa 
   Atmospheric  

 
MKS-390 (10 Torr Baratron) 
MKS-390 (1000 Torr Baratron) 
Negretti aneroid barometer M2236A  

 
±0.08% of reading 
±0.08% of reading 
±40 Pa 

Humidity: 
   Relative humidity (RH) 
      0-90% / 90-100%  
   Temperature 

 
Vaisala HMP234 
 
Vaisala HMP234 

 
 
±1% / ±2% 
±0.1 K 

 
Water vapour samples were prepared using a clean glass/PTFE vacuum line from 

distilled liquid water (analar grade, BDH Chemicals), which had previously been 
purified to remove dissolved air using at least three repeat 200 K freeze-pump-thaw 
cycles. Agreement between the humidity sensor and pressure gauge readings (to within 
the humidity sensor accuracy) confirmed the purity of the water vapour introduced to 
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the gas cells. The vapour pressure, RH and temperature were recorded at 5-second 
intervals during spectroscopic measurements on water vapour samples.  

Evacuated-cell background spectra were recorded before and after each filling of 
the LPAC or SPAC, at a spectral resolution of 0.03 cm-1. Before each background 
spectrum was recorded, high-resolution test measurements were made to check that the 
water vapour had been adequately removed from the gas cell. Taking the ratio of the 
sample and averaged background spectra minimised errors in the transmittance or 
absorbance spectra arising from changes in baseline signal level, e.g. due to drifts in the 
near-IR source intensity. 

The measured water vapour transmittance ( )Tντ ,~  at wavenumber ν~  and 
temperature T was calculated using ( ) ( ) ( )TνITνITντ o ,~,~,~ = , where ( )TνI ,~  and 

( )TνI ,~
o  are the intensities of the sample and background spectra, respectively. 

Napierian absorbance spectra ),ν~( TAobs  were calculated from the transmittance data as: 
( ){ }TTAobs ,ν~τln),ν~( −= . 

The r.m.s. signal-to-noise ratio in each of the transmittance spectra exceeded 
1000:1 across the entire spectral range of the water vapour absorption features, giving an 
information-to-noise ratio in excess of 100:1 for absorbances between 0.2 and 3.5. The 
maximum information-to-noise ratio at an absorbance of around 1.0 was 370:1.  

 
3. RESULTS AND DISCUSSION 

(a) Preliminary data treatment 

The observed laboratory spectra were compared with calculated absorbance 
spectra, generated for the measured laboratory conditions using HITRAN v.11 
(http://www.hitran.com; Rothman et al. 2003), the line-by-line (LBL) code of Mitsel et 
al. (1995), and the Reference Forward Model (RFM) line-by-line code of Dudhia 
(1997). Detailed information about the optical configuration of the FTS and the 
numerical apodisation function was used to calculate a wavelength-dependent 
instrument line shape and convolute it then with the calculated molecular spectrum. 

An example of the initial residual between optical depth derived from experiment 
and the calculated WM optical depth, including the CKD-2.4 water vapour continuum, 
is shown in the Fig. 2(a). The residual is presented with a spectral resolution of 5 cm-1. 

It should be mentioned that there is no significant difference between HITRAN-96 
and HITRAN v.11 for H2O spectral lines in the spectral region 3500-6000 cm-1 (see for 
example Ptashnik and Shine (2003)). It means that using CKD-2.4 with HITRAN v.11 is 
quite justified in this case, in spite of the fact that originally HITRAN-96 is supposed to 
be used with this version of CKD continuum. 

To calculate the residual, only parts of the spectrum (both measured and 
calculated) below an optical depth threshold (ODT) of 2 were used, to exclude the 
impact of regions of the spectrum which are saturated. Such a method of data processing 
does not affect the continuum part of the residual we are interested in here, because for 
both measurement conditions this part is much less than the threshold level. 

The bars in the Fig. 2(a) show only experimental error. However, there are two 
other main sources of error, which should be taken into account to get the final residual. 

1) Uncertainty of spectral line parameters: 
It was found that any systematic error in the initial HITRAN lines parameters, for 

example a 15% error either in line intensity S or self-broadening halfwidth parameter 
γo

self, could lead to a similar shape and size of the residual shown in Fig. 2(a). This is 
especially important, as HITRAN does not have the information about self-broadening 
parameters for this spectral region. In such circumstances line-by-line codes usually use 



 6

the approximation γo
self = k⋅γo

air, where γo
air is the air-broadening coefficient, and k~5. 

While this approximation is not normally serious for atmospheric calculations, where air 
broadening prevails, it is of much greater importance when interpreting pure water 
spectra in laboratory conditions. 

To exclude the possibility that such errors were the cause of the residual we 
decided to derive γo

self and the line intensity parameters by fitting the calculated 
spectrum to the measured one. The measured spectrum for water vapour pressure 20 hPa 
and path length 29 cm was used to fit parameters of the 460 strongest lines  
(S>2×10-23 cm mol-1) in this spectral region that, as was found from numerical 
experiment, are most important when computing the residual. We used the Levenberg-
Marquardt least square algorithm to fit 3 parameters (centre position, intensity, and self-
broadening coefficient) for each spectral line. The Voigt profile was used for the fitting. 
Additionally the baseline was fitted for every 3 consecutive spectral lines. The mean 
error of the S and γo

self parameters determination was estimated to be about 5%.  
Figure 3 shows parts of measured high spectral resolution spectrum compared 

with the calculation using HITRAN and the modified HITRAN (we will refer to this 
database with newly fitted lines as ‘modified-HITRAN’ or ‘HITRAN(m)’). Fig. 2(b) 
displays the correction that should be subtracted from the initial residual (Fig. 2(a)), to 
take into account the impact of the new line parameters. Comparison of Figs 2(a) and 
2(b) shows that the impact of the correction of line parameters on the original residual is 
significant and accounts for much of the residual at wavenumbers above 5500 cm-1 and 
below 5150 cm-1. This indicates the importance of a careful assessment of the quality of 
line parameters in this work. The other details of the line fitting, as well as the fitted line 
parameters will be reported separately. They can be found in HITRAN format at the 
British Atmospheric Data Centre (http://badc.nerc.ac.uk/data/cwvc/hitran /index.html). 

To minimise the possible impact of parameter errors in weaker (S < 2×10-23 
cm mol-1) unfitted HITRAN lines, we did not include in the residual calculation (in 
addition to the ODT limitation mentioned above) parts of the spectra (both, measured 
and calculated) near the centres of these lines. The width of the cut-off areas was 
derived so that the line contribution was less then 5% of the maximum residual value. 
Such an approach is quite reasonable when we are interested only in the smooth 
(continual) part of the residual. Taking into account that the maximum cut-off distance 
(for the strongest of the unfitted lines) that satisfies the 5% requirement is about 0.3 cm-1 
for 20 hPa and 0.6 cm-1 for 98 hPa measurement respectively, we have got still enough 
data points in the each 5 cm-1 spectral region to be processed. 

2) Weak lines contribution: 
HITRAN does not include parameters of very weak lines (S < 10-26-10-27 cm mol-1). 

Schwenke and Partridge (2000) have recently updated their ab initio calculation of water 
vapour line parameters (Partridge and Schwenke 1997), which include such weak lines, 
and allows an estimation of their contribution. To assess the impact of these weak lines 
it is necessary to account for the fact that many of the lines in the Partridge-Schwenke 
(hereafter PS) database are also in HITRAN. There are several possible ways in which 
the weak line contribution can be estimated (see Ptashnik and Shine 2003). We believe 
that the best method is to replace all the lines in the PS database by their HITRAN 
equivalent, if they have one; this ensures that differences between the PS and HITRAN 
databases are solely due to lines which are uncatalogued on HITRAN, rather than 
because of differences in spectral parameters of catalogued lines between PS and 
HITRAN. This is the PS ← HITRAN case of Ptashnik and Shine (2003).  

Figure 2(c) shows the contribution of the PS weak lines, where it can be seen to be 
generally significantly smaller than the residual in Fig. 2(a). 
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It should be mentioned again that only those parts of corrections due to line 
parameters fitting and PS weak lines, which are below the ODT = 2 are presented in 
Figs 2(b) and (c). The total weak lines contribution (i.e. without using ODT) is several 
times larger. 

(b) Water dimer as a “separate” absorber 

The corrected optical depth residual, which takes into account the new line 
parameters, the weak lines and CKD-2.4 continuum is shown in Fig. 4 together with the 
expected dimer absorption. Error bars include in this case both the measurement error 
and estimated uncertainty (standard deviation) caused by error in the line parameters 
fitting. Two WD parameters, Keq and HWHM, were fitted to best match the central 
(bigger) peak of the residual (near 5340 cm-1). Keq was found to be 0.018 ± 0.003 and 
0.011 ± 0.0025 atm-1 for the 20 hPa, 299 K, and for 98 hPa, 342 K measurement 
respectively, whereas the mean HWHM value is found to be 18 ± 3 cm-1.  

To be in best agreement with the residual, the |0〉 f |1〉 b |1〉 and two close 
(unresolved) |10〉_|1〉 and |1〉 f |0〉 b |1〉 stretching+bending WD bands (using Schofield 
and Kjaergaard’s (2003) notation) are red-shifted in Fig. 4 with respect to their positions 
predicted by Schofield and Kjaergaard (2003) (5231, 5341 and 5357 cm-1 respectively) 
by 12 cm-1 (Fig. 4(a)) and 5 cm-1 (Fig. 4(b)). These shifts are much less than the 
uncertainty of the prediction. The Perchard's (2001) low temperature experimental study 
of the water trapped in a nitrogen matrix has revealed the |10〉_|1〉 WD band to be 
positioned near 5296 cm-1, indicating that there is uncertainty in the precise position of 
the WD bands, which can also depend on the ambient conditions. 

Taking also into account uncertainty in the knowledge of the main WD 
parameters, quite good agreement between residuals and expected WD signatures can be 
seen for both measurements, apart from the part of the residual between 5400 and 
5500 cm-1. This part can be attributed either to extra CKD continuum or non-predicted 
WD or higher order water clusters absorption features (for example, trimers). The 
higher-order cluster explanation may be favoured because of the stronger dependence on 
pH2O than is the case for the dimer, as can be seen for this part of the residual if one to 
compare Fig.4 (a) and (b). 

 
(c) Water dimer as a part of CKD continuum 

An alternative interpretation of the residual and its relationship with the expected 
dimer absorption can be suggested. Taking into account that the CKD continuum is a 
semi-empirical model, which has been fitted to observation in only some parts of the 
spectrum (Clough et al. 1989; Mlawer et al. 1999), we can suggest that it may contain 
absorption of some other components (in addition to the WM line far wings), such as 
water dimers. In spite of the fact that no experimental data in the spectral region under 
our investigation was used for CKD parameters fitting, these parameters could include 
some WD contribution through the presence of WD absorption in the spectral regions 
where the CKD parameters were fitted (for example, below 2500 cm-1). 

Figure 5 shows the residual between measurement and modified-HITRAN 
calculation using Ma and Tipping (1999, 2002) (MT) continuum included instead of 
CKD. The MT continuum model is distinct from CKD model in the sense that it is based 
on far wing line shape theory, which does not rely on adjustable parameters or fitting to 
observation; thus, it cannot include any other components in addition to the far wing 
contribution. It can be seen from Fig. 5 that the MT continuum is about 4 times less than 
CKD in this spectral region. The value of WD equilibrium constant that best matches 
the residual in this case was found to be Keq = 0.043 ± 0.0055 atm-1 for 299 K, 20 hPa, 
and Keq = 0.02 ± 0.0035 atm-1 for 342 K, 98 hPa, and therefore significantly higher than 



 8

the values derived in section 3(b). The mean value of the WD band HWHM=28 ± 4 cm-1 
matches the central residual peak quite well. 

Again, the residual in the spectral region 5400 - 5500 cm-1 cannot be explained 
either by the MT continuum or by the present WD feature. The WD band shifts in the 
Fig. 5 are similar to those obtained in Fig. 4. 

 
(d) Implication for the dimerization equilibrium constant 

Figure 6 displays two sets of Keq we have obtained, together with several other 
calculated and experimentally derived values of water dimerization equilibrium 
constant. It is clear from the plot that our upper estimation of Keq temperature 
dependence (Keq.up(T)), derived from the residual ‘Measurement – HITRAN(m)_with_ 
MT_continuum’, is in much better agreement with the Curtiss et al. (1979) 
measurements and extrapolation, than the lower Keq.low(T) estimation, which was 
obtained from the residual with CKD continuum subtracted. The Keq.up(T) is also very 
close to the Slanina and Crifo (1992) calculations and is in a very good agreement with 
the Keq(292.4 K)=0.05 atm-1, derived by Pfeilsticker et al. (2003) 2 (K.Pfeilsticker, 
personal communication, 2003) in an independent measurement and in a rather different 
spectral region. However, both the Pfeilsticker et al. (2003) and our measurements do 
not support the Goldman et al. (2001) prediction of the strong Keq dependence on 
temperature (Fig. 6). Munoz-Caro and Nino (1997) explain the low values of their 
calculated Keq(T) (Fig. 6) by the lack of interaction in the vibrational model they used. 

The low set of our Keq estimation, when combined with the Curtiss et al. (1979) 
experimental data points, by contrast, shows very small, nearly zero, temperature 
dependence, which is in contradiction with all theoretical predictions. This all indicates 
that WD absorption is, most probably, included partly/mostly in the modern CKD 
continuum model (self-broadening part) through the fitting of CKD continuum 
parameters to the experimental data, which included some component of WD 
absorption. Taking into account that WDs can be regarded, to some degree, as colliding 
water molecules with very long collision duration, the contribution of water dimer 
absorption can cause the ‘chi-function’ correction in CKD continuum (Clough et al. 
1989) very similar to the one caused by deviation from the impact collision model. 

 
(e) Implication for shortwave absorption by the atmosphere 

Vaida et al. (2001) have shown that the spectral regions 4000-5000 cm-1 and 
5600-6500 cm-1 should give the main contribution to WD shortwave absorption.  
This contribution is caused mainly by far wings of the |0〉 f |1〉 b |0〉,  |1〉 f |0〉 b |0〉 and 
|10〉_|0〉 WD bands, centred near 3600, 3730 and 3745 cm-1, and by wings of |0〉 f |1〉 b |1〉, 
|10〉_|1〉 and |1〉 f |0〉 b |1〉 bands, centred near 5230, 5340 and 5357 cm-1 respectively. We 
applied our derived values of WD bandwidth and Lorentzian line shape to all WD bands 
and used this approximation, together with the derived sets of Keq and Schofield and 
Kjaergaard (2003) WD spectroscopic information, to estimate the global mean extra 
shortwave absorption, caused by WD.  

The fast line-by-line code of Mitsel et al. (1995) was used for high (0.001 cm-1) 
spectral resolution calculation of optical depth for each of 17 atmospheric layers of 

                                                 
2 Keq(292.4 K) = 0.047 atm-1 was obtained from the experiment, assuming the band intensity 
calculated by Low and Kjaergaard (1999), S = 3.04×10-22 cm molec-1. This corresponds to 
Keq= 0.05 atm-1 if the more recent Schofield and Kjaergaard (2003) calculated value of 
S = 2.84×10-22 cm molec-1 is used for the same band. 
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clear-sky mid-season zonal-mean atmospheric profiles at a latitudinal resolution of 10°. 
Apart from the H2O monomer and dimer, the model also includes CO2, O3, CH4 and O2. 
The optical depth spectra were used then as input to the Discrete Ordinate (DISORT) 
code of Stamnes et al. (1988) for irradiance calculations. Rayleigh scattering was taken 
into account using DISORT with 4-streams approximation. The solar irradiance at the 
top of the atmosphere compiled by Kurucz (1998) is employed, which presents the solar 
spectrum at the spectral resolution of 1 cm-1 (total solar irradiance = 1368.8 Wm-2). 

The WD partial pressure profiles for each atmospheric WM profile was calculated 
from equation (2). We used the value ∆Hup= -3.78 kcal mol-1 and ∆Sup= -18.89 cal  

K-1mol-1 in equation (1) to interpolate/extrapolate our Keq.up(T) and Curtiss et al. (1979) 
data to atmospheric temperatures (upper dash-dotted line in Fig. 6). These values are 
very close to those, derived by Curtiss et al. (1979) (∆H= -3.59 ± 0.5 kcal mol-1 and 
∆S= -18.59 ± 1.3 cal K-1mol-1). Similarly, the values ∆Hlow= -1.590 kcal mol-1 and 
∆Slow= -13.29 cal K-1mol-1 were used to extrapolate/interpolate the Keq.low(T) together 
with Curtiss et al. (1979) data (lower dash-dotted line in Fig. 6). However, these ∆H and 
∆S values are too far from those derived by different authors (see Curtiss et al. 1979); 
thus, they can only be regarded as fitting parameters of our investigation. 

In Fig. 7 the calculated latitudinal dependence of WD absorption of solar 
irradiance in the spectral region 1500-17000 cm-1 is presented for March - May for both 
sets of the Keq and HWHM obtained. For the other seasons the dependences look 
similar, apart from a ±10° shift for the winter and summer seasons respectively. The 
global mean value of extra absorption due to WD is ∼ 0.42 Wm-2 (for the Keq.low and 
HWHM=18 cm-1) and ∼1.5 Wm-2 (for the Keq.up and HWHM=28 cm-1), or about 0.5% 
and 2% of the total clear-sky absorption respectively. Calculation with the Curtiss et al. 
(1979) extrapolation of Keq(T) (dashed line in Fig. 6) with HWHM=28 cm-1 gives ∼1.3 
Wm-2 global mean WD absorption. 

Figure 8 displays the calculated spectrum of the solar direct flux at surface and 
WD contribution to the flux for a tropical atmosphere case overhead sun, for a column 
water vapour amount of 47 kg m-2. The dashed lines display the cumulative WD 
absorption (i.e. the extra absorption integrated from 1500 cm-1 to the given 
wavenumber) that reaches 2 Wm-2 and 7.2 Wm-2 for low and upper set of the Keq(T) 
respectively. The latter value is about twice higher than the upper estimate of Vaida et 
al. (2001), which is caused mainly by the fact that our Keq is ∼2 times bigger. Chylek et 
al. (1999) estimate of WD absorption 6 Wm-2 for tropical atmosphere, by contrast, is 
very close to ours. However, this is largely coincidental as their value is obtained with a 
value of Keq approximately 3.5 times lower than ours, which reflects the fact that 
WD overtone intensities predicted by Tso et al. (1998) are significantly larger than the 
ones calculated by Schofield and Kjaergaard (2003). 

Figure 8 shows that the main contribution to the extra absorption comes from the 
wings of the WD bands referred above, rather than from the band centres. Figure 1 
indicates that the CKD-2.4 continuum is much weaker than the theoretical estimates of 
the WD absorption in these wings. Therefore, even if CKD-2.4 is included in radiation 
budget calculations, the extra absorption due to WD is more likely to be closer to our 
upper estimate, assuming that the Lorentzian approximation of the WD bands is valid. 

Finally, in Fig. 9 the calculated atmospheric heating rate due to WD absorption is 
presented for the mid-latitude summer profile (Ellingson et al. 1991). It can be seen that 
the main WD contribution to shortwave absorption appears near the surface. It is caused 
by the fact that the quadratic dependence of WD amount on that of WM (Eq. 2) is 
stronger than the growth of Keq(T) when temperature falls with height. 
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It is worth reiterating that all assessments of WD absorption are highly dependent 
on the widths and far wing shapes of the strongest WD bands, centred near 3600, 3730 
and 3745 cm-1. For example, decreasing the HWHM of these 3 bands alone from the 
values of 28 and 18 cm-1, used here, to ∼6 cm-1 (Huisken et al .1996) will decrease all 
WD absorption values, presented in the Figs.7-9, by a factor 2 to 2.5. 

 
4. CONCLUSION 

In spite of the quite strong overlapping lines of the water monomer, a quasi-
continual residual absorption, very similar to that expected from the water dimer 
|0〉 f |1〉 b |1〉, |10〉_|1〉 and |1〉 f |0〉 b |1〉 stretching+bending combination bands, was 
observed in a series of laboratory measurements for different pressures and temperatures 
in the spectral region 5000-5600 cm-1. The measured residuals have a 5-10 cm-1 red shift 
in comparison with the Schofield and Kjaergaard (2003) theoretical prediction. The 
dimerization equilibrium constants (Keq(299 K) = 0.043±0.0055 atm-1 and Keq(342 K) = 
0.02±0.0035 atm-1), derived from the residual ‘Measurement – modified_HITRAN_ 
with_Ma&Tipping_continuum’ are in a good agreement with the main theoretical 
predictions and with all experimental observations of the value. It can mean that a 
substantial part of water dimer absorption is, most probably, already included as part of 
the present self-broadening CKD continuum model, at least near the band centres. The 
lower and upper estimation of water dimer contribution to the global-mean solar 
radiation absorption is found to be about 0.5% and 2% of the total atmospheric 
absorption. However, on the basis of a comparison of the derived Keq values with others 
in the literature we believe that dimer contribution is closer to the higher estimate. Our 
upper limit is 2-2.5 times bigger than the upper estimation of Vaida et al. (2001); 
however, it is much less than would follow from the Goldman et al. (2001) calculation 
of water dimerization equilibrium constant. 

On the basis of the latest Schofield and Kjaergaard (2003) calculation it can be 
suggested that the largest water dimer contribution to the water vapour continuum 
should be expected from the strongest water dimer's bands |0〉 f |1〉 b |0〉, |1〉 f |0〉 b |0〉 and 
|10〉_|0〉 near 3700 cm-1 (see Fig. 1). However, for atmospheric radiation budget 
applications it seems more important to investigate the absorption/shape of the far wings 
of these WD bands, as well as the bands investigated in our work. The far wing 
absorption of these bands gives the main contribution to water dimer global radiative 
impact. The Lorentzian wing approximation for the water dimer bands, used in our work 
(and, for example, in the work of Vaida et al. 2001), should be regarded probably as a 
first approximation, and can be a source of significant uncertainty when estimating the 
water dimer absorption (see also Kjaergaard et al. 2003). 

An additional absorption was registered in the spectral region 5400-5500 cm-1 that 
cannot be explained either by CKD-2.4 water continuum, or by the currently predicted 
water dimer spectrum. 
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CAPTIONS 
 
Figure 1. Optical depth of the water monomer including CKD-2.4 continuum, two 

recent theoretical estimates for the water dimer and CKD-2.4 self-broadening 
continuum separately, for optical path length 10 m, pure water vapour pressure 15 
hPa, and T=293 K. The dimer absorption band’s HWHM=25 cm-1 (Lorentzian 
profile) and the dimerization equilibrium constant Keq = 0.041 atm-1 are used for 
the dimer calculation. 

Figure 2. (a) Initial view of the residual optical depth for 20 hPa, 128 m and 299 K 
experiment. Spectral resolution is 5 cm-1. (b) Contribution to the residual in (a) 
that should be subtracted, because of the new spectral line parameters fitting. (c) 
Contribution that should be subtracted from the residual because of the impact of 
weak lines. Thick lines in (a) and (b) show 5 points smoothing. 

Figure 3. Example of comparison the calculated optical depth using HITRAN (v.11) and 
modified-HITRAN (new line parameters) and the measured one, for the pure 
water pressure 20 hPa, path length 29 cm and temperature 297 K. 

Figure 4. Corrected residual between measurement and modified-HITRAN calculations 
with CKD-2.4 included. Bars show the measurement errors and errors of spectral 
line parameters fitting. (a) 20 hPa, 128 m, 299 K measurement. (b) 98 hPa, 9.7 m, 
342 K measurement. To best fit the residual, the dimer spectrum is red-shifted by 
12 cm-1 and 5 cm-1 for (a) and (b) respectively. 

Figure 5. Corrected residual between measurement and modified-HITRAN calculations 
with Ma and Tipping continuum included. Bars show the measurement errors and 
errors of spectral line parameters fitting. (a) 20 hPa, 128 m, 299 K measurement. 
(b) 98 hPa, 9.7 m, 342 K measurement. To best fit the residual, the dimer 
spectrum is red-shifted by 9 cm-1 and 5 cm-1 for (a) and (b) respectively. 

Figure 6. Different theoretical and experimental determinations of the Keq(T) 
dependence including the current work. The shaded area shows the uncertainty of 
Curtiss et al. (1979) extrapolation caused by experimental and calculation errors. 
The dash-dotted lines display the temperature interpolation/extrapolation of the 
lower and upper set of the Keq derived in this paper. 

Figure 7. The latitudinal dependence of water dimer solar absorption in the spectral 
region 1500-17000 cm-1 for March-May for the lower and upper set of the Keq 
derived in this paper. 

Figure 8. The calculated spectrum of the solar direct flux at the surface and water dimer 
spectral and cumulative (right axis) contribution to the absorption for an overhead 
sun in a tropical atmosphere. The upper and lower curves for the water dimer 
absorption correspond to the upper and lower sets of Keq. 

Figure 9. The calculated atmospheric heating rate due to WD absorption (lower and 
upper estimate) for the mid-latitude summer ICRCCM atmospheric profile and 
solar zenith angle of 30°. 
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