
    

 
  

 

Title An Energy-Aware and QOS Assured Wireless 

Multi-Hop Transmission Protocol 

Name Yu Lin 

 

 

 

 

 

 

This is a digitised version of a dissertation submitted to the University of 

Bedfordshire.  

It is available to view only.  

This item is subject to copyright. 

 

 

 

 

 

 

 

 



111111111111111111111111111111111111111111111111111111111II1 

3403869237 

AN ENERGY-AWARE AND QOS ASSURED WIRELESS 


MULTI-HOP TRANSMISSION PROTOCOL 


By 


Yu Lin 


A thesis submitted in fulfillment of the requirements for the degree of Master of Science by 

research 

May, 2011 



Abstract 


The Ad-hoc network is set up with multiple wireless devices without any 

pre-existing infrastructure. It usually supports best-effort traffic and occasionally 

some kinds of Quality of Service (QoS). However, there are some applications with 

real-time traffic requirements where deadlines must be met. To meet deadlines, the 

communication network has to support the timely delivery of inter-task messages. 

Furthermore, energy efficiency is a critical issue for battery-powered mobile devices 

in ad-hoc networks. Thus, A QoS guaranteed and energy-aware transmission scheme 

is one hot of research topics in the research area. 

The MSc research work is based on the idea of Real-Time Wireless Multi-hop 

Protocol (RT-WMP). RT-WMP is a well known protocol originally used in the robots 

control area. It allows wireless real-time traffic in relatively small mobile ad-hoc 

networks using the low-cost commercial IEEE 802.11 technology. The proposed 

scheme is based on a token-passing approach and message exchange is priority based. 

The idea of energy-aware routing mechanism is based on the AODV protocol. This 

energy-saving mechanism is analysed and simulated in our study as an extension of 

the RT-WMP. 

From the simulation results and analysis, it has been shown that adding 

energy-aware mechanism to RT-WMP is meaningful to optimise the performance of 

traffic on the network. 
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Chapter 1. Introduction 

Wireless communication between mobile users is becoming more popular than ever 

before. This is due to the recent technical development in laptop computers and 

wireless data communication devices. This has lead to lower price and higher data 

rates, which are the two main reasons why mobile computing continues to enjoy rapid 

growth. 

There are mainly two distinct approaches for enabling wireless communication 

between two hosts. The first one is to let the existing cellular network infrastructure 

carry data as well as voice. The major problems with this approach include the 

problem of handoff, which tries to handle the situation when a connection should be 

smoothly handed over from one base station to another base station without noticeable 

delay or packet loss. Another problem is that networks based on the cellular 

infrastructure are limited to places where there exists such a cellular network 

infrastructure. 

The second approach is to form an ad-hoc network among all users wanting to 

communicate with each others. This means that all users participating in the ad-hoc 

network must be willing to help forward data packets to make sure that the packet are 

delivered from source to destination. This form of networking is limited in range by 

the individual nodes transmission ranges and is typically smaller compared to the 

range of cellular system. This does not means that the cellular approach is better than 
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the ad-hoc approach. Ad-hoc networks have several advantages compared to 

traditional cellular systems. These advantages include [2]: 

• On demand setup 

• Fault tolerance 

• Unconstrained connectivity 

Ad-hoc networks do not rely on any pre-established infrastructure and can 

therefore be deployed in place with no infrastructure. This is useful in disaster 

recovery situation and places with non-existing or damaged communication 

infrastructure where rapid deployment of a communication network is needed. Ad-hoc 

networks can also be used on conference where people participating in the conference 

can form a temporary network without engaging the service of any pre-existing 

network. 

Ad-hoc networks usually support for best-effort traffic, and in some applications, 

such as multimedia, can offer some kind of Quality of Service (QoS) like, for example, 

minimum bandwidth guarantee, maximization throughput and timely delivery of data 

between the nodes. On the other hand, due to the limited battery power mobile device, 

transmitting the data in an energy saving model has became a hot-spot research topic. 

Our research motivation is to develop a novel priority based transmission scheme 

which can transmit data traffic over ad-hoc network in an energy-efficient manner 

with certain level of QoS guarantee. 

The aim of this study is to develop an enhanced energy efficient transmission 

scheme based on the well known Real-time Wireless Multi-hop Protocol: RT-WMP 
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[1], and carry out a comparison evaluation of QoS and energy-efficiency performance 

of the proposed scheme with the RT-WMP. 

In order to achieve the objections, the following tasks have been set in the original 

proposal: 

• 	 To review the published relevant studies which focus on the support to real-time 

traffic and energy efficient routing protocols over the ad-hoc network. 

• 	 To review the RT-WMP scheme and analysis its QoS performance. 

• 	 To develop an energy efficient approach based on AODV routing protocol. 

• 	 To apply the developed energy efficient approach on the optimization of 

RT-WMP scheme. 

• 	 To simulate the proposed scheme with related QoS performance parameters, and 

to compare the simulation result of the proposed scheme with RT-WMP scheme, 

in order to evaluate the performance ofthe proposed scheme. 

This study has been carried out through literature review, comparative analysis 

and evaluation of an enhanced scheme which are aided by simulation experiments. 

The rest of this thesis is organized as follows: Chapter 2 describes the relevant 

research in the areas of real-time communication the background knowledge of our 

proposed scheme and the main research areas in real-time traffic and energy efficient 

routing protocol over ad-hoc network. Chapter 3 introduces the relevant background 

knowledge of our thesis; Chapter 4 introduces the original RT-WMP protocol and 

gives an analysis of this scheme, finally, a proposed contribution of my thesis is given. 

Chapter 5 introduces a priority based wireless multi-hop protocol which based on the 
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RT-WMP protocol. In Chapter 6, an energy efficient routing scheme which based on 

the AODY protocol is proposed. Chapter 7 gives an experiment to verify the whole 

improved RT-WMP scheme and the original RT-WMP with an analysis of the results. 

Chapter 8 draws conclusions and discusses further work. 
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Chapter 2. Literature Review 

2.2 The Priority Scheduling in Wireless Ad Hoc 

Network 

I 
Medium Access Control (MAC) protocols that aim to provide differentiated 41 

~) 

services should be able to meet requirements of traffic with different priority classes. 

If a high priority flow's traffic pattern satisfies the behavior described in the service 

agreement, its packets should be delivered in preference to other packets with lower 

priorities. On the other hand, flows with lower priorities should use as much 

bandwidth as possible after the transmission requirements of higher priority flows 

have been satisfied. In general, there are two directions in wireless MAC protocols to II 
facilitate channel access privilege of high priority traffic: reservation based schemes 

and contention based schemes. 

2.2.1 Reservation Based Schemes 

Reservation based schemes usually make some assumptions about high priority 

traffic. For example, high priority traffic is assumed to be periodic with fixed arrival 

rate. For reservation based schemes, when resources are reserved but unused, they are 

often wasted. 

A typical example of a reservation based MAC protocol is GAMAIPS [3J. 

GAMA-PS divides time into a sequence of cycles; each cycle begins with a 

contention period and ends with a "group-transmission" period. The 
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group-transmission period is divided into a set of zero or more individual transmission 

periods, each for a station in the "transmission group". A station with data to send 

competes for membership in the "transmission group" during the contention period; 

also, by listening to the channel, a group member becomes aware of how many 

stations are in the group and of its own position within the group. In this case, 

members of the transmission group take tum transmitting data, and collision is 

avoided. However, a basic requirement for this protocol is that each station can hear 

the transmissions of other stations, which limits the use of the protocol to wireless 

LANs. 

The MACAIPR protocol [4] extends the reservation based scheme to multi-hop 

networks. The first data packet of a high priority flow makes reservations along the 

route to the destination. Each station maintains a reservation table (RT) which keeps 

track of the transmitting and receiving "reserved windows" for neighbors within a 

two-hop neighborhood. Low priority sources are only allowed to fill in empty 

windows. In order for the reservation scheme to work, the size of high priority packets 

must be pre-specified for each connection, and the size of low priority packets must 

be bounded so as not to interfere with the reservation constraints. 

2.2.2 Contention Based Scheme 

Unlike the reservation based schemes, contention based schemes are 

probabilistic. Flow scheduling decision is made locally, and contention is resolved 

probabilistically. For example, "black burst" can be used to help high priority flows 
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contend for the channel [5]. After channel becomes idle, a high priority flow has 

shorter waiting time before it transmits the "black burst", other low priority flows 

which have a longer waiting time will drop out of contention once they hear the 

"black burst" during their waiting time. This scheme thus provides a way for the high 

priority source stations in a wireless LAN to reserve the channel by occupying the 

channel with "black burst". Sobribo and Krisbnaknmar [6] further generalizes this 

scheme for using in ad hoc CSMA wireless network, in their work, it is assumed that 

there no hidden nodes in a wireless network. That is, each. source station in such a 

network can always sense the possible interfering transmissions. However, this is not 

the case in most ad hoc networks. More often, "hidden terminals" do exist in ad hoc 

networks, and nodes cannot always sense each other's transmissions. Thus, the 

scheme in (6] cannot be applied to general ad hoc networks. 

Several researchers propose some simple modifications to the IEEE 802.11 

Distributed Coordination Function (DCF) to incorporate differentiated service. IEEE 

802.11 DCF defines a collision avoidance mechanism to resolve contention among 

different stations willing to access the medium. Each station chooses a random 

number between zero and a given "Contention Window" as the back-off duration. 

There are two "waiting stages" in IEEE 802.11 before the station accesses the 

channel. 

• 	 The "inter-frame space" (IFS) stage. 

• 	 The back-off stage, whose duration is a random value between zero and 

the "Contention Window". 
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Various schemes [7], [8], [9J and [10] have been proposed to modify the 

back-off stage so that source stations with different priorities can use different 

"Contention Window" generation functions. For example, it is proposed in [7] that 

high priority source stations randomly choose the back-off interval from [0, i+1-l] 

and low priority source stations choose from [i+ 1, i+2-1], where i is the number of 

consecutive times a station attempts to send a packet. The setting of different values 

of CWmin and CWmax for different priority classes is proposed in [9]. It is proposed 

in [8] that instead of using the exponential factor after a collision, different priority 

classes use different exponential increase factors. Stations with lower priority increase 

their "Contention Window" much faster than the stations with higher priority. One 

drawback faced by [7]. [9] and [8] is that high priority flows may possibly experience 

more collisions compared to their low priority counterparts in multi-hop networks. As 

a result, "high priority" flows cannot be ensured to have smaller "Contention 

Window", hence, the priority of channel access cannot be ensured either. In order to 

adapt better to multi-hop networks, it is proposed in [10], a packet's priority 

information is piggybacked in the RTS/CTSlData/ACK frames. Based on overheard 

packets, each station maintains a scheduling table, which records priority information 

of flows that are within two hops neighborhood. The back-off duration is generated 

based on the scheduling table. However, this scheme suffers from incomplete 

scheduling table which is caused by collisions, location dependent errors, node 

mobility and partially overlapping transmission regions. 
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2.3 The QoS Routing Scheme in Ad Hoc Network 

2.3.1 Routing scheme 

Network routing in MANETs can be classified into three classes: proactive, 

reactive, and hybrid. Routing schemes use control messages to learn the network 

topology. Most proactive routing schemes use link state or distance vector routing 

algorithms. 

Reactive Routing Protocols 

Reactive routing is an on-demand routing scheme. Nodes learn about the 

network topology on an as-needed basis. Two of the better known reactive ad hoc 

routing protocols are Dynamic Source Routing (DSR) [11] and Ad hoc On-demand 

Distance Vector (AODV) [12]. 

Reactive routing protocols are characterized by two phases: the route discovery 

phase and the route maintenance phase. In the route discovery phase, nodes build 

their routing tables on demand. The sending node sends a route request for a packet in 

its sending queue for which it has no route information to the destination or whenever 

a node receives a packet not destined to it for which it has no route infornlation to the 

destination. Nodes send route inquiries to neighbors and add an entry to a list of 

previously discovered routes. For example, in AODV, nodes along the route store the 

route information, while in DSR the initiating node stores the source route returned to 

it from the route reply. The route maintenance phase uses route error packets and 

acknowledgments to maintain routes. Each node that sends a packet gets an 
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acknowledgment back. Acknowledgments are either received at the link layer as 

defined by the MAC protocol of IEEE 802.11, or as passive acknowledgment from 

the receiving node. Ifthe receiving node fails to acknowledge the receipt of the packet, 

a route error is relayed back to the original sender which will result in the removal of 

the broken link from its cache and use an alternative route if available or initiate a 

new route discovery. Route discovery and route maintenance do consume bandwidth. 

Sholander, et al. [13] proposed that reactive routing is preferable over proactive in 

situations where route concentration, route activity, and the number of active routes 

per node are low and mobility is high. 

Proactive Routing Protocols 

• In proactive routing, nodes periodically monitor the network for changes in 

network topology. Therefore, every node in the network keeps an up-to-date copy 1 
I 

of current network topology infom1ation by periodically broadcasting and 

receiving control packets. For instance, when a node receives a packet destined to 

another node, it knows how and where to forward the packet for final delivery of 

the packet. This relatively detailed information about the topology helps to 

improve the routing performance. However, this improvement in routing may 

come at a cost of increased overhead and a decrease in network capacity for data. 

Several proactive routing exist for MANETs. Two commonly referenced ones are 

Optimised Link State Routing (OLSR) [14] and Destination Sequenced Distance 

Vector Routing (OSDV) [15]. The way in which network topology information is 

gathered in proactive routing protocols is usually based on either of the above two 
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commonly used routing algorithms, link state and distance vector. 

• 	 Link State Protocols: In a link state protocol, each node keeps track of the 

changes that the network undergoes by keeping a map that reflects the state of all 

links in the network. Nodes use flooding, perhaps with some optimizations, to 

broadcast the link costs of their outgoing links to all neighboring nodes [15]. By 

exchanging link state, nodes learn the topology of the network. Each node creates 

a link-state packet that contains its identifier (ID), a list of its directly connected 

neighbors along with its cost to each one of them, a sequence number, and a 

time-to-live (TTL) value for the packet. These packets are broadcast whenever 

the TTL period expires or when the network topology changes. Link state routing 

is divided into two steps, flooding the network with link state information and the 

computation of routes based on link-state information using, typically, Dijkstra 

shortest path algorithm [\5][\6]. 

• 	 Distance Vector Protocols: Distance vector protocols are based on the 

assumption that each node knows the distance (cost) to each of its immediate 

neighbors [15] [\6]. Thus, in distance vector protocols, all nodes create a list of 

distances to their immediate neighbors and distribute this list to their immediate 

neighbors. Initially, each node assigns a cost of one to each of its immediate 

neighbors and a cost of infinity to other nodes. Afterwards, the nodes exchange 

these lists with all oftheir immediate neighbors and start to replace the large costs 

with lower ones based on the received lists. Distance vector protocols suffer from 

several problems. The count-to infinity problem occurs when a node fails and, as 
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such, its neighbors keep increasing their cost to reach this node until they reach 

an infinite value [15]. Another problem with distance vector protocols is the slow 

convergence of routes throughout the network. By storing little infonnation about 

links that are not directly connected to the node running the algorithm, distance 

vector protocols have lower complexity than link state protocols. In addition, the 

bandwidth requirement is also less [15]. 

Hybrid Routing Protocols 

Hybrid routing protocols combine the use of reactive and proactive routing 

protocols to obtain a better balance between the dynamic nature of MANETs and the 

routing overhead and to reduce the average end-to-end delay [17]. These protocols 

usually introduce a hierarchical structure to the MANET to reduce the number of 

control packet retransmissions during route discovery (18). In hybrid routing 

protocols, each node maintains a set of nearby neighbors with which it will use a 

proactive routing scheme and a set of more distant nodes with which it will use a 

reactive routing scheme. The use of different routing strategies at different times at 

different locations is used in routing protocols such as the Zone Routing Protocol 

(ZRP) [19] [17]. 

2.3.2 QoS aware routing scheme 

QoS aware routing is one of the most essential parts of the Quality of Service 

framework for wireless networks. Under QoS routing schemes, the data delivery 

routes are computed with the knowledge of availability of various resources in the 
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network along with the QoS requirements of the corresponding flows. There are 

several issues to be considered during the design of the QoS based routing algorithms 

for multi-hop networks. These issues include: 

• Metric selection (e.g., bandwidth, delay etc) and route computation; 

• QoS state propagation and maintenance; 

• Scalability; 

• Domain of QoS such as reliability or timeliness (or both); 

In certain types of wireless sensor networks, the QoS aware routing protocols 

have to deal with imprecise state information due to the frequent topology changes. 

Moreover a QoS aware routing scheme for multi-hop networks should also balance 

efficiency with adaptability while maintaining low control overhead in the system. 

In recent years, several routing algorithms have been proposed to provide QoS in 

multi-hop networks. Some ofthese algorithms are briefly discussed below: 

SPEED [20]: 

This is a QoS aware soft real time routing protocol develop for Wireless Sensor 

Networks which helps ensures end to end QoS guarantees [20]. Three types of real 

time communication services are provided by this protocol. They are real-time 

un i-cast, real- time area multicast and real time area any cast [21]. With this protocol 

each node maintains information about its neighbors and utilizes geographic 

forwarding technique to find a path. It also tries to maintain a certain delivery speed 

for each packet in the network. SPEED maintains this speed by diverting the traffic at 

the network layer and regulating the traffic passed onto the MAC layer. The aim of 
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these actions is to estimate end to end delay for the packets by dividing the distance to 

sink [20]. This is done before an admission decision is taken. SPEED can also provide 

congestion avoidance in the event of congestion in the network. SPEED has a routing 

module called "Stateless Geographic Nondeterministic Forwarding" (SNGF). It works 

with other four modules at the network layer. 

API 

Unicast Multicast Any cast 

Last Mile Process 

Back pressure Re
routing ... S:'iGF ... 

Neighbor
hood Feed
back Loop 

Beacon 
Exchange -11'" 

.... ... Delay Esti
mation 

Fig 2.1 The procedure of SPEED which redrawn from [21] 

The relationship of SNGF with other modules is shown in Fig 2.1, which is 

redrawn from [21]. The Backpressure Rerouting module works in collaboration with 

Neighborhood Feedback Loop (NFL) module and SNGF to reduce or divert traffic in 

the event of congestion. The Beacon Exchange module gathers information about the 

geographic location of its neighbor nodes to do geographic based routing by the 

SNGF module. Delay Estimation module is used to determine the occurrence of 

congestion in the network. It is done by calculating the elapsed time between the 

14 



I 
• 


completion of a transmitted data packet and the reception of its corresponding 

acknowledgement packet. The Last Mile Process provides the required functions for 

implementing three communication services mentioned above. 

Energy Aware Routing [22]: 

This protocol finds a least cost and energy efficient path that meets end to end 

delay during its connection [22]. The cost of a link is a function of a node's reserved 

energy, transmission energy, error rate and some other communication parameters. 

Imaging sensors are used to generate real time traffic. In this protocol a class based 

queuing model is used for the support of real time traffic and best effort traffic which 

classify the services for real time and non real time traffic. 

A list of minimum cost paths is determined by this protocol using an extended 

version of Dijkstra's algorithms. A path is then selected from that list which satisfies 

the end to end delay requirement. The gateway sets an initial bandwidth ratio as the 

amount of bandwidth to be dedicated both to the non real time and real time traffic on 

a particular outgoing link. 

Multi-Path Multi-Speed Protocol (MMSPEED) [23]: 

This protocol is an extension of SPEED [21] providing multi path multi speed 

transfer of packets across the network. The protocol spans over network layer and 

MAC layer and provides QoS support in terms of reliability and timeliness [23]. The 

protocol does probabilistic multi-path packet forwarding to meet various reliability 

requirements. It also provides multi network wide speed in such way that the various 

packets can choose the appropriate speed dynamically depending on the end to end 
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deadlines. That is, packets can choose the best combination of service options 

depending on the reliability and timeliness requirements. This protocol also makes 

provision for end to end QoS with local decision at each intermediate node without 

doing path maintenance and end to end path discovery. The purpose of localized 

geographic forwarding is for scalability of larger sensor networks, adaptability to 

dynamic sensor networks and appropriateness to both periodic and non periodic 

traffic flows. To ensure end to end QoS provision results in a global sense, the 

concept of dynamic compensation is proposed which compensates inaccuracy of local 

decision in a global way as packets traverse toward the destination. Although packet 

forwarding decisions are made locally, packets can meet their end to end requirement 

with high probability. Although this protocol provides QoS support in timeliness and 

reliability domain, efficient power consumption has not been taken into account in the 

proposed protocol. 

Mobile Object Tracking-Mobicast [24]: 

This protocol deals with a multicast based routing protocol to track a mobile 

object dynamically [24]. It guides a mobile user to chase a mobile object accurately 

without flooding request to locate the mobile object. This protocol helps in saving 

power consumption of the sensor nodes, and as a result overall life time of the sensor 

network is increased. A mobile user is called source and the mobile object is called 

target. The sensor network helps the source detecting the target and keeping the 

tracked information of the target. To save energy, some of the senor nodes remain in 

active state while others are in sleeping state. The sensor that keeps the track 
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infonnation of the target acts as a beacon node. It waits for the source and guides the 

source in chasing the target. The source does not need to frequently send request 

packets to the present location of target in the course of chasing. The sensor also does 

not require to transmit the present location of the target when the source detects the 

target. When the source reaches the location of the beacon sensor, it makes a query 

asking about the present location of the target or the location of the next beacon 

sensor. This protocol uses face routing [25] based on the concept of Gabriel Graph 

[26] for tracking the target accurately. It also considers the moving direction and 

velocity of the target. The experimental results show that the protocol can save more 

energy than any of other flooding based protocols used in object tracking. 

Directed Alternative Spanning Tree (DAST) [27]: 

DAST Considers three important QoS parameters, namely energy efficiency, 

network communication traffic and failure tolerance (i.e, reliability) [27]. In this 

protocol a directed tree-based model is constructed to make data transmission more 

efficient. A Markov based communication state predicting mechanism is used to 

choose a reasonable parent, and packet transmission to double-parent is submitted 

with an alternative algorithm. Various nodes in the network are prioritized in order to 

decide different functions of nodes in WSN. It is worthy to mention that DAST enable 

data aggregation. 

Real-Time Wireless Multi-hop Protocol (RT-WMP) [1]: 

RT -WMP [1] is a protocol for MANETs, It works over the 802.11 protocol and 

supports real-time traffic. In fact, end-to-end message delay in RT-WMP has a 
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bounded and known duration and the protocol also manages global static message 

priorities. Besides, RT-WMP supports multi-hop communications. The protocol has 

been designed to connect a relatively small group (10-20 units maximum) of mobile 

nodes. It is based on a token passing scheme and is designed to manage rapid 

topology changes through the exchange of a matrix containing link quality among 

nodes. RT -WMP has an error recovery mechanism that can recover from certain types 

of errors without jeopardizing real-time behavior. It was a technique for 

reincorporating lost nodes. 

R T -WMP has been widely used in mobile robots communication. It also forms 

the base for our proposed scheme. Our main contribution is to add an energy saving 

mechanism in the original RT-WMP protocol. 

2.4 Energy Conservation Scheme in Ad Hoc Network 

A number of power saving techniques have been proposed to minimize power 

consumption in WLANs. While there are some schemes proposed for ad hoc WLANs, 

the majority of the proposed schemes are meant for infrastructure-based WLANs. 

These schemes can be categorized into physical, link (MAC), network, transport and 

application layer approaches or a mix of these approaches. Some of these schemes are 

adaptive, others are non-adaptive. The main of the proposed energy conserving 

approaches include: 

1. 	 Turning off the network interface card (NIC) when the node is not actively 


engaged in communication [28]; 
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2. 	 Adjusting the power level according to the packet size [29]; 

3. 	 Partitioning the network into different clusters and allowing each cluster to use a 

different spreading code [30]; 

4. 	 Using transmission scheduling and slot reservation instead of contention-based 

schemes [31]; and 

5. 	 Using adaptive transmission strategies instead of persistent ones [32][29][30]. 


In multi-hop ad hoc networks, a large amount of energy may be wasted in 
 I 
listening by non-intended receivers. Since a lot of mobile devices are battery powered, I 
this energy waste exacerbates the energy problem. Consequently, a lot of research has 

been conducted to improve the energy capacity of batteries and to reduce power 

consumption. From a computer engineering standpoint, reducing energy consumption 

helps prolong the network life, which increases communication time as opposed to 

reducing interference and solving the near-far problem as in code-division multiple 

access (CDMA) based systems [33]. 

2.4.1 Techniques at the Physical layer 

Techniques used in energy minimization at the physical layer include 

miniaturizing circuit components, using efficient channel coding techniques, and 

improving amplifier characteristics of radio frequency (RF) circuits. Communication, 

in general, requires a lot of processing which consumes energy. Therefore, a protocol 

designed to minimize energy must balance energy minimization with the opposing 

goals of error-free communication. 
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Lahriri, et al. [34] describe a new battery-driven system-level power 

management scheme, communication-based power management (CBPM), which aims 

to improve battery efficiency. CBPM regulates the execution of the various system 

components. System components are of two categories: bus masters and bus slaves. 

Bus masters are components that are capable of initiating a communication 

transaction such as central processing units and digital signal processors. Slaves, on 

the other hand, are components that respond to transactions initiated by masters such 

as memories. This scheme may delay the execution of some system components and 

adapt the current discharge ofthe system to suit the battery's characteristics. 

2.4.2 Techniques at the MAC layer 

A comparison of power-saving techniques at the MAC layer in IEEE 802.11 and 

ETSI HIPERLAN is presented by Woesner, et at. [68]. In ad hoc networks, collisions 

and packet retransmissions deplete battery power unnecessarily. Therefore, it is highly 

recommended to avoid packet retransmissions as much as possible. Mobility is an 

inherent characteristic of ad-hoc networks. As mobility increases, collisions increase 

and, therefore, packet retransmissions increase. A transceiver switching from the 

receive state to the transmit state consumes energy [31]. As a result, protocols that use 

slot assignments as a scheduling mechanism suffer a large overhead. Thus, to reduce 

the turnaround time (i.e., the time it takes to transition from a receive state to a 

transmit state and vice versa) and minimize energy, it is preferable to reserve several 

contiguous slots when transmitting or receiving data [3 J]. Another solution in 
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minimizing power consumption at the physical layer is to tum off the transmit/receive 

radio when the node does not anticipate any communication with other nodes. This 

technique is mentioned by Raghavendra and Singh [28]. Sivalingam, et al. [35] 

propose a reservation based scheduling approach in which nodes broadcast their 

transmission time schedules so that they can go into standby mode and switch back to 

active mode when their transmit time comes. 

The Energy Conserving Medium Access Control (EC-MAC) protocol [35] [36] 

was developed with an energy conservation goal in mind. It was developed for an 

infrastructure based wireless network where a single workstation serves mobile nodes 

within its coverage area. The authors argue that this protocol can be extended to an ad 

hoc network by allowing the mobiles to elect a coordinator to perform the base station 

,I;functions. Others have also devised new MAC protocols that take into account energy 

constraints [37]. Careful reservation and scheduling of packets help to enhance the 

performance of the protocol and reduce collisions. This avoids retransmissions and, 

hence, reduces power consumption [35]. EI Gamal, et a/. [36] use an algorithm, 

MoveRight, to solve a convex problem based on the idea that, in many channel coding 

schemes, lowering transmission power and increasing the duration of transmission 

leads to a significant reduction in transmission energy. The Power Aware 

Multi-Access (PAMAS) protocol modifies the Multiple Access with Collision 

Avoidance protocol (MACA) described by Karn [39]. PAMAS is based on the 

premise that by allowing separate channels for control and data packets, nodes know 

when and for how long to tum off their transceivers. Simulation results from the study 
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show that a power savings of up to 70 percent can be achieved for a fully connected 

network [39]. 

2.4.3 Techniques at the link layer 

Avoiding and delaying transmissions when channel conditions are poor improve 

energy minimization. Rao, Zorzi and Ramesh [40] found that by improving currently 

used error control scheme to cater to limited energy devices produces favorable 

results. Therefore, persistence is not preferable when energy is a constraint. Due to the 

dynamic nature of wireless links, error rates due to fading, attenuation and 

interference are highly variable. As stated by Zorzi, et af. [40], error control schemes 

such as automatic repeat request (ARQ) and forward error correction (FEC) waste 

network bandwidth and consume energy. When using these techniques in wireless 

environments, care should be taken so that packet retransmission and error correction 

do not overwhelm the wireless channel. Lettieri, et af. [41] describe an adaptive error 

control architecture that incorporates adaptive error control with forward error 

correction. This scheme changes the error control scheme according to the stream's 

channel conditions over time. In wireless networks, channel conditions along with 

traffic characteristics dictate the type of error control scheme used. Agrawal, et af. [42] 

study the effect of dynamic power control and forward error correction on power 

consumption. In their study, each node determines the minimal power and forward 

error correction required that satisfy the QOS constraint. In their technique, the signal 

is encoded twice with different transmission powers acting as boundaries for the 
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upper and lower bound of transmission power. 

2.4.4 Techniques at the Network layer 

In wireless networks routing can be either through a base station, or access point, 

(as in the case of infrastructure wireless networks) or through the mobile nodes (as in 

the case of ad hoc networks). Routing in wireless networks must take into account 

node mobility and route management, and when energy-efficient routing is required, 

routing through nodes with ample energy is preferable when extending network life is 

the goal. Several schemes have been devised to minimize power usage [43] [44] [45] 

[46]. Singh, et ai. [43] use power-aware metrics for route discovery in addition to 

using PAMAS as a MAC protocol for their study. They report an energy improvement 

from 40 percent to 70 percent. The algorithm which they use is based on lowest-cost, 

rather than shortest-hop, routing. Chang and Tassiulas [44] propose a routing 

algorithm that maximizes the battery life leading to a maximization of the network 

lifetime. It maximizes the network lifetime by balancing routing and energy 

consumption among nodes according to the battery's energy reserves. Another 

scheme is to use heuristics to adaptively adjust the transmit power whenever a 

topology change occurs, keeping in mind the connectivity of the network [47]. 

Banerjee and Misra [48] developed a transmission power adaptive algorithm that 

finds the minimum energy routing path. The authors also use analytical methods to 

find the optimum transmission energy on each individual path in a multi-hop wireless 

network. 
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In good channel conditions, more energy can be saved. Good channel conditions, 

generally, imply that packets can largely reach their destinations error free. This leads 

to fewer retransmissions and ultimately, to increased network life. Spyropoulos and 

Raghavendra [49] propose an energy-efficient routing and scheduling algorithm for 

use in nodes equipped with directional antennas. The authors argue that using 

omni-directional antennas leads to a large waste in energy since power is broadcast in 

all directions. Directional antennas can direct power toward the intended node. 

Wieselthier, et al. [50] propose a similar approach, but for connection-oriented 

multicast traffic. The authors argue that the network life can be extended by 

incorporating the node's residual energy into the cost function and equipping the 

nodes with directional antennas. 

Feeney [51] has carried out simulations and experimental measurements of 

energy consumption on a per-packet basis for a Lucent WaveLan 2.4 GHz DSSS 

IEEE 802.11 wireless network interface card for two ad hoc routing protocols, DSR 

and AODV. The study measured the energy cost incurred at nodes that are in 

receiving range but are not destination nodes. The results indicate that the number of 

packets has a greater impact on energy consumption than packet size and that the 

power consumption cost of idle mode is high. Routing in wired networks relies on 

shortest paths and smallest delay. In wireless networks, the metrics differ since power 

limitation is a problem in mobile ad hoc networks. In this case routing through the 

closest node could hasten the death of that node. Therefore, other measures should be 

taken to alleviate this problem. 
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Singh, et al. [43] define five metrics for studying the performance of 

power-aware routing for uni-cast traffic: energy consumed per packet, time to network 

partition, maximum node cost, variance in power levels across nodes, and cost per 

packet. They study the effects of these metrics on end-to-end delay. Their results 

show that by using power-aware metrics instead of a shortest-hop metric, no extra 

delay is incurred. 

Routing in MANETs requires the knowledge of node locations and the links 

costs between these nodes. This may leads to higher communication overhead. 

Stojmenovic and Lin [46] propose a loop-free localized routing algorithm. In this 

localized cost and power-cost routing algorithm, additional nodes are placed between 

the source and destination to make the transmission power linear. Thus, transmission 

power is in tenus of d instead of ct, where d is the distance between source and 

destination nodes and a is the propagation constant, where a 2: 2. In localized power 

routing, nodes make decisions based on location, determined with Global Positioning 

System (OPS) devices, and distance from source to destination. For broadcast traffic, 

where intermediate nodes are required to retransmit the packet, Singh, et al. [52] show 

that channel allotment to nodes is important for power-efficient broadcast protocols. 

They also suggest that it is beneficial to spend some energy to gather topology 

information to detenuine the most energy-efficient broadcast tree. In another paper, 

Singh and Raghavendra [52] present a broadcast tree approach to share the cost of 

routing among all nodes in the system. In this case, a cost is associated with each node 

based on how much power the node has consumed. Priority in routing is given to 
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nodes that have consumed lower amounts of power and nodes that have more 

neighbors. The study assumes that all nodes have only broadcast traffic. Packets from 

the same source may traverse different trees as the network topology changes. 

Wieselthier, et al. [53], combine routing decisions with transmission power levels. 

They describe an algorithm for determining a source-initiated minimum-energy tree 

for broadcast or multicast session requests. Their results show that the exploitation of 

routing and transmission power decisions provides greater energy savings than 

algorithms that are developed for link-based, wired networks. 

Feeney [51] compared the Dynamic Source Routing (DSR) protocol with the Ad 

Hoc on Demand Distance Vector (AODV) routing protocol in terms of their energy 

consumption. The study takes into account the cost of sending and receiving packets, 

routing overhead and dropped packets. The study indicates that there is considerable 

energy being wasted on flooding the network with data packets and MAC control 

packets. In addition, receiving and discarding packets consume a substantial amount 

of power. The study also indicates that the cost of source routing headers in DSR is 

not significant, but operating the radio in promiscuous mode for routing and caching 

of routes wastes energy. The study also indicates that the generation of broadcast 

traffic in AODV results in high energy consumption. 

2.4.5 Techniques at the Transport Layer 

Several studies have been conducted to look at energy minimization at the 

transport layer. While TCP works well in wired networks, using the same version of 
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TCP for wireless links can lead to inefficiencies in terms of performance and energy 

use. The characteristics of wireless links are inherently different than wired ones. 

Therefore, applying standard TCP to wireless links, without modification, may not 

provide good performance for wireless networks. 

Several schemes have been proposed to reduce the effects of TCP 

retransmissions due to factors other than congestion [54], [16], [56]. These schemes 

have been classified by Jones, et al. [3 I] into three groups: split connection protocols, 

link-layer protocols, and end-to-end protocols. The studies of Bakre et al.[54] , 

Balakrishnan et al. [16] and Gitlin et al. [55], show that these schemes provide better 

perfonnance than standard TCP due to their adaptability to the dynamic nature of 

wireless links. Tsaoussidis, et al. [56] studied the energy versus throughput 

perfonnance tradeoffs for different TCP variations. Their findings indicate that 

balancing energy consumption and throughput can be accomplished through the error 

control mechanism. Kravets and Krishnan [57] have designed and implemented a 

protocol that selectively chooses short periods oftime to suspend communication and 

shut down the transceiver. The algorithm handles the queuing and the management of 

packets during this period. 

2.4.6 Techniques at the Middleware and Application layers 

In an energy efficient system design, it is crucial to have the operating system 

and the applications that run on top of the operating system support the underlying 

power management mechanisms. Recent operating systems have incorporated the 
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Advanced Configuration Power Interface (ACPI) standard that can power down 

devices that have not been used for a certain period of time or even shut down the 

entire system after a certain period of inactivity [58]. Integrating power efficient 

features specific to wireless networks will certainly help increase the life of the 

network. 

I 
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Chapter 3. Background Knowledge 

3.1 Multi-hop Wireless Ad Hoc Networks 

The conventional wireless mobile communication is usually supported by a 

wired fixed infrastructure (e.g. Cellular Networks). The mobile devices use single-hop 

wireless radio communication to access a base station that connects it to the wired 

infrastructure. In contrast, multi-hop wireless ad hoc networks do not depend on any 

fixed infrastructure. Instead, they can be deployed in an ad hoc manner, even in 

environments where no fixed infrastructure is available. 

A multi-hop wireless ad hoc network consists of a number of wireless nodes that 

are typically limited in resources such as bandwidth, computation power, memory, 

and battery. The total set of ad hoc wireless links among neighboring nodes form a 

multi-hop network topology. Since nodes may be on and out, come and go, the ad hoc 

network topology is dynamic in nature. There are mainly two types of multi-hop 

wireless ad hoc networks: mobile ad hoc networks and wireless sensor networks. 

While these two types of networks target different types of applications, they share 

many common characteristics and issues. 

A mobile ad hoc network (MANEr) is formed by set of wireless devices that are 

capable of moving around freely and cooperate in relaying packets on behalf of one 

another. It does not require any fixed infrastructure or centralized administration. 

Instead, it is completely self-organizing and self-healing. MANETs have many 

potential applications in a variety of fields, like military tactical communication, 
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disaster rescue and recovery, and collaborative group meetings. 

Since MANET has no fixed infrastructure such as base stations, each mobile 

node acts as an end-system as well as a router. Two mobile nodes within the 

transmission range of each other can communicate directly via the ad hoc wireless 

link. A multi-hop route is needed when the destination is beyond the coverage of the 

sender. Hence routing is a key component of MANET performance. A number of 

routing protocols have been proposed for MANETs during the recent years [59]. Most 

of these routing protocols can be classified into two categories: proactive protocols 

and reactive (on-demand) protocols. In proactive approaches, each node will maintain 

routing information to all possible destinations irrespective of its usage. In on-demand 

approaches, a node performs route discovery and maintenance only when needed. 

Due to the nodal mobility and fast changing topology, on demand protocols generally 

outperform purely proactive protocols. 

A wireless sensor network is formed by a number of wireless sensor nodes that 

are normally capable of sensing some physical process and transmitting data via 

wireless radio. Sensor nodes may be stationary, or capable of moving around, or a 

combination of both. Wireless sensor network is just one special type of sensor 

networks. 

This dissertation is focused on several important issues in QoS provisioning in 

multi-hop wireless ad hoc networks. Such as enhanced routing, energy awareness, and 

end-to-end delay assurance. 
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3.2 Network Layer Model 

The OS! network layer model consists of seven layers, each providing some 

functionalities. All these layers can work together to fulfill the wireless network 

goal: 

• 	 Physical Layer: Ensures that each bit reaches the next node correctly (e.g. 

using error control codes). This constitutes the hardware used for 

communication. 

• 	 Data Link Laver: Takes care of the sequencing of packets, and deals with 

issues like channel sharing in shared access environments. 

• 	 Network Layer: Ensures the routing of packets and their arrival at 

destination. 

• 	 Transport Layer: Ensures that the packets reach the correct process on the 

remote host. 

• 	 SessionlPresentation Layers: Provides segmentation and Reassembly, and 

the user interface functions. 

• 	 Application Layer: Offers users the network-services via the communication 

protocols. 

3.3 Quality of Service (QoS) Metrics 

QoS is usually defined as a set of service requirements that needs to be met by 

the network while transporting a packet stream from a source to its destination. The 
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network is expected to guarantee a set ofmeasurable specified service attributes to the 

user in terms of end-to-end delay statistics, bandwidth, probability of packet loss, 

delay variance Gitter), etc. Energy efficiency and service coverage are two other QoS 

attributes that are more specific to wireless ad hoc networks due to the limited battery 

capacity of mobile devices. 

3.4 Issues and Difficulties 
i I , 

Mobile multi-hop wireless networks differ from traditional wired Internet 

infrastructures. The differences introduce unique issues and difficulties for supporting 

QoS in the MANET environment. These issues include features and consequences. 

Examples of features include unpredictable link properties, node mobility, and limited 

battery life, whereas hidden and exposed terminal problems, route maintenance, and 

security can be categorized as consequences. These issues are itemized as follows. 

Unpredictable link properties: Wireless media is very unpredictable. Packet 

collision is intrinsic to wireless network. Signal propagation faces difficulties such as 

signal fading, interference, and multipath cancellation. All these properties make 

measures such as bandwidth and delay of a wireless link unpredictable. 

Node mobility: Mobility of the nodes creates a dynamic network topology. Links 

will be dynamically formed when two nodes come into the transmission range ofeach 

other and are torn down when they move out of range. 

Limited battery life: Function of mobile devices generally depends on finite 

battery sources. Resource allocation for QoS provisioning must consider residual 
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battery power and rate of battery consumption corresponding to resource utilization. 

Thus, all the techniques for QoS provisioning should be power-aware and 

power-efficient. 

Hidden and Exposed Terminal Problems: In a MAC layer with the traditional 

carrier sense multiple access (CSMA) protocol, multi-hop packet relaying introduces 

the "hidden terminal" and "exposed terminal" problems. The hidden terminal problem 

happens when signals of two nodes say, Node A and B, which are out of each other's 

transmission ranges collide at a common receiver say, Node C. With the same nodal 

configuration, an exposed terminal problem will result from a scenario where Node B 

attempts to transmit data (to someone other than A or C) while Node C is transmitting 

to Node A. In such a case, Node B is exposed to the transmission range of Node C 

and thus defers its transmission even though it would not interfere with the reception 

at Node A. 

Route maintenance: The dynamic nature of the network topology and the 

changing behavior of the communication medium make the precise maintenance of 

network state information very difficult. Thus, the routing algorithms in MANETs 

have to operate with inherently imprecise information. Furthermore, in ad hoc 

networking environments, nodes can join or leave at any time. The established routing 

paths may be broken even during the process of data transfer. Thus, the need arises 

for maintenance and reconstruction of routing paths with minimal overhead and delay. 

QoS-aware routing would require reservation of resources at the routers (intermediate 

nodes). However, with the changes in topology the intermediate nodes also change, 
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and new paths are created. Thus, reservation maintenance with updates in the routing 

path becomes cumbersome. 

3.5 Real-time Traffic vs Non-real-time Traffic 

Real-time traffic requires QoS due to some essential differences between the 

non-real-time data and real-time data [60]. 

For the transmission of non-real-time data (also commonly termed as elastic 

data), timing is not a critical issue. As a result, the non-real-time network could work 

well without guarantee of timely delivery of data. However, non-real-time traffic 

usually has high requirement for data integrity. Retransmissions are used if there are 

some lost packets. Example of the applications requiring non-real-time data 

transmissions are Telnet, FTP, E-mail and web browsing. For real-time transmission 

like telephone, video conference, streaming video and audio, the basic requirement is 

to transmit packets to the destination on time. People cannot tolerate large delay for 

example on the phone. As a result, some QoS mechanisms are badly needed to ensure 

the required quality of the connection. 

3.6 QoS in Difference Layers 

QoS mechanisms can be implemented at different layers of the 7-layer 

communication model. 

QoS considered in physical layer means the quality in terms of transmission 

performance. For example, through proper control of transmission power control both 

34 



the stations that are near the sender and those far away from the sender should be able 

to hear the signal clearly with dynamically changed levels of transmission power. 

Power control is used both to ensure the quality of reception and to optimise the 

capacity. 

QoS implemented in MAC layer is also important. It could provide high 

probability of access with low delay when stations with higher priority traffic want to 

access the wireless medium. For example, this can be achieved in wireless LANs by 

setting a shorter back offtime based on IEEE 802.11 e, as described in [61]. 

On the other hand, the MAC layer needs to discriminate the different priority 

packets and schedule the packets delivery according to the priority levels. The service 

differentiation should be completed in the packet queue through queue management 

and in the MAC layer through a MAC discriminator and priority classifier. 

• 	 Queue Management: The aim of queue management is to schedule the different 

priority packets. Real-time data should have a higher priority to be sent to the 

channel compared with packets such as FTP and Email. Therefore, real-time data 

will be put in front of the non-real-time data in the packet queue. When the 

network is congested, the last packet in the packet queue will be dropped. 

Therefore, incorporating queue management will reduce the possibility that 

real-time packets are dropped in the packet queue when the network is congested. 

Thus, the delay of real-time application data packets can be reduced and the 

packet delivery ratio can be improved if appropriate queue management is 

implemented. Also, the packets whose delay has already exceeded the 
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applications' requirement should be eliminated from the packet queue before 

transmission to save the battery power because transmission of these 

"out-off-date" packets will be useless to the receiver. If different flows go 

through the same host, it is easier to do the priority regulation in the packet queue 

than in the MAC layer. 

• 	 Priority Classifier and Packet Scheduler: To offer service differentiation in a 

distributed ad hoc network, real-time packets should be granted a higher priority 

to capture the channeL The priority classifier differentiates the different data 

packets that arrive from the packet queue and directs the packet scheduler to 

schedule the packet delivery based on the priority level ofthe current packet. 

QoS implemented with the routing functions of the network layer aims to find a 

route which provides the required quality. The metrics which help choose the route 

are not only the number of needed hops along the route but also some other metrics 

like maximum delay and minimum data rate, as implemented in QAODV [62]. 

There are also other QoS frameworks, e.g. Stateless Wireless Ad Hoc Networks 

(SWAN) framework [63]. 
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Chapter 4. The Analysis of Original RT-WMP 

Protocol 

As mentioned in Section 3.2, the proposed scheme in our study is based on the 

idea of RT-WMP, which uses a priority based token-passing scheme. In this section, 

the original RT-WMP will be introduced first, followed by an analysis of its 

performance. A problem formulation will be given at the end of this section. 

4.1 The Introduction ofRT-WMP 

4.1.1 RT-WMP Overview 

RT-WMP protocol is a well known multi-hop transmission scheme proposed and 

implemented by Danilo Tardioli et.al [1] in 2007. It has been widely used in mobile 

robots control especially in robots visual signal transmission. There have been many 

studies based on the RT-WMP, which covered the areas of multi-cast communication 

[69], video transmission [70], and voice communication in underground environment 

[71 ]. 

4.1.2 Protocol Operation 

The RT-WMP protocol works in three phases: Priority Decision Phase (PDP), 

Authorization Transmission Phase (A TP), and Message Transmission Phase (MI'P). 

The function of each phase is briefly described as follows: 

• During the PDP, nodes reach a consensus over which of them holds the Most 
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Priority Message (MPM) among the network at that moment. 

• 	 In the ATP phase, an authorization to transmit is sent to the node which 

holds the highest priority message (MPM). 

• 	 Finally, in the MTP phase, the node which has the authorization to transmit 

will send the message to the destination node. 

The protocol detail ofPDP phase: 

In order to find out and reach the consensus over which node holds the highest 

priority message, a token travels through all of the nodes in the network, in order to 

compare the message priority level of each node during the PDP phase. The node 

which initiates the PDP state that the highest priority message in its own queue is the 

MPM in the whole network and store this information in the token. Then it sends the 

token to another node, which checks the messages in its own queue. After the 

comparing, if the node fields that it holds a message with a higher priority level than 

the one carried by the token, it modifies the token data and continues the phase. The 

last node to receive the token, which knows which node in the network holds the 

MPM will close the PDP phase and initiates the ATP. 

The protocol operation detail ofATP: 

In the ATP phase, the node which initiates the PDP phase will calculate a path to 

the MPM holder using the topology information shared amongst the members of the 

network, and the routing algorithm is based on the Dijsktra's routing algorithm. The 

node which initiates the PDP will send an authorization message to the first node in 

the path, and the first node which selected by the routing algorithm will route this 
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message to the second node in the path and so on, until the authorization reaches the 

MPM holder. 

The protocol operation detail ofMTP: 

After the ATP procedure, the MPM holding node get the authorization message, 

and the MTP phase begins. MTP phase is quite similar to the proceeding one. The 

node that has received the authorization calculates the path to reach the destination, 

and sends the message to the first node ofthe path. The message follows the path and 

eventually reaches its destination. Phases repeat one after another. That is, when the 

MTP finishes, the node destination of the message initiates a new PDP and so on. 

When none of the nodes have a message to transmit, the authorization and message 

transmission phases are omitted, and the priority arbitration phase repeats 

continuously. 

4.1.3 The link Quality Matrix 

In order to describe the topology of the network in PDP phase, the original 

RT -WMP defines an extension of the network connectivity graph (as defined in [10]) 

adding nonnegative values on the edges of the graph. These values are calculated as 

functions of the radio signal between pairs of nodes and are indicators of link quality 

between them. These values are represented in a matrix called the Link Quality Matrix 

(LQM) , which has widely been used in ad hoc routing scheme [11][12][13]. The 

elements of which describe the link quality between nodes (see Fig 4.l). 
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Fig 4.1 The situation description by the network graph and the corresponding LQM II] 

Each column describes the links of a node with its neighbors. For example, from 

the LQM metrics, we know that the link quality value between Node PI and P2 is 88. 

N odes use this matrix to select which node to pass the token to and to take decisions 

on the best path to route a message from a source to a destination. All the nodes have 

a local copy of the LQM that is updated each time a frame is received. Besides, every 

node is responsible for updating its column of the LQM (both in the local copy and 

the shared copy) to inform the other nodes about local topology changes. 

4.1.4 Error Handling in RT-WMP 

RT-WMP has a set of error recovery mechanisms that can recover from errors 

such as transmission error and token duplication. The implicit acknowledge technique 

used, for example, dispenses with the necessity of monitor nodes to control the loss of 

the token. More details can be found in [1]. 

4.2 The Analysis of Original RT-WMP 

From Section 4.1 we see that RT-WMP consists oftwo main procedures: 
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1) Most priority message selection by token passing scheme; and 

2) Routing procedure for important data (e.g, authorization messages or MPM 

messages); 

In the data routing procedure, a shortest path routing scheme - Dijsktra's routing 

scheme is used in order to optimise the transmission delay aspect of QoS matrix. 

Dijsktra's routing scheme is a subset of the Link State Routing (LSR) protocol. In this 

protocol, the LQM matrix is held by each node and the token in order to help them to 

decide the most optimal routing path of data transmission. However, this routing 

method lacks of any energy saving mechanism, and thus restricts the application 

range in multi-hop networks (e.g, wireless sensor network). So what we do in this 

MSc research project is to develop a enhanced routing scheme in order to optimise the 

QoS performance, and on the other hand saving the energy by reducing power 

consumption in the data transmission procedure. 

We put our focus on the AODV routing scheme which is a well known routing 

protocol widely used in ad hoc network area. 

Karoly [64] has compared the QoS performance between Link State routing 

scheme and the well known AODV routing scheme. 

The result has been illustrated in Fig 4.2. From this diagram, we learn that 

AODV shows a lower average latency of 125 ms. LSR protocol has much higher 

latency values. When comparing jitter, the reactive protocol AODV provide a lower 

delay jitter around 300 ms while the proactive protocol LSR suffers from higher jitter 

values of 400 ms, respectively. 
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Finally, the data loss rate about these protocols has been compared, as shown in 

Fig 4.3 The reactive protocol AODV shows a lower loss rate of 7 %, and the proactive 

protocol LSR has a loss rate of 13%, respectively, which is significantly higher than 

in case of the reactive protocol. The lower loss rate for the proactive protocol might 

be achieved by increasing the rate of periodic route advertisements to propagate link 

changes faster. Reactive protocols send more routing messages in case of broken links 

to discover a new route. 

With regard to latency and jitter, AODV showed a better average performance 

while dijsktra's scheme produced much higher values in the range of some hundred 

milliseconds. 

From above analysis, our research has been formulated as follows: 

• 	 Replacing the Dijsktra's algorithm by AODV scheme, and adding an energy 

aware mechanism in the routing procedure, in order to achieve a better QoS 

performance with more saving ofenergy. 

• Implementing direct data transmission between the source node and the 
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destination node without a controller node, replacing the LQM matrix by a novel 

"routing path discover" method. In the original RT-WMP, the data transmission 

between the node which hold the MPM message and destination node is 

controlled by a third controller node which initiates the PDP phase. 
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Chapter 5. The Priority Based Wireless 

Multi-hop Scheme 

5.1 Protocol Operations 

In this section and the following chapter (Chapter 6), we will develop a modified 

priority based wireless multi-hop scheme based on original RT-WMP protocol. The 

main contributions of in this proposed scheme are listed below: 

1) 	 Replacing the three nodes interaction by direct transmission between two 

communication nodes. In the original RT-WMP protocol, there is an initiator 

to initiate the PDP procedure in order to find the MPM message and then 

control the follow-up transmission process from the MPM holder to the 

destination node. In our proposed scheme, a source node can directly collect 

the most priority message on demand from the other nodes in the network 

without the "controller", as shown in Fig 5.1 

--PDP 

-- -.-.- ATI' 

------- ~Tf' 

·----Link 

Fig S.l The network structure of proposed scheme [1] 
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2) Proposing an AODV based energy saving routing scheme (as detailed in 

Chapter 6) which replaces the Dijsktra's routing scheme in order to make a 

preferring QoS guarantee. 

5.1.1 Frame Definition 

Before we introduce the details of various phases, we will first introduce 3 types 

of frames defined in the scheme: token, message and authorization. 

Res I Serial I Type I Src Max.Jlri IMaxJlrUd I Age Lack 1 natatJ 
Token Header Token 

(a) The token frame 

Type Src Dst len Data·1~poomY I ;1 
Message Header Message 

(b) The message frame 

Authorization·1· 
(c) The authorization frame 


Fig 5.2 Frames description of the protocol. 


Fig 5.2 presents the frames which are exchanged amongst the nodes. The token 
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frame (as shown in (a) of Fig 5.2) has a Token Header and a Token format. In the 

Token Header field, the first byte (res) is reserved for communication between the 

network interface card (NIC) driver and the protocol process. The Serial field contains 

the serial number of the frame, which is useful for the error recovery mechanism (The 

detail of the error recovery mechanism see the section 5.3). The Type field identifies 

the type of the frame (i.e., identifying the token, authorization, message and drop). 

The Src and Dst fields contain information about the source and the destination of the 

frame. In fact, in the proposed scheme, nodes are identified through a natural number 

between 0 and n-l called IP address where n being the fixed number of the nodes in 

the network. When a node needs to send a frame (of any type), it fills the Src/aut_ src 

(in a token, message or authorization frame) and Dstlaut_dst (in a message or 

authorization frame) fields of the frame with its IP address and the IP address of the 

destination node, and then broadcasts the frame. Since the radio channel is shared, all 

the neighbors of the sender hear the frame but only the destination processes it. The 

token frame adds the Max---.pri and Maxyrijd fields that carry the MPM priority 

level and the MPM holder IP address. The Age field is used to find the oldest message 

amongst messages with the same priority level. The Lack field is used for belated 

acknowledgement of the sender (see Section 5.2). Finally, the nstat field is an array of 

n bytes. The value nstat[i] represents the status of the P, node which can be either 

unreached, reached, lost or searched. The authorization frame adds the aut_dst and 

aut _src fields which carry the address as of the destination node and the source of the 

authorization to the common header. The message header holds the IP address of the 
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source and of the messages destination. The priority and len fields hold the priority 

and the length of the data carried by the frame as well. The field data contains the 

payload of the frame, which can have a length between 0 and MTU bytes. 

5.2 Phases of The Protocol 

The discussion in this subsection is under the assumption that: 


1) The network is fully connected. 


2) In 5.2, we presuppose that the communication among the nodes is error free. 


3) As the same to [I], the system architecture considered in this thesis consists of a 


setS of n mobile nodes S = {PO ....Pn-l} which can communicate over a wireless link. 


All the nodes use a single shared radio channel to exchange messages. We call the 


subset of nodes that can hear the transmission of the neighbors of node ~ . Each node 

has two priority queues: one for transmission and the other for reception. Each 

message exchanged between nodes is identified by a priority level in the range of 

0-127, where 127 is the highest priority value. Messages with the same priority are 

stored in FIFO order. When an application needs to transmit a message to another 

node, it puts the message into the transmission queue. The proposed scheme process 

takes the message from that queue and transmits it through the network to the 

destination node. The latter pushes the message into the reception queue and the 

destination application can finally pop the message from that queue. 
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5.2.1 Priority Decision Phase (PDP) 

The first phase of the scheme is the priority decision phase. When there is a node 

initiates this phase, for example when the node ~ initiates the PDP phase, It will 

initiate a traffic between itself and the Most Priority Message (MPM) holder. 

First of all, it will generate a token with a nstat[i] field in its frame. When the 

token was generated, it will sets the nstat[iJ to unreached. For all i, under 

Vi < [0, n -1] : i * k . The value nstat[kJ will be set instead to reached. These mean 

that in the current PDP, none of the nodes have been reached by the token except the 

nodePk • 

Secondly, the token will check the priority level of highest priority message in its 

transmission queue and sets the Maxyri and Maxyri_id fields with this highest 

priority message value and its ID address respectively. The Age field is filled with the 

value for the maximum amount of time this message can wait in the queue. This way, 

thePknode is selected as the MPM holder. Then, it analysees the Received Signal 

Strength indicator (RSS1) which is provided by the 802.11 protocol (In order to obtain 

the RSSI, the physical sub-layer measures the energy observed at the antenna being 

used to receive the current frame. Normally, 802.11 device provides this value to the 

device driver) [60], in order to know which node Pbl shares the best link quality with 

the node It. (Pbl is the node which holds the best link quality with the It.) After the 

selection of the receiving node, the Pk node will send the token to it. When Pbl 

receives the token, it sets the nstat[blJ to reached, It subsequently increases the value 

of the age field of the token and compares it with the priority level of the highest 
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priority message in its own queue. If it holds a higher priority message, it modifies the 

Maxyri and Maxyri_id fields. If it holds a message with the same priority, however, 

it checks the Age field of the token, and updates the token as well. Subsequently, it 

chooses the node with which it shares the best link quality amongst the set of nodes 

not yet reached, and sends the token to it. The process is repeated until all the nodes 

have been reached by the token (i.e. nstat{iJ=reached). The last node to receive the 

token knows the MPM holder's identity (which is contained in the Maxyri_id field) 

and is responsible for sending it the authorization. The node ends the PDP and 

initiates the Authorization Transmission Phase (ATP). 

5.2.2 Authorization Transmission Phase (ATP): 

First of all, the node (which proposed destination node) that starts the ATP 

calculates a path to reach the destination node. To do this, it applies an energy 

efficient routing protocol (which will be introduced in Chapter 5) to return a path to 

the destination as a set of nodes denotes as P ={Ppj ••••••Ppm }. Then the node creates an 

authorization, fills the aut_dest and aut_src fields with the MPM holder address and 

its own address respectively, and sends the authorization to the first node of the path. 

When Pp1 receives the authorization, it looks at the aut_dest field. If this filed 

contains its address, it ends the ATP and initiates the Message Transmission Phase 

(MTP). Otherwise, it passes the authorization to the next node on the route path, 

which in our study isPp2 ' The node repeats the process just explained, routing the 

message to the next member of the path, leaving the aut_dest field unchanged. 
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5.2.3 Message Transmission Phase (MTP): 

When the MPM holder receives the authorization to transmit, it takes the highest 

priority message out from its transmission queue, creates a new message frame and 

places the data into the message field. It fills the src and dest fields with its address 

and with the destination address, and calculates the path to the destination, just like 

the procedure in the ATP. Then it fills the priority and len field with the message 

priority and data length, and sends it to the first node of the selected path. When the 

node in the routing path receives the message, it checks msg_ dest field. If it contains 

its address (i.e. if it is the destination node) it stores the message into the reception 

queue, and starts a new PDP. Otherwise, it repeats the computation of the path and 

repeats the process just explained, routing the message to the next member ofthe path 

with the msg_dest field left unchanged. An explicit acknowledgement is not included ,
• 

because it would create too much overhead. However, if the message reaches the 

• destination node, the destine node introduces its IP address in the lack field of the new 

•• 
token before initiating the new PDP. During this PDP, the token will reach the sender 

of the previous message, who can check if the message has been delivered or not by 

i,• looking at the Lack field. 

•, 5.3 Error Handling Mechanism 
~ 
I 

I 
I When the token travels through the network, the error may occur because of the 

node failure, token loss and token duplication. In the following subsections, we will 

discuss these error situations and the error handling mechanisms. 
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5.3.1 Node Failures and Token loss 

While the token traveling between two nodes, the receiving node may be in a 

failure, in this case, the receiving node will fail to receive the token. 

To handle this problem, CTS message is used to acknowledge the sender node. 

It is request for transmission RTS to transmit when the sender wishes to pass the 

token to the receiving node, it will send a RTS (Ready to Send) message to the 

receiving node. The receiving node will reply with a CTS (Clear to Send) message in 

order to acknowledge the sender after it received the RTS successfully. When the 

sender receives the CTS, it will send the token to the receiving node. On the other 

hand, if the sender did not hear the CTS message within certain time limit, specified 

by: timJim, it will re-transmit the RTS message, If at this time sender also did not 

hear the CTS within tim_lim either, the sender will give up to send the token to this 

proposed node. 

5.3.2 Token Duplication 

There also has a situation in which the receiving node received the token 

successful and sent an ACK message to the sender, but the sender did not hear the 

ACK within tim_lim (i.e. the ACK being lost on its way to the sender and receiving 

node), and the sender will re-transmit the token to the receiving node. On the other 

words, there will be two tokens in the network at that moment. In order to handle this 

problem we introduce the serial field in the token. Before each transmission of the 

token, the sender increments this value, save it locally, and then transmit the token. 
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However, when a node receives a token with its serial number no larger than the 

highest serial that has been transmitted, it discards the token and informs the sender 

by sending a drop frame to it. 
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I 


I 
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Chapter 6. An Energy Efficient Routing 

Scheme 

In order to route the authorization and high priority messages in the ATP and 

MTP phases, a shortest path routing scheme is needed in the proposed protocol. As we 

have mentioned above, minimizing the energy consumption is a key research topic in 

the area of ad-hoc networking because of the limitation of battery supply in mobile 

devices. In the original RT-WMP protocol, the data routing in the ATP and MTP 

phases is based on the Dijsktra's routing scheme. However, this scheme has not get 

any energy-saving mechanism, and this shortcoming limits its application in wireless 

networks especially in mobile ad-hoc networks. This project aims to find a proper 

method to route the data from source node to destination in an energy efficient 

• 
 manner. 


In this chapter, we propose an energy efficient algorithm which is implementable 

under current well-known routing protocol AODV [12]. This energy efficient 

t 
, 
••I 

extension is a metric based algorithm, which, introduced in Chapter 2 and inspirited 

from the work of [43][66], integrates the runtime battery capacity and the estimated 

real propagation power loss, obtained from the sensing the received signal power. SoI 
I it independent of location infonnation and terrain-based, permitting power loss by 

•
, terrain profiles such as large building blocks. Optimised cost functions are derived to 

combine the available information into one routing metric, which is optimised into 
I 

two ways: Local optimization among neighbors and global optimization betweenI 
I 
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end-to-end nodes. 

6.1 Energy Consumption Model for Routing Algorithm 


Routing path selection based on the shortest path is usually not energy efficiency 

concerned. (i.e. Dijsktra's routing scheme which is used in RT-WMP.) When we add 

an energy saving mechanism in the original RT-WMP's routing scheme, there has 

different metrics are considered and an appropriate weight is assigned to each link. 

Between two end to end nodes, there usually exists more than one route can be 

selected. For a given set of potential relay nodes, there will be relatively 

energy-optimal routes that can achieve the least cost based on the nodes' battery 

capacity and propagation loss of links. Fig 6.1 shows a simple multi-hop network, 

with the relay nodes set K between the source and destination nodes. We can find an 

energy efficient route A ~B ~C. 
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In the routing path selection, links with less propagation power loss and nodes 

with higher residual battery capacity are preferred. Thus the problem is simplified to 

minimize the power consumed during transmission and maximize the battery capacity 

of the next node to be used. The solution from [67] is to minimizes: 

p(i) 
iEK 	 (1)

g(i) 

for the local (immediate next hop) optimization. 

I P(?and iER 	 (2) 
ieK gel) 

for the global (all end-to-end hops) optimization. 

We define the g(i) the residual battery capacity of the lh node, and p(i) as the 

power cost per packet from node i-I to node i ( Joules per second per packet). Thus 

selecting the optimal routing path implies the selection of the link which has the 

. . p(i) " p(i)mInImUm -- or L.,-- . 
g(i) ieK g(i) 

The residual battery capacity is the amount of remaining energy in the battery 

while the transmitter is consuming the power. It is assumed that each node can read its 

own residual battery capacity. The immediate next hop optimization can also be 

expressed as [67]: 

p(~) =[P'oss (i -1, i) + Prx (i) + pJi)]Of(i) 	 (3) 
gel) 

Where we define I(i) =_1_, and P., (i -1, i) represents the sum of the power loss 
g(i) oss 

of the link between node i-I and i ; the PYX (i) represents the power cost to receive the 

packet at the ith node; and PeU) represents the power cost for routing message 	to 
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maintain this connection. 

Because the minimum threshold of receiving power of the receiver is constant 

for all receivers, the Prx (i) can be express as a constant number demoted as Prx' 

Besides that, since the routing message for route discovery and maintenance is the 

same for all nodes for on demand routing protocols, we can also consider Pc (i) as a 

constant number Pc' Hence, both control and data packets are considered to consume 

energy according to their packets size. So the above (3) can be re-writen as: 

p(~) = fU)DPloss (i -1, i) + (Prx + Pc)Df(i) 	 (4)
gel) 

This algorithm is independent of location information. The value of propagation loss 

is obtained by calculating the difference between transmitting power and receiving 

power, which is determined by exchanging local routing control message, such as 

HELLO message in AODY. 

From the above introduction, we see that in order to get a minimum value of 

:~~; , we only need to know the values of 110ss (i -1, i) and f(i). With these two 

values, we can calculate the value of 	p(i) using the expression (4). 

g(i) 


This algorithm can optimise either locally for each hop or globally for end-to-end 

route between a source-destination pair. Similarly, for global optimization, summing 

function (4) along multi-hop routes can be expressed as: 

L pC? = I Ploss (i -1, i)Df(i) + (Prx +Pc)Of(i) 	 (5) 
ieK gel) ieK 

For the global optimization, the data source will know through the global cost 
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function (5) the summation of the costs for all possible routes and can then decide 

which route to choose. While for local optimization, each intermediate node will 

choose locally a different next hop to forward data for energy efficiency from the 

local cost function (4). The goal of global optimization is to achieve less transmission 

delay by routing data with fewer hops. Thus, a preferred routing path can be selected 

from local optimization result and global optimization result. The local optimization 

procedure is to detennine which path is more energy efficient; and the global 

optimization procedure is to determine which path offers better timely delivery. 

6.2 AODV Routing Protocol 

6.2.1 Protocol Overview 

Ad hoc On Demand Distance Vector (AODV) [12] is a source initiated, reactive 

protocol. It discovers and maintains routes only if and when necessary. Route 

discovery works as follows: 

When the source requires a path to a particular destination, it broadcasts a route 

request (RREQ) packet in the ad hoc network. Nodes receiving RREQ record a 

reverse route back towards the source, using the node from which the RREQ was 

received as the next-hop, and then re-broadcasts the RREQ. If the same RREQ is 

received more than once (via different routes), it is ignored. This way the RREQ 

packets are flooded to every node in the connected part of the network. 

When the RREQ packet reaches the destination, it sends a route reply (RREP) 

packet back to the source, using the reverse route. If an intermediate node has an 
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up-to-date route to the destination, a special message called gratuitous route reply 

(G-RREP) is uni-cast to the destination, notifying it that the source has route request 

and then a bi-direction route is formed. By then, both the data source and destination 

have routes to each other, and all the intermediate nodes have routes to the source and 

destination. As the RREP packet follows the path back to the source, the 

corresponding forward route is created at each intermediate node towards the 

destination [see Figure 6.2' (a) & (b)]. Once the RREP packet reaches the source, data 

traffic can now flow along this forward route. In the AODV, source node will choose 

the shortest path ifthere are multi-routes discovered (with several routes replies). 
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Fig 6.2 Reverse and forward route formation in AODV 

To prevent routing loops, AODV maintains a sequence number on each node. 

Any routing information transmitted on routing packets or maintained on a node 	is 
59 

------------------..111 




tagged with the last known sequence number for the destination of the route. AODV 

protocol guarantees the invariant that the destination sequence numbers in the routing 

table entries on the nodes along a valid route are always monotonically increasing. 

Other than preventing loops, sequence numbers also ensure freshness of routes. Given 

a choice of multiple routes, the one with a newer sequence number is always chosen. 

An important feature of AODV is maintenance oftimer based states in each node, 

regarding utilization of individual routes. A route is "expired" if not used recently. A 

set of predecessor nodes is maintained for each routing table entry, indicating a set of 

neighboring nodes that use that entry to route data packets. These nodes are notified 

with route error (RERR) packets when the next hop link breaks. Each predecessor 

node, in tum, forwards the RERR to its own set of predecessors, thus effectively 

erasing all routes using the broken link. This RERR is thus propagated to each source 

routing traffic through the failed link, causing the route discovery process to be 

reinitiated if routes are still needed. 

6.2.2 Message Format of AODV 

In this sub-section, we will introduce the "HELLO" message format of AODV 

(RREQ and RREP) as used in this study. Other message formats can be found in [12]. 

Route Request (RREQJ Message Format 

As shown in Figure 6.3, in this format, a 32-bit value is separated into three parts, 

and every part has lO-bits: 

J: Join flag; reserved for multicast. 
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R: Repair flag; reserved for multicast. 

G: Gratuitous RREP flag; indicates whether a gratuitous RREP should be uni-cast 


to the node specified in the Destination IP Address field. 


D: Destination only flag; indicates only the destination may respond to this 


RREQ. 


U: Unknown sequence number; indicates the destination. 


Reserved: Sent as 0; ignored on reception. 


Hop Count: The number of hops from the Originator IP Address to the node 


handling the request. 


RREQ ID: A sequence number uniquely identifying the particular RREQ when 


taken in conjunction with the source node's IP address. 


Destination IP Address: The IP address of the destination for which a route is 


desired. 


Destination Sequence Number: The latest sequence number received in the past 


by the originator for any route towards the destination. 


Source node IP Address: The IP address ofthe node which originated the Route 


Request. 


Originator Sequence Number: The current sequence number to be used in the 


route entry pointing towards the originator of the route request. 
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o 1 2 3 

o 123 456 789 0 1 2 3 4 5 6 7 8 9 0 1 2 3 456 7 890 1 
t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t 

Type IJIRIGIDIU I Reserved Hop Count 
t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-+ 

RREQID 
t-t-t-t-t-t-t-t-t-t-t-t-+-t-t-+-t-t-t-t-+-t-t-t-t-t-t-+-t-+-+-t-+ 

Destination IP Address 
+-t-t-t-t-t-t-t-t-t-t-t-+-+-t-+-+-t-t-+-t-t-t-t-t-t-t-t-t-t-t-t-+ 

Destination Sequence Number 
+-+-+-t-t-t-t-t-t-t-t-t-+-t-t-t-t-t-+-t-t-t-t-t-t-t-t-+-t-t-+-t-+ 

Source node IP Address 
t-+-t-t-t-t-t-t-t-t-t-t-+-t-t-+-t-t-t-t-t-t-t-t-t-t-+-t-+-t-+-t-t 

Source node Sequence Number 
t-+-+-+-t-t-t-t-t-t-t-t-+-t-t-t-+-t-t-t-t-t-t-t-t-t-t-t-+-t-+-t-t 

Fig 6.3 HELLO RREQ message format 

Route Reply (RREP) Message Format: 

As shown in Figure 6.4, in this format, a 32-bit value is separated into three parts. 

The main functional fields are defined as follows: 

R: Repair flag; used for multicast. 


A: Acknowledgment required. 


Reserved: Sent as 0; ignored on reception. 


Prefix Size: If nonzero, the 5-bit Prefix Size specifies that the indicated next hop 


may be used for any nodes with the same routing prefix (as defined by the Prefix 


Size) as the requested destination. 


Lifetime: The time in milliseconds for which nodes receiving the RREP consider 


the route to be valid. 


Other parts ofthe message header format are the same as RREQ. 
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o 1 2 3 
012 3 4 5 6 7 890 1 234 5 6 7 8 9 0 1 2 345 6 7 8 9 0 1 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

I Type IR IA I Reserved IPrefix Sz I Hop Count 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

I Destination IP address 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
I Destination Sequence Number 
+-+-+-+-+-+-+-+-+-+-t-t-+-+-+-t-+-+-+-+-+-t-+-+-t-+-+-+-+-t-+-+-+ 

I Source node IP address 
+-+-+-+-t-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+_+_+_+_+_+_+_+_+-+-+-t-+-+ 

I Lifetime 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-t-+-+-+-t-t-+-+-+-+-+-t-+-t-+-+-+-+ 

Fig 6.4 HELLO RREP message format 

We have discussed the AODV routing protocol and its HELLO message format 

definition on above, and we will introduce an energy efficient routing scheme which based on 

the AODV routing protocol. 

6.3 Energy-Aware Routing Scheme Based on AODV 

In order to find an energy efficient routing path from the source node to the 

destination node, an "energy recording" field is added in RREQ message and "an 

energy losing" field is adding in RREP message. We also assume that each mobile 

device has the capability of reading the energy related fields. From these information, 

we can calculate the energy loss through the message broadcasting between two 

nodes. 

1) MOdified HELLO Message: 

HELLO message is broadcast only to neighbors one hop to maintain updated 

local connections. Energy information is embedded in it so that neighbor nodes can 

I 
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have updated knowledge of the energy conditions of each other. To guarantee 

bi-directional links, the RREQ message is used as the HELLO message, and neighbor 

nodes receiving it will reply with a RREP to acknowledge this link. 

The following slight modifications to the AODV specification [12] are made in 

this study: 

a) HELLO RREQformat: 

A "Source Battery Function Value f(s)" was added in the HELLO RREQ 

header format. As shown in Fig 6.5, this value is a 32-bit long value, and is 

calculated from the current residual battery capacity. The message length and all 

other fields are kept unchanged. 

o 1 2 3 

o 1 2 3 456 7 8 9 0 1 234 5 6 7 8 9 0 123 456 7 8 901 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Type IJIRIGIOIU I Reserved Hop Count 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-t-+-+-+-+-+-+-+-+-+ 

RREQ 10 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Destination 1P Address 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Destination Sequence Number 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Source node IP Address 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Source node Sequence Number 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Source Battery Function Value Irs) 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Fig 6.S Enhanced HELLO message format 
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b) HELLO RREPformat: 

A "Power Loss Level" was added in the HELLO RREP format. As shown in 

Fig. 6.6, this 32-bit long field is used to show the power lost for a specific link. 

The node that receives HELLO RREQ obtains the source battery function value 

I(s} and can also obtain the received signal power from the radio receiver. The 

power loss can be calculated by subtracting the received signal power from the 

transmission power as follows: 

PlossCi -l,i) =PtxU -1) - Prsp(i) PlossCi -l,i) =: Pa(i -1)- Prsp(i); 

Where the value Ptx(i -1) is the transmission power of node i-J and value Prsp (i) 

is the receiving RREQ signal power in node i. 

The local optimization value will be calculated from the cost function based 

on the information ofPloss(i -l,i) andf(s}, and calculate the value: 

Cost (i-J-+i) = p(i) 
g(i) 

Which from the function (4), and added the result value to the local cost table. 

Then a RREP with energy information is uni-cast to the HELLO source which can 

then calculate the power loss and construct a new entry in its local cost table (as 

shown in Table 1). This way, each node will have a local costtable with the cost 

to its neighbors. 

Table 1 Local Cost tables constructed by HELLO message 

Node A B C D 

Local Cost(A-B) Cost(B-A) Cost(C-B) Cost(D-C) 

cost table Cost(B-C) Cost(C-D) 
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From Table 1 we can see that each node holds two local cost values (except the 

source node A and destination node D). For example, Node B holds the local cost 

value for transmission of the RREQ message from node A to node B [Cost (B-A)] 

and the local cost value for transmission of the RREP message from node C to node B 

[Cost (B-C)]. 

o 1 2 3 
o 1 234 5 6 7 8 9 0 1 2 3 4 5 6 7 890 1 234 5 6 7 8 901 

t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t 

Type IR IA I Reserved IPrefix Sz I Hop Count 
t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t 

Destination IP address 
t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t 

Destination Sequence Number 
t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-+-t 

Source node IP address 
+-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-t-+-t-t-t-t-t-t-t-t-+-t-t-t-t 

Lifetime 
t-+-t-t-+-+-t-t-t-t-t-+-t-t-t-t-t-t-t-t-t-t-+-t-t-t-t-t-+-t-t-+-t 

Power Loss Level 
+-t-t-t-t-+-t-t-t-t-t-t-+-t-t-t-t-t-t-t-t-t-t-t-t-t-t-+-+-t-t-+-+ 

Fig 6.6 Enhanced RREP message format 

2) Modification ofRREQ/RREPfor Global (end-to-end) Optimization: 

Global cost information travels along the full path when a route is being setup, 

and the end-to-end cost can be calculated and updated hop-by-hop from the global 

cost function (5), carried by a new 32-bit cost field in RREQIRREP message. The 

backward global cost table is constructed during the route request, while the 

forward global cost table is formed during the route reply. Table 2 shows this 
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process with an example discussed below. 

As shown in Fig 6.3, we assume that there is a routing request from the node A 

to node D. Node A will initiates a RREQ message and broadcast it to the neighbor 

nodes. The neighbor nodes of node A will calculate an optimal routing path from 

node A to D. 

The source initializes a RREQ with the global cost zero, and the nodes 

receiving it will find in their local cost table, the local cost from themselves to the 

RREQ forwarder (indexed by IP address), and add this cost to the global cost in this 

RREQ. Then every time the RREQ is broadcast, each receiver will add the cost 

from itself to the previous forwarder to the global cost, called backward global cost 

formation (from relay nodes to the source). 

For example, as shown in Fig 6.3, a RREQ is traveled from node A to node D. 

Node A initiates the RREQ and it does not have any RREQ & G-RREP message to 

receive, so its global cost is O. Node B receives the RREQ from A and it calculates 

the local cost value of A to B: Cost(B-A). Its forwarder is just Node A, so there is 

just one value Cost(B-A) in the global table of node B. Node B also adds this value 

to the RREQ message as its global cost value. The RREQ message travels on to the 

node C. When the C receives the RREQ, it will calculate the local cost value ofB to 

C as well. Because Node B is the forwarder for Node C, and Node A is also a 

forwarder for Node B, the global cost value of node C and be calculated as: 

Cost(C-A) = Cost(C-B) + Cost(B-A); 

On completion of the calculation, Node C will add this value on its global cost table 
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and will also update the global cost value field in the RREQ message. 

Similarly, the global cost value of Node D from Node A can be calculated by 

adding the local cost value of C to D onto the global cost value of node C, as 

follows: 

Cost(D-A) = Cost(D-C) + Cost(C....A); 

When a RREP is generated by an intennediate node for this route discovery, 

the global cost is initialized to the cost from this node to the destination. Each node 

that receives this RREP will update the global cost field in the message by summing 

the value in this RREP with the local cost value from itself to the previous RREP 

forwarder. Then along the way the RREP is forwarded back to the source, all the 

relay nodes will update the global cost entry pointing to the destination in their 

global cost table, called forward global cost formation. 

If a G-RREP is uni-cast to the destination, the global cost field is initialized 

with the value in the RREQ (the cost of this node to the source). When G-RREP is 

relayed to the destination, each relay node will also update its global cost field by 

summing the value in this G-RREP with the local cost from this node to the 

G-RREP forwarder. So the relay node will have the global cost to the source. This 

is still part of the backward global cost formation. After the whole process, the 

source knows the cost to the destination and vice versa, and all the intermediate 

nodes know the cost to both the source and destination. Global cost is kept valid 

until the route is outdated. For the simple scenario of Fig 6.7, the local and the 

global optimization algorithms are described in table 1 and table 2 respectively. 

68 



((lSt. t""le "f II 


Local I k >0 


Gluhal ! ,I, )1J 
 c 

....A "
"Source " ..... 

" .... .... 
"

, C"sl !..ble "I' E 


B..,>A 

LnCR~ r- B,..>e 

(;1.:,11"1 I\- >11 

Fig 6.7 Route discovery mechanism in a four nodes system 

Table 2 Global cost table updated during route discovery 

RREQ&G-RREP Global 
Node Action 

Cost Table Cost Table 

A-S broadcast RREQ 0 0Backward A 

Global cost B B-C broadcast RREQ Cost (B-A) 0 

C-D Uni-cast G-RREP Cost(S- A)+Cost(C-S)
(D->A) C Cost(C-A) 

=Cost(C-A) 

Receiver G-RREP, update Cost(C- A)+Cost(D-C)
Table D Cost(D-A) 

glObal cost table (D->A) =Cost(D-A) 

Forward c C-B Unj.cast RREP Cost(C-D) Cost(C-+A) 

B-A Forward RREP Cost(C- D)+Cost(B-C) Cost(B-D)
Global cost B 

=Cost(S-D) 

Receiver RREP, update Cost(S- D)+Cost(A ~B) Cost(A-D)
(A->D) A 

global cost table (A->DJ =Cost(A-D) 

Table 

" 

B 

C0~1" tul,:c ol' D 

Local I o-->e 
Glullal IlJ->~ 

loe"l 
Co.)]) 

Dst 
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Chapter 7. Simulation and Analysis 

In this section, a simulation of an enhanced scheme proposed in this study will 

be discussed. OpNet Modeler has been used as the simulator in our study. The 

parameters which we simulated in this study are end to end delay and the dead time of 

nodes under our proposed scheme. The whole simulation will be held under the static 

nodes environment. That is, the mobility of the nodes will not be discussed in our 

study. 

The network architecture is modeled by the OpNet Modeler using the layering 

and modeling function. Each layer decomposes the complex system into three main 

sub-layer systems, and every sub-layer system carries out several mission functions. 

Each sub-layer system contains several models, and each model will do the smaller 

missions which contained in the mission ofthe network architecture. 

Network Model Layer: Node Model Layer and the Processing Model Layer are 

the three main layers ofOpNet Modeler modeling. 

The rest of this Chapter is organized as follows: In 7.1 we will introduce the 

Adaptive Low-battery Alert Mechanism. In 7.2 we will introduce the simulation 

environment modeling which contains the Network Model and Node model. In 7.3, 

the static network simulation which focuses on the nodes dead lifetime will be 

introduced. Finally, the end-to-end delay performance will be simulated. 

7.1 Adaptive Low-battery Alert Mechanism 

The existing on-demand routing protocols including AODV have a problem of 
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overusing existing routes. Once a valid route is setup, before it becomes outdated, the 

source will not bother to discover newer and more efficient routes although there may 

be better route available. The worst case is that under heavy load, if the network 

topology is not changing fast, the route discovered first will be overused and the 

nodes along this route will be drained out of energy rather quickly. To overcome this 

problem, we propose an adaptive low-battery alert mechanism has been used to 

enforce new route update when relay nodes are drained below certain low-battery 

alert level, for example, 50% or 40% of the new battery capacity. To avoid excessive 

link breakage, this low battery alert level is adjusted dynamically at an appropriate 

low level. The first node that reaches its alert level will initialize a special route error 

(RERR) message for route update. Every time the alert level is reached, this alert level 

will be decreased by a small amount, called alert adjustment step, which reflects the 

willingness of a node to relay a data packet. The alert level is decreased uniformly, for 

example, 1% or 5% of the new battery capacity (actually, only crude measures of 

residual battery are practical). If a new efficient route is discovered, the routing 

protocol will use the new route, else the old route is used until a newly adjusted alert 

level is reached. 

In the implementation with AODV, a special route error (RERR) message with 

local route repair function is generated when the alert level is reached, signaling that 

h th 'N' bit there are recoverable errors in the route. In AODV RERR message, w en e 

is set to '1', whoever receives this RERR will not delete the current route entry, and 

just disable it to wait for the repairing of this route. The source will try to find a newer 
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route if this RERR is received. Due to the new route update, there may be delay or 

even loss of data packets, and therefore a little decrease of the network throughput 

may happen. 

7.2 Simulation Environment Configurations 

In order to compare the simulation result of the proposed scheme with those of Ithe original RT-WMP protocol, we use the same set of simulation parameters 

configured for simulation of RT-WMP as [1]. That is, we will simulate our proposed 

scheme under the same simulation environment as RT-WMP. 

A. Network model 

All the simulations are based on 5 fixed nodes being placed into a network of 

1200x500m2 as shown in Fig 7.1 . In this network architecture, there contains a source 

node which needs to receive the priority packets from destination node, and node 

1~node 3 are all the relay nodes in this network. I 
SourCt.' 

e~t j nflt ion 

Fig 7.1 The network architecture of simulation 

B. Node model 

Each of the 5 nodes is uniquely identified by its user ID. In order to compare the 
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lifetime of the proposed routing scheme with Dijsktra's scheme, the source model 

generates packets according to an inter-arrival exponential distribution. This 

inter-arrival time can be chosen as a Constant bit rate (CBR), in our study, this value 

we chosen as 4K bits per 0.25-0.1 seconds. The low-battery adjusting step is set at 1 % 

of total power. 

The IEEES02.11 peer-to-peer (ad-hoc) mode at IMbps data rate is chosen for the 

MAC model, and the free space propagation model is used for the channel model. 

We use the same energy consumption model for the wireless interface as that 

adopted in [65]. In particular, we use the following typical values from the 

specification of the 2.40Hz DSSS Lucent IEEE 802.11 WaveLAN PC card [65]. 

Table 3 Energy related parameters of Lucent IEEE 802.11 WaveLAN PC card 

Voltage supply 5 Volt 

Transmitting 300mA 

Receiving 250mA 

From these values, given a packet length in bits, power consumption can be 

calculated. For instant, to transmit a packet of 4K bits including AODV header plus 

224-bits IEEE S02.11 MAC header [65], from these values the energy consumption 

can be calculated as: 

Energy Consumption == 5Vx300mAx( 4x 1 024+224)bits+ 106 bps=6.48 xlO-3J. 

When the Dijsktra's scheme is simulated, the energy consumption model for 

802.11 b [65] can be adopted. The total battery capacity is assumed as lmA • Hr. 
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7.3 Simulation results and analysis 

The first dead lifetime has been used as a metric for performance evaluate: First 

dead lifetime is defined as the time when the first node on the route to destination dies 

(drained out of battery). Since there is no network topology change, the transmission 

route will fail when there is a node on this route reaches its dead life time. 

We have simulated our proposed scheme and Dijsktra based routing scheme 

respectively using OpNet, and obtained the relationship between first dead lifetime 

improvement percentage value and Low-battery Alert Level value as shown in Fig 

7.2. 
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Fig 7.2 The lifetime improvement (Under packet generation interval 0.25 seconds). 
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Fig 7.2 shows the improvement of first-dead lifetime using our proposed scheme 

when compared with the Dijsktra's scheme, with different low battery alert levels, 

from 0% to 50%. From this figure we can see that when the low-battery alert 

mechanism is disabled (with its level set to 0%), our scheme show the same 

perfom1ance as the dijsktra's scheme, and as the Low-battery Alert Level value grows, 

the improvement percentage for the first-dead lifetime improvement keeps increased 

steadily (and sharply from 45% to 50%), this results shows that the low-battery alert 

mechanism may affect heavily in energy consumption of routing scheme. When the 

Low-battery alert value is set to 0%, there is no difference between our energy 

efficient AODV routing scheme and Dijsktra's routing scheme, because when the 

battery is exhausted in a routing path, there is no use to select the other one. When the 

Low-battery alert value is set to 50%, the increment between the energy efficient 

AODV routing scheme and Dijsktra's routing scheme reaches its maximum value. 

The second experiment we have done is to measure the delay suffered by 

messages according to their priorities when the data message are transmitted under the 

RT-WMP protocol and energy efficient RT-WMP scheme which we have proposed in 

Chapter 6. To do this, we performed the same experiment as the RT-WMP in [1], 

which is in a five node network (as the same in Fig 7.1), Saturated traffic was 

generated in all of the nodes. Each node had a transmission priority queue for 20 

messages and the messages generated had a random priority in a range between 0 and 

31. 
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Fig 7.3 	 The relationship between the message priority and transmission delay 

As shown in Fig 7.3, the blue points represent the delay suffered under original 

RT-WMP protocol and the red points represent the delay suffered under the energy 

efficient RT-WMP protocol. From this figure we can see that under these two 

protocols the lower priority messages may suffer longer delay. The most important is 

the energy saving mechanism did not show a significant impact on the real-time 

transmission a lot. It is mainly due to the facts that the Dijsktra's routing scheme is 

based on the idea of selecting a shortest transmission path and that the energy efficient 

RT-WMP is based on the minimum energy consumption path. However, a path with 

the minimum number of hops is selected as the minimum energy consumption path. 

So it is easy to understand why the proposed scheme did not affect the transmission 

delay a lot. 
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Chapter 8. Conclusions and Future Work 

8.1 Conclusions 

The aim of this research is to develop an AODV-based energy efficient routing 

scheme in order to improve RT-WMP by overcoming the protocol's energy costing 

problem. The original RT-WMP protocol is widely used in ad hoc real-time traffic 

area. However, it dose not have any energy saving mechanism to improve the 

network's lifetime. AODV is a well known routing protocol, and it has a better QoS 

performance than Dijsktra's routing scheme which was used in RT-WMP, but again 

this protocol dose not have any integrated energy-aware transmission mechanism. 

An enhanced AODV scheme is proposed in this study in order to transmit the 

data in an energy efficient way. The following contributions have been made in the 

proposed MSc research: 

• 	 An energy efficient routing scheme has been proposed, based on our evaluation 

and performance analysis of the original RT-WMP protocol. 

• 	 A error handling mechanism has been proposed in this study in order to handle 

the problem of token loss and data frame loss. 

• 	 A simulation aided evaluation of our proposed energy efficient RT-WMP protocol 

in comparison with the original RT-WMP protocol. 

8.2 Further work 

Although the proposed energy efficient RT-WMP has shown some better 
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performance than original RT-WMP, several extensions can be made for further 

improvement of the proposed solution. For example: 

• 	 Our proposed scheme is based on the static model. That is, we have not 

considered the mobility issue. Nowadays, mobile ad-hoc network has become a 

hot-spot research topic in wireless network area. Thus how to add a mobility 

model is part of our future work. 

• 	 In our study, we have only considered how to optimise energy consumption 

through appropriate routing the network layer. However, the MAC layer is also a 

critical layer which affects the energy consumption. Thus, how to develop an 

efficient, a cross layer method to optimise the energy consumption becomes 

another important topic area of our future studies. 
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