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ABSTRACT

This study has quantitatively explored the relationships between investment, the use
of technology and manufacturing performance in UK manufacturing industry from
1979 to 1995. The exploration of the relationships is based on the review and the
meta-analysis of manufacturing practice and performance relationships in the past
along with the related theories and economic factors.

The review of the operational management theory and the economic factors, which
may influence manufacturing performance and practice relationship, helps to establish
the wide context for this research and also contributes to the identified gaps. The
meta-analysis of the relationships between practice and performance in the published
studies has also contributed to the identified gaps in this research area. After the
consideration of the discovered gaps and the availability of the database, the
relationship between investment, the use of technology and manufacturing
performance has been explored in this research.

In order to quantitatively evaluate the relationships between investment, the use of
technology, their interaction and manufacturing performance, econometric modelling
techniques have been used as methodological approaches. Two types of methods have
been developed based on the review of the econometric techniques used in the past
and the exploration of relevant econometric literature.

The first method uses multiplicative interaction regression models combined with the
centralisation method and ordinary least square estimation technique to investigate the
relationship between investment, technology usage and their interaction and one
dimensional performance. The second method employs multiple-output models using
the maximum correlation estimation technique to investigate the relationships
between investment, technology usage and their interaction and two dimensional
performance measures. A UK manufacturing database including two time periods, the
1980s and the early 1990s, covering seventeen years has been used to test the
hypothesised relationships between investment in several forms, technology usage,
their interaction and financial performance.

The research discovers that it was difficult for investment to bring benefits for
performance improvement at the year of investment. The results support the
hypotheses that a long-term planned investment brought benefits for manufacturing
companies in the 1980s, however was not the case in the early 1990s. Technology
usage was very important for performance improvement in the 1980s but the benefits
brought by technology were diminishing as the mature stage of some key technologies
was reached in the early 1990s. The analysis of the data suggests that the economic
recession in the early 1990s was an important factor in explaining the phenomena and
other economic factors might play a role as well. Investment and technology did
interact with each other to contribute to performance improvement but it was not
always the case. The results of the multiple-outputs model support the hypothesis that
profitability and growth were two joint products of investment, the use of technology
and their interaction in the immediate year or two after investment. This research also
demonstrates the values of multiplicative interaction regression modelling and
multiple-outputs modelling for manufacturing relationship studies.
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Chapter |  Introduction

Chapter 1 Introduction

1.1 Introduction

Nowadays, manufacturing companies world wide face the need to improve their
performance in order to retain competitiveness. The urgency for UK
manufacturing industry has been affirmed from both public reports and academic
research. It has been recognised that some UK manufacturing sectors, such as the
automobile industry and clothing industry, have been gradually taken over either
in their production plants or their market shares by their foreign competitors. The
study by Kitson and Michie (1996) stated that UK manufacturing was in decline.
This was based on a comparison between the UK industrial performance and four

other major industrial countries.

Therefore, there is a need to pursue that which can bring benefits to manufacturing
companies’ performance improvement, especially for those based in the UK. This
can be conducted by exploring manufacturing practices and related factors,
internal or external to firms, to identify those that enhance manufacturing
companies’ performance. This leads to widely investigate the relationships
between manufacturing practice and performance using a UK manufacturing
database and theories behind it. Studying the relationships between practice and
performance not only draws attention to good practices but also takes into account
the effects of the practices on manufacturing performance. The literature in the
area of manufacturing practice and performance relationships reveals that, on the
one hand, there are insufficient studies on the manufacturing practice and
performance relationships, on the other hand, the studies which have explored the
relationships between practice and performance provide different and sometimes

contradictory findings.

Historical studies in this area can offer decision support by identifying the
existence of past practice-performance relationships within organisations, which

may be extrapolated to inform current decisions. Management decision making
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can be enhanced by basing it on either the experience or the information provided
by systematic studies in a similar situation in the past, or both. In order to improve
the quality of management decision making in the future, understanding the past is
necessary. This can be conducted through clarifying, investigating and examining
the relationships between practice and performance in the past so as to provide a
useful reference for today’s manufacturing companies (especially UK companies)

to improve their performance in the future.

In addition, the range of methodologies used in previous relationship studies is
perceived as weak, especially on the quantitative estimations of the sizes of
relationships. Substantially more rigorous conclusions can be generated if
improved methodologies can be developed or more choices of methods are
available for quantitatively studying manufacturing practice and performance
relationships. The source for developing the methodologies in this study is mainly
from the econometrics and multivariate analysis literature, although an
investigation of the methods used in previous studies also contribute to

methodology development.

In this chapter, the following aspects are covered:

1. The research aim and the objectives
2. The outline of the research methodology
3. The structure of the thesis

1.2 The Aim and the Objectives

The aim of this research is to develop suitable methods which can be used as a
means to test the hypothesised relationships between performance and practice in
order to provide the verified relationships to assist the UK manufacturing

companies to improve some aspects of their performance.

The objectives, established to ensure the achievement of the aim, are as follows:
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1. Reviewing the operational management theory related to the manufacturing
practice and performance relationships, economic factors which provide a wide
context on which the manufacturing relationships are based, manufacturing
practice factors, and firm performance measures and measurement systems

2. Clarifying the relationships between practice and performance in
manufacturing domain which have been studied in the past

3. Reviewing the methods that have been employed in the previous manufacturing
practice and performance relationship studies

4. Discovering the gaps in the relationship studies and establishing the hypotheses

5. Developing suitable method(s) to quantitatively study the manufacturing
relationships between practice and performance

6. Providing a reference on the hypothesised relationships to assist the UK

manufacturing companies’ performance improvement in certain respects.

1.3  The Outline of Research Methodology

The outline of this research along with the associations among its components can

be described by figure 1.
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The Operational Management and Economic Theory
and Published Empirical Studies

Literature Review

el ol

Theory & Practice Performance Studied Used Econometric &
Economic Factors Variables Relationships Methods Multivariate
Factors or Systems Techniques

Fl Meta-Analysis

Clarified
Relationships

A UK Company’s
Possible Relationships Database

v
l Suitable
I l Processes
Hypotheses

|

J
Tested Hypotheses

K|

!

Interpretation, Discussions and Conclusions

Figure 1.1  The Outline of the Context of this Research

The outline of this research illustrates the entire process of the methodology
employed in this research. The process includes eleven parts and each part is
coded using an alphabetical letter, which is from A to K. There are two main lines
carried on in parallel during the literature review before the hypotheses
constructed. The first line of the literature review includes four parts. One part is
the review of operational management and economic theory and economic or

external factors (A), which provides a wider context, in which the manufacturing
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performance and practice are grounded. One is the review of practice factors in
empirical studies (B). The third one is the review of performance variables and
performance measurement systems (C). The relationships studied in empirical
studies in the past are reviewed in the fourth part (D). Further to the fourth part,
the meta-analysis is applied to generate clarified relationships (F). The other line
is the review of the methods (E) that have been employed in these relationship
studies. The first line of the review generates the possible relationships (G), which
are desirable for further exploration. The second line of the review contributes to
the development of methods. However, it is not appropriate to develop suitable
methods until the hypotheses have been established and relevant econometric

models have been explored.

The characteristic of this research is to quantitatively evaluate the hypothesised
relationships using developed models. This requires an adequate size of sample in
both dimensions, cross-section and time series at least for some variables. A UK
longitudinal and cross-sectional manufacturing database was initially available for
ten years and is extended by this research into another seven years. This long

period database verifies the possibility of conducting this research.

Therefore, the hypotheses are constructed based on two constraints (I). One is the
possible relationships that form the gaps in the manufacturing relationships
studied so far and the other one is the availability of the variables in the database.
It is impossible to explore all the possible relationships proposed at the early stage
of this research in detail. After considering the availability of the database in hand,
the relationships between investment, the use of technology and manufacturing
performance are chosen for further exploration. Hence, the hypotheses of this

research are constructed based on these relationships.

Two types of models (single performance variable and multiple-performance
variables) are developed to test the hypotheses (H). Along with these models, the
related estimating techniques are also developed based on the review of the used

methods and the exploration of relevant econometrics and multivariate analysis
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techniques. Models and estimating techniques are combined to form the developed
methods. Consequently, the established hypotheses can be tested using the
database applied in the developed methods (J). The results generated inform not
only the specific relationships but also the development of the methods which can
be used for relationship studies in the domain of manufacturing practice and
performance relationship studies. The results of modelling is interpreted and

discussed in the light of the reviewed theories and economic factors (K).

Process A fulfils objective 1. Processes B, C, D and F satisfy objective 2. Process
E is used to complete objective 3. Objective 4 is completed by process G and 1.

Objectives 5 is gained by process H. Lastly, process J and K attain objective 6.

1.4 The Structure of the Thesis

In order to realise the research objectives and therefore achieve the aim, the eight
chapters have been arranged in this thesis. Figure 1.2 illustrates the contents of

these eight chapters and the basic relationships between them.
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1-Introduction

2-Literature review of economic
and operational management

theory and empirical studies v
related to the manufacturing 4-Review of the quantitative
practice and performance research methods
relationships

A
3-The meta-analysis of the
relationshins

!

5-Research issues and
methodological approaches

'

6-Developing methods and applying them

)

7-Results and interpretations

¥

8-Discussions and conclusions

Figure 1.2  The Illustration of the Basic Structure of the Thesis

Following this introduction for the whole research, a review of the operational
management and economic theory along with performance variables and
measurement systems, practice factors, and their relationships that have been
studied in the manufacturing field is conducted in chapter 2. Chapter 3 presents
meta-analysis methodology, which is used to clarify the different findings of the
relationships, and its application and the results of the meta-analysis on the
relationships between manufacturing practice and performance. In chapter 4, the
methods that have been employed to explore the sizes of the relationships between
manufacturing practice and performance are reviewed, with the support of basic

knowledge related to these methods. Chapter 5 exposes research issues and
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methodological approaches, which include presenting the gaps discovered in the
previous chapters, describing the sample, developing and establishing the
hypotheses, and providing methodological approaches which can be employed to
undertake the hypotheses. The two types of methods have been developed to test
the constructed hypotheses in chapter 6. Chapter 7 provides the results of the
modelling using developed methods and presents the findings and the
interpretations related to hypotheses in two sections — one for each developed
method. Discussions and conclusions for this research are drawn from the
findings, in the light of the reviewed theory and external/ economic factors’
influences in chapter 8. The structure of chapter 8 is arranged in line of the
research objectives with emphasis on the hypothesised relationships and the
developed methodologies for studying manufacturing practice and performance
relationships in future, and recommendations for further research are provided in

this chapter as well.
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Chapter 2 Literature Review

2.1 Introduction

This research focus on manufacturing practice and performance relationship
studies, which have been constructed into the aim and the objectives presented in
the introduction chapter. In the literature, there are no accepted definitions of
performance and practice because these two concepts depend very much upon the
area on which the research is based. In general, practice is viewed as a pattern of
management action and performance refers to the achievements of the
organisation or individuals. In this research, performance and practice are studied
in the manufacturing context. Hence they refer to achievements and management

actions in manufacturing companies and industry.

Performance measures employed in a company reflect the perspectives from
which the company perceives its outcomes. There is a rich vein of literature on
performance measurement issues and there are also some studies discovered on
best practices in the manufacturing context. It forms a foundation for
manufacturing practice and performance relationship studies. Compared with
performance measurement and best practice literature, the research on the
relationships between these two factors is less extensive. However, the literature
review up to 1995 discovered 45 manufacturing performance and practice
relationship studies (appendix 1). These studies employed diverse performance

variables and practice factors.

The first objective of this research is to review the operational theory related to
the manufacturing practice and performance relationships, economic factors,
manufacturing practices and firm performance measures and systems. Then, the
manufacturing practice and performance relationships can be clarified next,
identified at the second objective. The focus of the first objective is on the factors
influencing firm performance. In order to do so, theoretical works on practice
factors, whether they are internal or external to firms, and the economic and

environmental context of the firms, need to be reviewed first to obtain a whole
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picture and theoretical foundation for further studying their effects on firm

performance.

In order to conduct the second objective, it is necessary to review and classify the
performance variables and the practice factors that have been used in the
manufacturing practice and performance relationship studies. Besides the 45
studies, studies of either performance measurements or best practices issues have
also contributed to the construction of possible performance variables and practice
factors. It is impossible to cover all performance and practice variables researched

in the past. The variables used in these 45 studies are covered in this research.

Furthermore, performance variables, practice factors and their relationships in
published empirical research are reviewed and explored to draw out the substance

of this research.

Therefore, this chapter reviews the following aspects:

1. Theoretical work on factors influencing performance

2. Performance variables and measurement systems and approaches on
theoretical and empirical grounds

3. Practice factors generated from empirical studies

4. The relationships between manufacturing practice and performance

2.2 Theoretical Work on Factors Influencing Performance

In this section, factors influencing performance from different perspectives and
disciplines are reviewed and compared. After general review of these factors
studied from different perspectives, the focus of the section is on the economic
literature and operational management literature, which provides theoretical work

on factors influencing performance externally and internally.
External factors and economic performance at the national level (macro-economy)

and the British economy are large research domains which are outside the stated

scope of this research, constrained by the aim and the objectives identified in the

10



Chapter 2 Literature Review

introduction chapter. However, the understanding and awareness of these external
factors and the British economy during this time period help interpretation and
analysis of the relationships between manufacturing practices and firm

performance to gain a more objective and deeper perspective.

2.2.1 The Different Research Scopes and Perspectives between Economics

and Management Science on the Factors Impacting on Performance

The factors influencing manufacturing performance can be either internal or
external to a firm. Manufacturing practices at the firm level are internal factors to
a firm, such as lean production, new product development. These internal factors
are mostly controllable by the firm. In addition to these internal factors, there are
kinds of external factors that are also relevant to firm performance. These factors
are mostly uncontrollable by manufacturing firms and they may have direct or

indirect impact on firm performance.

External factors can be either at the manufacturing industry level, such as
industrial characteristics and market structure, or at the national level, such as
government policies, environmental and economic factors. Internal factors are at
the firm level. Understanding these external factors and their effects on
performance ensures a more sophisticated interpretation of the internal factors and
their effects on firm performance, which are the relationships between

manufacturing practices and firm performance, the focus of this study.

Economics

Economic/ v National Performance
External >
Influences Manufacturing Industry
or Factors e 2. or Sector Performance

L T .
Firm Practices » Firm Performance
(Internal « T (measured by internal
influences performance indicators)
or factors) Management

Figure 2.1  The Relationships between Internal and External Factors and

Performance at Three Levels

11
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Figure 2.1 provides a general picture of areas which are researched in economics
and management and the three levels of performance and practices related. In
economics, researchers focus their research primarily on industry or national
performance rather than firm performance, except, perhaps, for the economists
who study the resource-based theory, which is based on firms. Management
researchers focus their studies on best practices at the firm level and firm

performance measurement systems and also the relationships between them.

Few recent empirical studies have researched the direct influence of
economic/external factors on firm level performance, an exception being Hansen
and Wemerfelt (1989) which investigated industrial characteristics and its direct
effect on firm performance. Is the literature at this perspective missing, or simply,
do most of these external factors have to moderate other internal factors to

influence firm performance?

The effect of industry factors on inter-firm financial performance has been studied
by Powell (1996). He concluded that about 20 percent of inter-firm financial
performance variability is explained by industry factors, defined as industry
maturity, entry barriers, and competitive power. This research is based on a survey
of 166 USA companies. Therefore, its application may be limited. However, the
findings of this survey by Powell (1996) supported earlier findings based upon
empirical studies using Federal Trade Commission Line of Business data which
suggested that 17 to 20 percent of financial performance variance among firms
can be explained by industry membership (Schmalansee, 1985; Wernerfelt &
Montgomery, 1988 and Rumelt, 1991).

Thus more than 80 percent of variability will be explained by other factors.
Rumelt (1991) addressed this point and concluded that .. .stable business-unit

effects are six times more important than stable industry effect.” (pg. 168).

Figure 2.1 also indicates that individual firm performance in a manufacturing

sector or industry decides the sector or the industry performance. The

12
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performance of manufacturing industries contributes to national performance. In
addition, there are studies from marketing aspects which investigated non-industry
specific determinants of superior performance mostly measured by market share,

which are not described in figure 2.1.

At the firm level, the resource-based theory (Grant, 1998; Amit & Schoemaker,
1998 and Prahalad & Hamel, 1998) of the firm has redirected the focus of
explaining organisational performance away from environmental variables and to
company internal factors, their characteristics and the way in which they develop
over time. In a wider context, the manufacturing practices can be viewed as
resources, which, when integrated with financial resources, human resources and

other physical resources, contribute to firm performance.

Furthermore, there are other perspectives related to this issue. For example, a firm
performance can be achieved through the function of the balance between supply
and demand. If demand is greater than supply, this tends to lead to high
performance (Porter, 1998). This argument is based on the potential of the market
can stimulate the goods production leading to full capacity of manufacturing
resources and in turn to achieve high performance. In addition the unit value of
goods, which is frequently a factor in the performance assessment, is the highest

under these market conditions.

There are also arguments on what is more important to firm performance. Kay
(1993, pg. vi) stated that “Economists have studied the functioning of industry,
but their concerns were mostly with public policy, not business policy, and I was
sure that industrial success was founded on the behaviour of firms, not on the
decisions of governments. Sociologists had studied the functioning of
organisations, but only a few had matched the characteristics of the firm to the

economic environment that determined its competitive performance”.

An example of the latter is by Hansen and Wemerfelt (1989), who developed a

model that integrates economic perspectives and organisational perspectives in
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business policy literature. They argued that in the business policy literature there
were two major streams of research on the determinants of firm performance. One
is based primarily upon on economic tradition, emphasising the importance of
external market factors in determining firm success. The other line of research
builds on the behavioural and sociological paradigm and sees organisational

factors and their fit with the environment as the major determinants of success.

They stated that industrial organisation economics had proven extremely useful to
researchers of strategy content in providing a basic theoretical perspective on the
influence of market structure on firm strategy and performance. The major
determinants (economic factors) of firm-level profitability identified in their

research are:

(1) characteristics of the industry in which the firm competes (measured by
industry growth, concentration, capital intensity and advertising intensity);

(2) the firm’s position relative to its competitors (measured by relative market
share); and

(3) the quality or quantity of the firm’s resources (size of firm).

They used organisation structure, systems, and people for organisation factors.
The modelling results indicated that the organisational factors explained about
twice as much variance in firm profit rates as economic factors. They also
concluded that “‘good’ organisational practices help a firm select a good
economic environment, or obtain relative advantage through the creation of

intangible or invisible assets” (Hansen and Wernerfelt, 1989, pg 408).

14



Chapter 2 Literature Review

Firm Performance |4

*

: Intcrnal Envlroﬁment  —[Practice Factors at the Firm Level |4

+

Factors at the Industrial (sector) Level [~

*

Factors at the National Level

o Ex,ternal
“Environm

Figure 2.2  The Hierarchy of Relationships between Firm Performance

and Factors at Three Levels, Firm, Industry and Nation.

Figure 2.2 provides an illustration on the relationships of factors on firm
performance and the related environment. Internal factors are direct determinants
of a firm’s performance and external factors have to impact on internal factors to
eventually influence a firm’s performance (Kay, 1993). It cannot deny or neglect
the functions or impacts of external factors on firm performance. These external
(industrial or national) factors should be recognised to understand the firm
performance changes or the relationships between internal factors and firm

performance.

Therefore, figure 2.3 depicts possible internal practice factors and external or
economic factors, which have direct or indirect influences on firm performance

and the relationships between them.
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Figure 2.3 A Framework of Internal and External Environment of Firm

Performance.

This summary of the factors in figure 2.3 is based on theoretical work reviewed in
this area. The book edited by Healey (1996) from an economic point of view has
mainly contributed to the collection of the external factors, with contributions

from others (Stonier & Hague, 1972; Coombs, 1988 and Beardwell, 1996). The
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internal factors are mainly from operational management science (Slack et al,
1995, and Galloway, 1993) and the relevant journal articles reviewed. The
practice factors drawn from the published works in academic journals, which are

mostly empirically based, some with theoretical development, are reviewed in

greater detail in section 2.4.

Porter (1998) and Radder and Louw (1998) have identified external and internal
factors from slightly different perspectives, not specifically from a performance
improvement point of view. Porter (1998) identified external factors as industry
structure and positioning (product market competition) and internal ones as core
competencies, critical resources, which are crucial for companies to achieve
competitive advantages. Looking from strategic decision-making perspectives,
Radder and Louw (1998) identified the external factors as industry strength and
environment stability and internal factors as competitive advantage and financial
strength, using the Strategic Position and Action Evaluation (SPACE) Matrix
method.

Radder and Louw (1998) also further identified the elements in each factor. The
key elements which determine environmental stability include:

e technological change;

e rate of inflation;

o demand variability;

e price range of competing products;

e barriers to entry into the market;

e competitive pressure; and

e price elasticity of demand.

The elements determining industry strength include:
e growth and profit potential;

e financial stability;

e technological know-how;

e resource utilisation;
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e capital intensity;
e case of entry into the market; and

e productivity or capability utilisation.

Critical elements in competitive advantage are:
e market share;

e product quality;

e product life cycles; and

e product replacement cycles.

The elements influencing the financial strength include:
e return on investment;

e leverage;

o liquidity;

e capital required/available;

e case of exit from the market; and

e the risk involved in business.

The two external factors and their elements have been included in figure 2.3. The
elements of these two external factors are at a further detailed level. Most of the
internal factors and elements of the factors have been mentioned in figure 2.3.
Some specific elements listed above are not included in figure 2.3, such as product
replacement cycles and ease of exit from the market. It is because they may also
represent a dimension of a factor included (for example, the element of product

replacement cycles is one dimension of NPD).
They stated “that successful strategies are based on an understanding of the macro
environment, the industry and the organisation’s (in our case manufacturing firms)

internal environment” (Radder and Louw, 1998, pg. 549).

The next two sections further review and examine the external and internal factors

and theories behind these factors (the functions of the factors and relationships
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between them) in terms of performance improvement perspective.

2.2.2 External/Economic Factors Influencing Performance

The external factors depicted in figure 2.3 can be classified into three groups, the
factors related to industry or at the industrial level, the factors related to
government policies and essential economics, and the factors relevant to economic
status of the nation. The economic factors mentioned in this section have been
drawn, not only from the research concerning these factors’ impacts on
performance (mostly on state or industry economic performance), but also from

relevant areas in which the economic factors have been mentioned.

The factors that are at the industrial level or measure industry status are:
industrial characteristics and structure;

industry life cycles or business cycles;

technology changes and opportunities at the industrial level;

market structure; and

[ N R

economics of scale.

In the second group, the following factors are included:
1 government policies;

manufacturing investment incentives;

exchange rates;

interest rates; and

[ T U OS]

oil prices.

The third group includes:

1 total investment;

2 economic or environmental stability;
3 inflation; and

4 growth or recession.

Of course, there may be other factors that are relevant to performance. For

example, technological changes and opportunities at the national level have not
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been included in either group, even though they have influence on technological
changes and opportunities at the industrial level and further may affect

performance through the practices employed in manufacturing companies.

In the first group, the factors at the industrial level have been considered. The
factors at the industrial level are more direct to firm performance than the factors
in the other two groups. Researchers have also investigated these factors
cumulated at theoretical level and applied them in practice related to firm
performance. Hansen and Wernerfelt (1989) included industrial characteristics as
one of the variables in their economic model. In industrial characteristics, they
also used two marketing aspects, concentration and advertising intensity and other
variables such as growth and capital intensity. They studied the impact of

industrial characteristics on firm performance, which has been mentioned earlier.

Radder and Louw (1998) included technological change and inflation rate in their
research as factors to determine environmental stability. Technological
opportunities, industrial life cycles and industry structure have been studied by
Coombs (1988). He has noticed the change in perception of technological
opportunities, regarding the nature and significance of “technological
opportunities”, from particular innovations to the development of technologies
more broadly. He focused his study on the connections between market structure
and technological change rather than direct influence of technological

opportunities on economic performance.

Uri (1988) has studied market structure (industry structure) and economic
performance. He used three variables to represent market structure: concentration,
advertising expenditure, and research and development outlays and investigated
their interrelationship with profitability. Other variables have been included in
each of four models using each of the variables as dependent variable. He

discovered there were strong relationships between these factors but not in every

single case.
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The factors in the second and third groups have been studied both theoretically
and empirically but with emphases on theory development at the macro-economic

level and their impacts on industrial or national performance rather than on firm

performance.

These external factors in the last two groups are strongly related. The factors in
the second group are more or less causes of the factors in the third group.
Government policies, such as, labour law, taxation, privatisation or nationalisation
and other policies, can affect economic and environmental stability and control
Inflation rate either negatively or positively, sometimes cause economic recession
or growth and possibly change economies of scale in the long run. Oil price is a
good indicator for the economy (Maynard, 1993). Changes of interest rates can
affect exchange rates and therefore influence manufacturing international trading

and eventually affect the national economy.

During the period 1979 to the early 1990s, which is the period of data which this
research investigates, Britain was led by the Conservative party. The economy
was directed by Thatcherism rather than Keynesian. During this period, her
policies were mainly fighting inflation using supply-side economic control by
reducing taxation and implementing privatisation and tougher labour laws (Nolan,
1996). There are studies that investigated these issues. For example, Wright et al
(1989, 1992) analysed the UK privatisation experience and the possible benefits,
which privatisation might bring, with the comparison with the Government
privatisation objectives. Wright et al (1992) also mentioned that the privatisation
of UK was problematic using the Bus industry as a case. Suffering from the
Northern sea oil crisis and under-investment along with high unemployment
(Healey, 1993), the nation experienced two major recessions, one from 1979 to
1981 and the other one from 1990 to 1992. Manufacturing industry was hit
particularly hard by the recession from 1979 to 1981 and did not regain its 1979
level of output until 1987. Total manufacturing investment more or less collapsed
during the first half of the 1980s, and although it recovered somewhat in the latter
half of the 1980s, it only returned briefly to the levels attained in 1979 before
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falling again as the 1990-2 recession began to bite (Blackaby & Hunt, 1993). The
real manufacturing investment in 1987, for example, was approximately one-tenth
lower than in 1979 (Glyn, 1989). “Investment in new plant and equipment is
essential for underpinning continuing productivity increases and it is clear that
this investment was not taking place even in the 1980s; with the economy hit by
the recession of 1990-2, levels of investment have fallen further still” (Blackaby
& Hunt, 1993, pg. 123). Manufacturing industry was particularly hard hit by the
government’s use of high interest rates to ‘squeeze out’ the upsurge of inflation

between 1988 and 1990.

From 1983 to 1988, the rate of inflation stayed in the range 3.5-6 per cent, the
variation year to year of inflation being explained partly by exchange rate changes
and partly by the fall in world oil prices in 1986. Until 1986, oil output in the
North Sea was rising strongly and making a very useful contribution to the British
economy, especially by improving the balance of payments and increasing
government revenue. However, Britain entered the 1990s with inflation rising
towards 10 per cent, higher unemployment and a less favourable external outlook.
Also, oil output has levelled off, actually falling in 1988 and 1989 because of
production difficulties. The level of oil production recovered somewhat in the
early 1990s. During this period, the productivity (measured by total factor
productivity calculated by output of per head employed) seemed high. However,
due to very high unemployment (from 1 million to 3 millions), the actually
productivity in this period was a false indicator of British economy. The relative
improvement of the British economy compared with the 1970s, has been
somewhat exaggerated by the measure. It is “since Britain’s performance in this
decade was, as for all other countries, adversely affected by oil price shocks which
not only checked output growth, but also led to the substitution of labour and
capital for energy and consequently to a decline in productivity” (Healey, 1993,

page 61).

In this sub-section, economic or external factors to firms have been categorised

into three groups. The effects of these factors on performance have been reviewed
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with an outline of the British economy. In the next sub-section, internal factors to
firms are reviewed based on theoretical work of the operational management

science. envelop

2.2.3 Internal Factors/Manufacturing Practices Influencing Firm

Performance

As we mentioned before, internal factors play important roles for improving
manufacturing firm performance. These factors are direct influences on firm

performance.

The operational management domain establishes theoretical knowledge and
provides the context to manufacturing practices. Manufacturing practices
established in the operational management are theoretically beneficial for
improvement of firm performance. However, in reality, the research whether
theoretically or empirically grounded has not been able to come to a firm
conclusion on most of manufacturing practices. Coombs (1988) has experienced a
similar issue by studying market structure and innovation. He stated “that the
literature on the relationships between market structure, firm size and innovation

is voluminous but has not been able to come to a firm conclusion”(pg. 296).

Both on theoretical and casual observation grounds studying the relationship
between a practice and performance, it is easy to propose the advantages and
disadvantages of each practice factor to firm performance. However, it is difficult
to draw a universal conclusion on a single practice and bring it up to theoretical
level. On the other hand, the operational management, which have been developed
during management development and are still developing as the world is
changing, have cumulated knowledge and experiences, which can be generalised
to operational management theories. For example, the theoretical validity of total
quality management practice has been established through the cumulated results
of the implementation of it in companies. There are the studies that researched the
best practice factors or the developed or improved performance measurement
systems on theoretical grounds. However, these theories have to be consistently

tested using empirical work to further develop the existent theories. Theory needs
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empirical evidence. Sufficient empirical evidence cumulate the knowledge and

eventually assist the establishment of theories.

Operational management (Slack, et al, 1995) has provided the context, which the
manufacturing practices can be based on, with logical interpretations and
explanation on how these practices work, with real world cases. It also illustrates
the underlying principles of operations decisions. Slack et al (1995) stated that
“operations management is a subject which should be based on practice, it cannot

be taught satisfactorily in a purely theoretical manner.”

The functions and context of operational management need to be understood first
in order to investigate and interpret operational practices and also the links
between them in the rich context of the subject. This study focuses on
manufacturing practices with the intention of investigating the interactions or
links between these practices and further their effects on firm performance.
Therefore, the functions or practices of operational management are reviewed
here. Because this study is based on manufacturing domain even though
operational management is not just for manufacturing companies, the review on

these functions is perceived from manufacturing perspectives.

Operational management mainly covers certain specific functions, and practices
are generated or required or implemented in order to perform or improve these
functions. In operational management literature, the operational functions are
generally classified into operational strategy, operation design, planning and
control and improvement (Slack et al, 1995). These parts are connected to each
other to form the whole process in which operations of a firm are performed.
Operational strategy is acting as a core of other functions and composes and
directs the other parts of operational management functions in a manufacturing
firm to ensure that the activities are performed in the way expected. Operational
strategy determines the activities of operational management (Slack et al, 1995),
or practices implemented in an organisation. The relationships between them can

be illustrated by the following figure.
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Figure 2.4  Operational Functions and their Relationships without

Including External Environment

Figure 2.4 (after Slack et al, 1995, page 80) illustrates the direct functions of
operations management and their basic relationships. Operational management

has following direct responsibilities:

e Understanding the operation’s strategic objectives;

e Developing an operations strategy for the organisation;

e Designing the operation’s products, services and processes;
e Planning and controlling the operation; and

e Improving the performance of the operation.

The theoretical establishment of these contexts and relevant operational practices

are reviewed as following.

Operational Strategy

A “strategy’ is the total pattern of the decisions and actions that position the
organisation in its environment and are intended to achieve its long-term goals
(Slack et al, 1995). A business unit’s strategy is mostly built in a hierarchy, such
as corporate strategy, business strategy and function strategy. At function strategy

level, there are R&D strategy, marketing strategy, operational strategy, finance
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strategy and human resources strategy (Slack et al, 1995, page 84). Operational
strategy, which has direct relation to this research, includes strategies at both the
micro level and macro level. On the one hand, the micro operational strategy
should be devised only within the context of a well-defined macro operation
strategy and support the macro strategy by considering each part of operations,
and on the other hand, the macro strategy should direct the micro strategy. At the
micro level, which is related to each part of the operations, many kinds of
practices have to be implemented in order to realise the macro strategy and in turn

to achieve company higher level strategy objectives.

Nowadays, in competitive environment, an organisation has to face the
operational challenges to improve itself consistently to ensure survival and
success. Operational challenges provide a pull power to encourage organisational
performance improvement and further affect the strategy decisions of an
organisation. In the theory, the operational challenges are based on strategic
thinking and direction. There are the four challenges have to be considered in
order to formulate effective operations strategies. They are ethical operational
strategies, international dimension of operational strategies, creativity in devising
operational strategies, and implementing the chosen strategies. These four
challenges keep an organisation to carry on improvement and implementing

effectively practices to ensure to achieve good performance.

A strategy has its own content. Operational strategy content is the collection of
policies, plan and behaviours which the operation choose to pursue. In the content
of operational strategy, the issues, related to the priority of its performance
objectives, design decisions, planning and control decisions and improvement
decisions (also see figure 2.4), have to be included and determined, because the

strategy is the core of the other parts of operational functions in an organisation.
The questions related to the priority of its performance objectives, such as which

performance objectives are particularly important, need to be considered and

determined. For the issues related to design decisions, those questions concerning
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the number, size and location of plants as well as the product/service design,
layout, technology and human resources are relevant. The questions concerning
capacity adjustment and the systems, which manage the delivery of products, are
both related to planning and control decisions. The questions concerning the
monitoring and improvement of the operation’s performance clearly relate to

improvement decisions.

Manufacturing practices are generated or implemented through functional
departments, such as design, control and planning and improvement rather than in
the direct context of operational strategy. Strategies should be guidelines of the
functional departments. Therefore, manufacturing practices are not mentioned in

this sub-section and are put forward in these following sections.

Design in Operational Management
Design in operational management has a wide context including product, service

and process design.

At a more operational level, process design means the physical arrangement of the

operation’s facilities, technology and people. The following practices are relevant:

1. Investment-related to design products, services and processes

2. Research and development (R&D) and new product development activities
Research and development expenditure as a percentage of sales is about 2.9%

for manufacturing (Slack et al, 1995, page.163).

3. Cost “reduction”-related to design products, services and processes (value

engineering, such as cost-to-function analyses)
4. Use of technology in design. Use of technology is a very important practice

factor in design in operational management, particularly for manufacturing

companies. These technologies can be classified into product technology,
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service technology and process technology. In this study, the emphasis is on
process technology rather than product/service technology, which are the
technologies used to manage product/service functions. The technologies used

in design and their benefits brought to the company are reviewed at theoretical

basis.

Process technology are the machines, equipment and devices which help the
operation to transform materials and information and customers in order to
add value and fulfil the operation’s strategic objectives. Process technology
includes information processing technologies, materials processing
technologies and customer processing technologies. Information processing
technologies dominate other development processing technologies by
managing and transferring information for other processing technologies
(Slack et al, 1995).

Materials processing technology:

There are many kinds of materials processing technologies, which have been

developed through time.

In the 1950s, a method of controlling the machine tools was developed. It is
called computer numerically controlled (CNC) machines. This technology can
give more accuracy, precision and repeatability of the process. It can also give
better productivity, partly through the elimination of possible operator error,
partly because computer control can work to optimum cutting patterns and

partly of the substitution of expensive, scarce and/or skilled labour.

In the 1960s, Robots were first introduced for industrial applications. The
technology using robots can be called ‘Robotics’ in general. Around the
similar period, automated guided vehicles (AGVs) have been introduced,
which are small independent powered vehicles, which move materials to and

from value-adding operations.
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Then, it came the time when flexibility manufacturing systems (FMS) was
introduced. FMS brings together the technologies described above. FMS can
be defined as a computer-controlled configuration of semi-independent work
stations connected by automated material handling and machine loading
(Voss, 1986). An FMS is more than a single technology as such. It has
integrated single technologies into a system which has the potential to be
greater than the sum of its parts. In effect an FMS is a self-contained ‘micro
operation’ which is capable of manufacturing a whole component from start to
finish. Furthermore, the flexibility of each of the individual technologies
combine to make an FMS (at least in theory) a supremely versatile

manufacturing technology (Slack et al, 1995).

It has been concluded at theoretical level that there are following benefits of
using FMS (Bessant, 1991):

¢ ILead time and throughput (factory door-to-door) time reduction;

¢ Inventory savings (especially of work-in-progress);

e Increased utilisation;

e Reduced set-up times;

e Reduced number of machines or operations; and

e Increased quality.

Computer-integrated manufacturing (CIM) is one form of process
technologies at higher level exemplified by FMS. Integrating FMS with other
computer related technologies, such as CAD and Computer-aided

manufacturing (CAM), can be understood as CIM.
A further integration of CIM and the computer-based systems of other
functions, suppliers and customers can reach an even higher level of

integration called computer- integrated enterprise (CIE).

Information processing technology

Information processing technologies include any devices which collect,
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manipulate, store or distribute information. Most of these are classified under

the general heading of ‘computer-based technologies’.

Except for centralised and decentralised information processing to transfer
information through the network system, management information systems
(MIS) is an important information processing technology to change,
manipulate and present information so it can be used in managing an

organisation.

Customer processing technology

Traditionally, customer processing operations (e.g. hotels and hospitals) have
been seen as ‘low technology’ when compared with materials processing

operations. Technologies allowing customers to interact, directly or indirectly
with staff can be viewed as customer processing technologies. However, there

is minimal relevance to manufacturing organisations.

5. Quality Management-related to design in products, services and processes

6. Interactive design-merging the design of products/services and the processes,

which create them, is sometimes called interactive design.

7. Job design-related to human resources management. Job design includes the
activities which influence the relationship between people, the technology

they use, and the work methods employed by the operation.

It can be seen that there is a wide range of manufacturing practice factors involved
in operational design function in an organisation. These practices factors or
activities have been developed and are beneficial theoretically to organisation
operation and performance. Some of these practices are not only performing in the
design function but also in other operational functions. However, the emphasis of

these practices reviewed in operational design is on design.
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Planning and control

Planning and control is concerned with operating resources on a day-to-day level

in order to ensure that the operation runs effectively, performs properly and

produces products and services as it should. There are practices involved in order

to realise these planning and control’s functions.

1.

Capacity planning and control. The capacity of an operation is the maximum
level of value-added activity over a period of time that the process can achieve
under normal operation conditions. The activities or practices involved are
measuring and planning capacity with consideration of demand and possible

other activities related to capacity management.

Inventory management. It is one of the activities in planning and control with
developed analysis methods related to achieving optimal inventory within an
organisation operational process with the assistance of computer-based

inventory information systems.

Supply chain management. It can be viewed as a practice to effectively
manage the flow between customers’ customers and suppliers’ suppliers.
Inter-company operations management of this nature is now more commonly

termed supply chain management.

Material requirements planning (MRPI) and manufacturing resource planning
(MRPI). They are two practices which have been implemented in planning
and control functions of operational management. MPRI was developed in the
1960s and enables companies to calculate how much material of particular
types are required, and what time they are required. During the 1980s and
1990s, the system and the concept of materials requirements planning has
expanded and been integrated with other parts of the business. This enlarged
version of MRP is now known as manufacturing resource planning (MRPII).
MRPII enables companies to examine the engineering staffing and financial

implications of future demand on the business, as well as examining the
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materials requirement implications. MRPII was essentially aimed at the
planning and control of production and inventory in manufacturing businesses.
However, the concepts have been extended to other areas of the business.
MRPII integrates separate databases held by different functional departments
in order for the whole company to use and perform the functions properly or

efficiently.

Just-in-time planning and control. It is a more recent approach or practice of
operational planning and control functions than MRP. In practice, JIT method
has the wider implications for improving operational performance. However,
planning and control is its main function. JIT aims to meet demand
instantaneously, with perfect quality and no waste. Theoretically, JIT can

achieve the following benefits:

= Continuous flow manufacture;
*=  High value-added manufacture;
» Stockless production;

* Low-inventory production;

= Fast-throughput manufacturing;
* Lean manufacturing;

* Enforced problem solving; and

* Short cycle time manufacturing.

In the theory, although MRP and JIT might seem to be very different
approaches to planning and control, they can be combined to form a hybrid
system, with different emphases, MRP for overall control and JIT for internal
control. JIT covers many functions, like set-up time reduction (SUR), total

productive maintenance (TPM), lead-time reduction, Kanban control, and etc.
Quality planning and control. It is a practice that is concerned with the

systems and procedures, which govern the quality of the products and services

supplied by the operation. Some operations managers believe that, in the long
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run, quality is the most important single factor affecting an organisation’s
performance relative to its competitors. There are five classified quality
planning and control approaches in operational management theory with
different emphasis of each one. Each approach can be viewed as an individual

quality planning and control practice. The five quality approaches are:

* The transcendent approach. This approach views quality as synonymous
with innate excellence.

= The manufacturing-based approach. This approach is concerned with
making products or providing services that are free of errors and that
conform precisely to their design specification.

» The user-based approach. It is about making sure that the product is fit for
this purpose.

= The product-based approach. It views quality as a precise and measurable
set of characteristics that are required to satisfy the customer.

»  The value-based approach. It takes the manufacturing definition a stage
further and defines quality in terms of cost and price. This approach

contends that quality should be perceived in relation to price.

In quality planning and control function of operations, there are other specific
techniques to ensure quality of products during manufacturing process, such
as, quality circles (QC), quality assurance (QA) and statistical process control
(SPC).

Total quality management (TQM) is arguably the most significant of the new
ideas which have swept across the operational management scene over the last
decade. TQM is concerned more than quality alone. It is concerned with the
improvement of all aspects of operations performance and particularly how
improvement should be managed (Slack et al, 1995). TQM can be viewed as a
logical extension of the way in which quality-related practice has progressed.
Originally quality was achieved by inspection - screening out defects before

they were noticed by customers. The QC concept developed a more systematic
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approach to not only detecting, but also treating quality problems. QA
widened the responsibility for quality to include functions other than direct
operations. It also made increasing use of more sophisticated statistical quality
techniques. TQM included much of what went before but developed its own
distinctive themes. TQM represents a clear shift from traditional approaches to

quality by specifically concerning the followings (Slack et al, 1995):

* Meeting the needs and expectations of customers;

* Covering all parts of the organisation;

= Including every person in organisation;

= Examining all costs which are related to quality;

s Getting things ‘right first time’, i.e. designing in quality rather than
inspecting it in;

* Developing the systems and procedures which support quality and
improvement; and

= Developing a continuous process of improvement.

Therefore, TQM is not just a function for planning and control. It is also a
philosophy and can be viewed a way for operational improvement, which is

reviewed afterwards.

Based on the review of planning and control function of operational management
theory, the above six planning and control practices have been drawn but are not
exhaustive. However, they are main ones presented and discussed in operational
management literature. Theoretically, they are there to assist organisation
operations performing properly and effectively in order to achieve performance

objectives of an organisation.

Improvement
Even when an operation is designed and its activities are planned and controlled,
it still need to be improved continuously, no matter how well it is managed. The

practices within these functions of operation aim to improve the organisation’s
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operational and organisational performance.

There are two major approaches of improvement listed in operational
management theory, breakthrough improvement and continuous improvement.
Continuous improvement adopts an approach to improve performance which
assumes more and smaller incremental improvement steps. Breakthrough

improvement places a high value on creative solutions.

The business process re-engineering (BPR) approach is a typical one of the radical
breakthrough way of tackling improvement. BPR has been defined as “the
fundamental re-thinking and radical redesign of business process to achieve
improvements in critical, contemporary measures of performance, such as cost,

quality, service and speed” (Slack et al, 1995, page 749).

All the operational practices reviewed above attempt to improve some aspects of
the performance of an operation and an organisation. Some techniques are
particularly useful for improving operations generally, such as SPC and TQM
reviewed before. Other techniques or analysis approaches, such as input-output
analysis, flow charts, scatter diagrams and cause-effect diagrams, etc., are
available in operational management theory to help to achieve improvement of an

organisation.

TQM has been classified as a specific practice for operational improvement by
Slack et al (1995). They stated that TQM ensures quality of every aspect of
operation functions during the whole process. Therefore, theoretically, it is an

effective practice for an organisation to achieve improved performance.

This sub-section (2.2.3) is summarised by the following table listing all the

practices reviewed based on the theoretical literature of operational management.
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Operational functions  Related Practices

Design Investment in design
R&D
Cost-reduction in design
Use of technology in design
Quality management in design
Interactive design
Job-design-Human resource management

Planning and control Capacity management
Inventory management
(including computer-based inventory information system)
Supply-chain management
MRPI and MRPII
T (SUR, TPM, lead-time reduction, and Kanban)
Quality planning and control (QC, QA, SPC and TQM)

Improvement BPR
Input-output analysis
Flow charts
Scatter diagrams
Cause-effect diagrams

Table 2.1 Manufacturing Practices Summarised in the Context of

Operational Management Theory

Table 2.1 includes three operational functions, which (manufacturing) operational
practices are based on. Manufacturing practices can be generated or set in a wider
context than the operational management. For example, unionisation and
institutional ownership can be manufacturing companies’ practices but they are
set in industrial relations. This is explained further at the end of section 2.4 after
the review of the manufacturing practices generated from the empirical studies.
However, the essential and main stream of manufacturing practices is coming
from operational practices, which are directly related to manufacturing in an

organisation.

All the practices reviewed in this section with the rich context covering four
classified sections of operational management literature are beneficial for
improvement of performance theoretically. However, in real life, the results of
implementation of these practices can be different from theoretical expectation

because of the different ways that a practice is implemented or the different
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situations in which it is set.

Due to different conditions in different organisations of different nations, the
results of implementing an operational practice can be very different, even though
it is beneficial theoretically. In the long term, one can trace the movement and
development of operational management practices as they respond to conditions
in one organisation and then are adopted by other ones to discover the general
applicability of the practices. Therefore, investigation and analysis of empirical
work on the results of the practices and their effects on organisation performance

are meaningful.

The scope of this research is set on manufacturing operational management.
Existent manufacturing practice factors and their effects on manufacturing firm
performance are focuses. In the next section, manufacturing performance
variables, measurement systems and approaches, which may be used to generate

performance measures or systems, both from theoretical or empirical grounded,

are reviewed.

2.3 Performance Variables

Relevant definitions of performance in a dictionary are ‘act of performing, or deed
or achievement’. As mentioned before, manufacturing performance in this
research refers to achievements of a manufacturing company or an industry.
Manufacturing performance measures are those which are employed in
manufacturing companies or industries to measure their performance and provide

actual meanings of definitions of performance.

Performance measurement is a large research topic, studied theoretically and
empirically and provides groundwork for manufacturing relationship studies. In
the operational management theory, performance measures have been developed
and summarised in five objectives, reviewed in section 2.3.1. Furthermore, the
relatively newly developed framework - the Balanced Scorecard (Kaplan &
Norton, 1992, 1993 and 1996) in performance measurement theory is reviewed in

section 2.3.1 as well.
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The empirical work reviewed, the most common classification of performance
variables simply splits them into financial and non-financial variables. Most
studies have employed financial variables for performance measures, even though
there are increasing emphases on the importance of non-financial measures. These
studies (Fisher, 1992 and Maskell, 1991) emphasised that non-financial measures
have an important role in today’s competitive environment for companies
achieving world class manufacturer status. However, a company that has
improvement in its non-financial performance has to eventually reflect this

improvement on financial performance measures.

One of the 45 published studies classified manufacturing performance variables
according to throughput and output (Garsombke & Garsombke, 1989). Besides, a
performance measurement framework measuring efficiencies in different
management levels for manufacturing industry was developed by Hamblin (1990).
Benchmarking is mentioned as a method to assist companies to generate their

performance measures reviewed at the end of this section.

2.3.1 Performance Measurement in the Operational Management Theory

From operational management point of view, performance measurement is the
process of quantifying action, where measurement means the process of
quantification and the performance of the operation is assumed to derive from
actions (practices) by its management. There are many developed performance
measures. The common or traditional used way is employing individual
performance measures. Besides, there are developed performance measurement
systems, frameworks (such as the efficiency framework, the balanced scorecard)
and outstanding approaches (such as Benchmarking). Using a performance
approach, a set of performance measures can be developed for the organisation to
measure its performance systematically and effectively. The performance
measurement systems and approaches are not purely theoretical based. They have
been widely implemented or used in management practices in companies or have

been investigated in empirical research.
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In this section, the fundamental performance measures developed in the
operational theory are reviewed. In reality, performance measurement systems
need to be developed consistently and continuous improvement is necessary for

the organisation keeping successful in this changing world.

In the theory, five performance measures have been clarified and widely used.

The five performance objectives are quality, speed, dependability, flexibility and
cost, summarised by Slack et al (1995). Each of them contains subsidiary
measures. For example, an operation’s cost is derived from many factors which
could include the purchasing efficiency of the operation, the efficiency with which
it converts materials, the productivity of its staff, the ratio of direct to indirect staff

and so on.

A ‘bundle’ of partial measures of the five performance measures have been
developed to be used to make a judgement as to whether the operation or
organisation’s performance is good, bad, or indifferent. There are many ways to
do so. However, comparing the current achieved level of performance with some

kind of standard is commonly used.

The following standard measures regarding to the five performance objectives

have been developed in the operational management theory.

39



Chapter 2 Literature Review

Performance objective

Some typical measures

Quality

Number of defects per unit
Level of customer complaints
Scrap level

Warranty claims

Mean time between failures
Customer satisfaction score

Speed

Customer query time

Order lead time

Frequency of delivery

Actual versus theoretical throughput time
Cycle time

Dependability

Percentage of orders delivered late
Average lateness of orders

Proportion of products in stock

Mean deviation from promised arrival
Schedule adherence

Flexibility

Time needed to develop new product/service
Range of products/services

Machine change-over time

Average batch size

Time to increase activity rate

Average capacity/maximum capacity

Time to change schedules

Cost

Minimum delivery time/average delivery time
Variance against budget

Utilisation of resources

Labour productivity

Added value

Efficiency

Cost per operation hour

Table 2.2 Some Typical Partial Measures of Performance
(Slack et al, 1995, page 731)

The current achieved performance can be compared with historical standards,

target performance standards, competitor performance standards and absolute

performance standards. Whatever comparison is taken, the purpose is to improve

organisation performance.

Besides, a performance measurement framework called the Balanced Scorecard

(Kaplan & Norton, 1992, 1993 and 1996) have been developed relatively recently
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in the operational management theory to deal with multiple-dimensional

performance measurcs.

In real life, managers realised that no single measure can provide a clear
performance target or focus attention on the critical areas of the business. They
want a balanced presentation of both financial and operational measures. Kaplan
and Norton (1992) devised a “balanced scorecard” — a set of measures that gives
top managers a fast but comprehensive view of the business. Their research was
based on a year-long research project with 12 companies at the leading edge of
performance measurement. The balanced scorecard includes conventional
financial measures that tell the results of actions already taken, and it
complements the financial measures with operational measures on customer
satisfaction, internal processes, and the organisation’s innovation and
improvement activities-operational measures that are the drivers of future
financial performance. The complexity of managing an organisation today
requires that managers be able to view performance in several areas

simultaneously.

The developed balanced scorecard allows managers to look at the business from

four important perspectives (Kaplan and Norton, 1992):

= Customer perspectives-How do customers see us?

»  Internal perspectives-What must we excel at?

» Innovation and leaming perspective-Can we continue to improve and create
value?

» Financial perspectives-How do we look to shareholders?

While giving senior managers information from four different perspectives, the
balanced scorecard minimised information overload by limiting the number of
measures used. The balanced scorecard forces managers to focus on the handful of
measures that are most critical. There are successful cases of using the balanced

scorecard (Kaplan and Norton, 1992).
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With the experience of three companies, Rockwater, Apple Computer, and
Advanced Micro Devices, Kaplan and Norton (1993) stated that the balanced
scorecard provided executives with a comprehensive framework that translates a
company’s strategic objectives into a coherent set of performance measures. The
three cases supported that the balanced scorecard complemented traditional
financial indicators with measures of performance for customers, internal
processes, and innovation and improvement activities. The best balanced
scorecards are more than ad hoc collections of financial and non-financial
measures. They link together in cause-and effect relationships from these four

perspectives, therefore are effective (Kaplan & Norton, 1996).

2.3.2 Financial Performance Variables

The financial variables, which have been used in the empirical studies in
manufacturing performance and practice relationships literature with the
contribution of manufacturing performance measurement studies, fall into four

different groups. These are ‘return’, ‘growth’, ‘ratio’ and general financial index.

Return:
The group of ‘return’ consists of absolute values and relative values of financial
performance measures. Absolute values consist of profit, sales, market share and

profit margin. The first two can also be decomposed further.

The following profit values have been employed: (1) trading or operating profit,
(2) profit before interest and tax (PBIT or EBIT), (3) profit before tax (PBT or
EBT), (4) Net income (net profit after tax), and (5) net income before
extraordinary items (Oldcorn and Parker, 1996). Profit before tax is the most
frequently used measure in the relationship studies. Sales cover domestic sales,

export sales and total sales.

Relative values of ‘return’ include (1) return on investment (Rol), (2) return on
asset (RoA), (3) return on sales (RoS), (4) return on capital (RoC), (5) return on
equity (RoE), (6) return on common equity (RoCE), (7) return on net worth
(RoNW), (8) total return on shareholders (TRS), and (9) total stock return (TSR).
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They are calculated by profit (one of the profit values mentioned before) divided
by a certain financial value, for instance, investment or capital. RoC can be the
same as RoA if asset is used as a measure for capital. Except for asset which can
be used as capital, the following items can also be used as capital: total assets less
current liabilities, equity capital (shareholders’ funds), equity plus long-term debt,
and operating assets only (Oldcorn & Parker, 1996). The first four of relative

values of returns are the most frequently used in this group in the relationship

studies.

Besides these relative values of ‘return’, productivity and earning per share can
also be classified into relative values of ‘return’. The measures used for
productivity are either total productivity, which is added value, or labour

productivity, which is the actual hours required producing a product.

Growth:

‘Growth’ is a percentage change on the values of returns in two different time
periods, mostly measured in the change in two consecutive years. Hence, the
group of ‘growth’ includes (1) profit growth, (2) productivity growth, (3) sales
growth, (4) market share growth, (5) profit margin growth, (6) Rol growth, (7)
RoA growth, (8) RoS growth, (9) RoC growth, (10) RoE growth, (11) RoCE
growth, (12) RoNW growth, (13) TRS growth, (14) TSR growth. Besides these,
firm growth measured by the employment change per year is also counted in this
growth group (Evans, 1987). The most often used growths in the relationship

studies are consistent with the ones in ‘return’ group.

Ratio:

Three ratios have been used in the literature as financial performance variables, in
addition to the relative return measures in the first group, if they are viewed as
ratios. They are (1) price-earning (P-E) ratio which reflects a relative value of the
firm’s stock in the market, (2) firm’s capital structure which is measured by debt-
capital ratio, and (3) export ratio which is calculated by export sales divided by
total sales (Chaganti & Damanpour, 1991 and Ito & Pucik, 1993). There may be
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other ratios that could be used as financial performance variables. However, these
three ones are the ratios which have been discovered in manufacturing practice

and performance relationships literature.

General financial index:

This is a combined score for a set of financial measures used. The measures
employed for calculating index can be equally weighted or be given different
weights. For example, Covin and Slevin (1989) combined degree of satisfaction
and the degree of importance of following financial performance criteria as a
general financial index. Financial performance criteria they used were sales level,
sales growth rate, cash flow, RoSE, gross profit margin, net profit from operation,
profit to sales ratio, Rol, and ability to fund business growth from profits. The
degree of importance was used as a weight to combine the degree of satisfaction
to obtain a general financial index to measure the company financial performance.
Both of the degrees were measured in a five-point Likert type scale, ranging from
‘little importance’ to ‘extremely importance’, or from ‘highly dissatisfied’ to
‘highly satisfied’ for importance and satisfaction, respectively. Of course, the
internal reliability or consistency of these financial measures classified in a group
should be evaluated before combining these measures. If, for example, one of the
measures in the group is totally irrelevant or in the opposite direction with the
others, the consistency of the measures can not be satisfied and therefore, the
index calculated using these measures can not be reliable. There are tests or
methods available to check the reliability or consistency of the measures in a

group. The common used one is the reliability test employing Cronbach’s Alpha.

2.3.3 Non-Financial Performance Variables

Non-financial performance variables have been used much less frequently in the
published studies on the relationships between performance and practice in
manufacturing industries than financial performance variables. Non-financial
measures have been paid increasing attention in supporting manufacturing
companies to make decisions. The following non-financial measures have been

studied in the literature.
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Quality is a most important non-financial performance variable and has been used
much more frequently than other non-financial performance measures (Arthur,
1994; Macduffie, 1995; Meyer & Ferdows, 1990; Roth & Miller 1992 and
Tunalv, 1992). Quality can be measured by defects rates or scrap rates. For
example, defect rates, represented by the number of defects per 100 vehicles, were
used to measure quality in an auto manufacturer (Macduffie, 1995); whilst scrap
rates, represented by the number of tons of raw steel that has to be melted to

produce one ton of finished product, were used to measure quality in a steel mini-
mill (Arthur, 1994).

Flexibility has been mentioned in many manufacturing practice and performance
studies (Roth & Miller, 1992; Tunalv, 1992). It can be decomposed into product,
service, volume, delivery, and mix flexibility. Product and service flexibility can
be measured by the degree of innovative products and services. Volume or
delivery flexibility can be measured by the ability to change the timing or quantity
of products and services. Mix flexibility can be measured by the range of products
and services. The wider the range of products and services is, the higher the mix

flexibility is.

Customer satisfaction is an important non-financial measure. In today’s
competitive environment, 70 percent of all sales derive from repeat purchases, i.e.
from satisfied customers (Griffin et al., 1995). Therefore, customer satisfaction
could be a valuable measure for performance. Customer satisfaction can also be
used as a strategy and hence viewed as a practice factor. Customer satisfaction as
a practice factor is included in the next section. The return rate of products has
been used as a measure for customer satisfaction. However, there are different
opinions about this measure. Customer satisfaction can also be measured by the

degree of satisfaction about the products and services.
Innovation includes technical innovation and administrative innovation. Evan

(1966, p.51) defined innovation as “by technical innovation, the implementation

of an idea for a new product, process, or service; by an administrative innovation,
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the implementation of an idea for a new policy, pertaining to the recruitment of
personnel, the allocation of resources, the structuring of tasks, of authority, of
rewards.” Wacker (1987) defined it as the ability to design, manufacture, and
market new products. It is clear that Wacker’s definition refers to technical
innovation. Nicholson and Brooks-Rooney (1990) studied innovation as a process

and its relationship with other performance indicators.

Non-financial performance index is a combined score of non-financial
measures. For example, non-financial performance index can be a combined score
of following non-financial measures: quality conformance, inventory turnover,
development speed, on-time delivery, delivery speed, etc (Meyer & Ferdows,
1990).

Lead time, on-time delivery, delivery speed and dependency (reliable delivery)
have been mentioned and been used as non-financial performance variables in the

45 studies (appendix 1).

2.3.4 Measuring Efficiencies-A Performance Measurement Hierarchical

Framework

Labour efficiency and total productivity has been mentioned in the previous
section as of the performance measures used in the 45 manufacturing practice and
performance relationship studies. Besides, the hierarchical performance
measurement framework proposed by Hamblin (1990) consists of a series of
performance variables measuring the efficiencies of different levels of
manufacturing companies or industries’ performance. The basic hierarchy

consisting of three levels’ efficiency measures is given in figure 2.5.
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RETURN ON Profit |
ASSETS Net asset |
RETURN ON Asset
TURNOVER turnover
TOTAL FACTOR Material Overhead
PRODUCTIVITY efficiency efficiency
— Valueadded
| Lab and cap cost
EMPLOYMENT CAPITAL
EFFICIENCY EFFICIENCY
| Empcost Cap usage

l | I

LABOUR Employment Fixed asset WORKING
EFFICIENCY cost per head turnover

Turnover

Figure2.5  Measuring Efficiencies Hierarchical Framework

(Hamblin, 1990)

The efficiency measures in the framework include:

(1) Labour efficiency, which is value added divided by the number of employees,

(2) Employment efficiency, which is value added divided by employment cost
and is dependent on labour efficiency,

(3) Capital efficiency, which is value added divided by capital cost, and

(4) Total Factor Productivity (TFP), which is value added divided by the sum of
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employment cost and capital cost and is dependent on employment and capital

efficiencies in a lower level.

The advantages of using productivity ratios and efficiency ratios based on added
value have been discussed by Hamblin (1990) and Hamblin and Iyer (1996) in
detail.

2.3.5 Throughput and Output Performance Variables

One of the 45 relationship studies (Garsombke and Garsombke, 1989) classified

performance variables into throughput and output.

In detail, throughput performance variables are those which are used to measure
production or operation process performance. Output performance variables are
those which are used to measure the results of a company’s performance and

mostly related to financial or marketing factors.

There are 15 throughput performance variables according to Garsombke and
Garsombke (1989). They are: production output, lead time, material flow,
inventory safety stocks, WIP or finished goods, throughput time, production set-
up time, rework costs, scrap costs, production changeover time, no. of production
employees, production changeovers, unit production output, stage of new products

and number of materials handling equipment.

There are 12 output performance variables which have been classified by
Garsombke and Garsombke (1989). They are: profit margin, sales, Rol, number of
employees, equipment utilisation, market share, payroll costs, sales area, accounts

receivable, employee wages, customer base, and new product lines.

In summary, performance variables have been reviewed in this section. They
mainly came from the 45 manufacturing performance and practice relationship
studies. Performance measure studies also contribute to these lists. Research on
performance measurement issues is a rapidly developing field. It has to be

mentioned that it is impossible to cover all performance measures in the literature.
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The manufacturing performance measures reviewed in this section cover the main
stream of manufacturing performance literature and provide broad information for

further manufacturing performance and practice relationship studies in this

research.

2.3.6 Benchmarking

In operational management, benchmarking is defined as an approach which
companies use to compare their operations with those of other companies (Slack
et al, 1995). Benchmarking was used by the Xerox Corporation and was described
as a process “‘used by the manufacturing function to revitalise itself by comparing
the features, assemblies and components of its products with those of
competitors” in 1979. But now it has been widely used in many different

functional areas and different types of organisations.

Benchmarking can help the company to achieve two objectives. At a strategic
level it helps set standards of performance whilst at an operational level it helps
the company understand the best practices and operations methods which can help

it achieve its performance objectives.

There are many different types of benchmarking (which are not necessarily

mutually exclusive), some of which are listed below (Slack, et al, 1995).

v Jnternal benchmarking is a comparison between operations or parts of
operations which are within the same total organisation.

v External benchmarking is a comparison between an operation and other
operations which are part of a different organisation.

»  Non-competitive benchmarking is benchmarking against external
organisations which do not compete directly in the same markets.

v Competitive benchmarking is a comparison directly between competitors in
the same, or similar, markets.

»  Performance benchmarking is a comparison between the levels of achieved
performance in different operations.

»  Practice benchmarking is a comparison between an organisation’s operations
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practices, or way of doing things, and those adopted by another operation.

In this section, benchmarking refers to performance benchmarking, which is used
to select the best suitable performance measures regarding to the company’s
situation by comparing with other companies. Benchmarking is partly concerned
with being able to judge how well an operation is doing. Benchmarking is
essentially about stimulating creativity and providing an incentive which enables
operations better to understand how they should be serving their customers. Many
organisations find that benchmarking is the process itself of looking at different
parts of their own company or looking at external companies which allows them
to understand the connection between the external market needs which an
operation is trying to satisfy and the internal operations practices it is using to try
and satisfy them. There are five phases developed in practice to implement
benchmarking approach. These five phases are planning, analysis, integration,
action and maturity. The detail of these five phases are given by Slack et al (1995,
page 733).

Benchmarking is a valuable management tool which helps to identify that set of
practice which a good company uses. It does not, however, seek to explain the
contribution of each individual practice to the performance achieved. For this
purpose practice-performance relationship studies using longitudinal and/or cross-

sectional data set are needed.

In this section, performance variables and measurement systems and approaches
have been reviewed. In the following section, practice factors generated from

empirical studies in the past are reviewed in detail.

24 Practice Factors Generated from Empirical Studies

Relevant definitions of practice in a dictionary are ‘a doing or effecting’ and

. . ., ) . :
exercise of any profession’. In this study, practice refers to manufacturing

management practice, or manufacturing management doings or exercises. In

another way, practice in this research is a kind of management action, which can

be employed in manufacturing companies in order to improve their performance.

50



Chapter 2 Literature Review

The manufacturing management actions explored in the literature are listed in this
section and the definitions for these actions are also provided, which give

‘practice’ actual meanings.

A wide range of the practice factors has been explored in the manufacturing
performance and practice relationships literature. Also, best practice studies
contribute to the selection of practice factors. These practice factors are catalogued
into 24 groups, although there are necessary overlaps between the groups and it

would be unusual to have actions which are only effective in one group.

1. Lean Production. Including Just in Time (JIT), Work in Process (WIP), set-up
time reduction, manufacturing lead time reduction, and buffer reduction and
production control. Some of these practice factors overlap each other but with
different content focuses. For example, JIT programme includes the content of
set-up time reduction. The reason why set-up time reduction is listed separately
from JIT is that some companies only implemented set-up time reduction but not
the whole process of JIT and some studies only investigated set-up time reduction

but not entire process of JIT based on the companies’ real practice situations.

2. Human Resource Management (HRM) related programmes. Including
developing HRM policies (such as commitment policies), direct labour
motivation, multiple-skill training, giving workers a broader range of tasks, and

giving workers more planning responsibilities.

3. Diversification. Including product diversity, geographic diversity, service

diversity, and market diversity.
4. Quality Management. Including Total Quality Management (TQM),
Continuous Quality Improvement, zero defects, statistical quality control

(process) and quality circles.

5. New Product Development. New product development activities include
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product flexibility (customisation), new product introduction, design quality
(design innovation), product development cycle time, product technological
innovation, product improvement refinement, new product development, and
original product development. The paper by Calantone, Vickery and Droge (1995,

page 216) gave the detailed definitions of these new product development

activities.

6. Research and Development (R&D). R&D related factors include amount of

R&D expenditure, firm R&D intensity, industry R&D intensity, process R&D and
product R&D.

7. Use of technologies. Including use of automation, robotization,
computerization and information systems in manufacturing management control,

design and production process.

8. Flexible Manufacturing Systems. Including any forms of manufacturing
systems which can be defined as a computer-controlled configuration (flexible
manufacturing cell) of semi-independent work stations connected by automated

material handling and machine loading (flexible transfer line).

9. Capital Investment. Including any forms of long term financial investments in
capital assets, such as investment in land and buildings, investment in technology
and investment in equipment.

10. Size of firm. Including employment size measured by the number of
employees, property size measured by assets and operational size measured by the

number of plants which a firm operates.

11. Unionisation. Including improving labour/management relationships and

union co-operation.

12. Focus. Including plant focus, corporate focus and production process focus
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which means either small batches, large batches (or an assembly line) or a

continuous process.

13. Strategic planning. Formal planning with consideration of the strategies of a

manufacturing company.
14. Cost reduction. Programmes related to reducing cost.
15. Age of firm. The number of years’ existence of a manufacturing company.

16. Export. Including increase in export sale amount in volume/value or the ratio

of exports to total sales.

17. Institutional ownership. Including outside institutional shareholdings, inside
and family institutional owners’ shareholdings and corporate executives’

shareholdings.
18. Environment. Including the degree of hostility in eg. acquisitions.
19. Restructure. Any types of reforms carried out in manufacturing companies.

The following five variables are also surrogated for performance variables even
though some studies in this literature used them as practice factors. They share

double status.

20. Market share. The activities related to increase in the percentage of products

in the market.

21. Customer satisfaction. As mentioned in last section, customer satisfaction
can be used as a non-financial measure for performance. There is a study
employing customer satisfaction as a good practice, which is linked to improve

firm performance measured by financial variables, such as Rol, economic returns
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and market value. In this case, customer satisfaction is viewed as part of a strategy
(Griffin et. al., 1995).

22. Firm value. It is often measured by earning per share.
23. Long term debt, and
24. Dependability. Including delivery reliability

The performance variables and the practice factors employed in manufacturing
areas have been introduced in the above two sections. It is impossible to cover
everything. However, it is believed that the variables listed above cover a wide

range to be sufficient to form the basis for the relationship studies in this research.

Most of the practices summarised from empirical works included are coming from
the theory of operational management. There are other factors drawn from the
published studies, such as diversification, size and age of the firm, unionisation,
export and firm value, which have been considered as manufacturing practices in
this study. Some of them can be included in the domain of operational
management, such as diversification. Some of them should belong to other
domains in management science, such as unionisation, which should be classified
in industrial relations. This research has no intention to review all management
science theory because it is a large subject and most of the context has no direct
relation with this research. The key practices pertinent to manufacturing practices

have been summarised.

25 Manufacturing Practices and Performance Relationships

Empirical studies on the relationships between practice and performance can be
categorised into 24 groups according to the 24 practices listed in last section. The
studies on this literature focus mainly on whether and how these practices effect
manufacturing performance measured by financial and/or non-financial terms.
The influence of manufacturing performance, vice versa, on implementing

practice is not the main concern in these relationship studies.
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In these 24 categories, the seven most intensively studied relationships are the
following factors, lean production, HRM related programmes, diversification,
quality management, new product development, use of technology and FMS, and
manufacturing performance. There is remarkable consistency in the positive
results on new product development (Calantone et al., 1995; Sa, 1988; Voss et al.,
1995; O’Mahony, 1994 and McGrath & Romeri, 1994), quality management
(Banker et al., 1993; Kasul & Motwani, 1995; Tunalv, 1992; Wacker, 1987; Roth
& Miller, 1992; Shadur, 1995 and Young et al., 1988) and FMS (Tunalv, 1992;
Covin & Slevin, 1989 and Macduffie, 1995) on performance improvements,
whatever the methods and measures have been used and wherever the data was
collected for the investigations. However, the studies into effect sizes of new
product development on performance showed differences. Whether the difference
is significant or not needs to be explored. Most studies on quality management
and FMS are qualitatively based and there is insufficient information on their
effect sizes on manufacturing performance. Nevertheless, new product
development, quality management and FMS were quite promising for
improvements of manufacturing performance and supported by the research in the

past.

The studies on lean production (Meyer & Ferdows, 1990; Wathen, 1995; Wacker,
1987; Banker, et al., 1993; Schmenner & Rho, 1989; Voss et al., 1995; Mayer,
1989; Sellani, 1994 and Oliver et al., 1994), HRM related programmes
(Macduffie, 1995; Arthur, 1994; Roth & Miller, 1992; Schmenner & Rho, 1989;
Banker et al., 1993; Corbertt & Harrison, 1992 and Ng & Maki, 1993),
diversification (Chang & Thomas, 1989; Fowler & Schmidt, 1989; Evans, 1987,
Arthur, 1994; Carpano et al, 1994; Habib & Victor, 1991; Dubios et al., 1992 and
Sa, 1988) and Use of Technology (Roth & Miller, 1992; Carr, 1988; Garsombke
& Garsombke, 1989 and Sa, 1988) provide different findings, despite qualitative
or quantitative methods being used on the assessments on their relationships with
manufacturing performance. The literature provided quite controversial findings

on diversification strategy and use of technology in the manufacturing
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relationships literature. However, diversification strategy has been viewed as a
way out in nowadays competitive environment. Technology advances may still be
very beneficial for a company in the long term. The degrees of controversy on
HRM related programmes and lean production are much less and may more likely
depend on the elements which have been included. The results on these two

practices have a trend towards a positive effect on manufacturing performance.

Besides these seven most frequently studied relationships, capital investment
showed quite a consistent positive effect on performance. However size and age

of the firm have less consistent effects on benefiting performance in the past.

2.6  The Need of Clarification of the Findings on the Manufacturing

Practice and Performance Relationship Studies

There are several problems related to the general application (validity) of the
outcomes of an individual study, internal validity, external validity and statistical
conclusion validity. The results or conclusions generated from a single study are
constrained by research situational specification, i.e. conditioned in certain time
period, a certain studied country or industry and other factors related to the study
environment. When a practical situation is different from the one investigated, the
findings related to this relationship may not be valid in the new practical situation
and hence can not be applied. In addition, the research on the manufacturing
practice and performance relationship also provided different findings, which

make the application of the findings unfeasible.

The differences of the findings on the relationships could be analysed by
comparing the situations in which the studies were carried out. This may uncover
the elements causing differences, but whether the differences are significant can
not be explored. However, in this study, we are concerned with the acceptance of
the differences. If the difference is not significant, the results of the findings may
be combined and the combined results can be applied in general. A method is
required to combine the different findings and analyse the difference in the
relationships. It helps to decide whether the findings related to a certain

relationship can be applied in general or otherwise to uncover gaps in the
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manufacturing relationship studies. Meta-analysis (Glass, 1976) provides a
methodology which can be used to combine differences of findings concerning
with relationships. The errors caused by samples and measurement and other
factors are considered and reduced and therefore, the acceptance of the findings of

a certain relationship in general can be decided at a certain confident level.

2.7 Summary

In this chapter, external/economic factors and internal factors to firms from a
theoretical point of view have been reviewed first to provide a big picture and
fundamental background for further investigating the relationships between
manufacturing practice and performance. In order to do so, empirical works on
performance variables and practice factors and their relationships have been
searched and reviewed and factors have been summarised. These factors are
mainly drawn from manufacturing practice and performance relationship studies
in the literature. However, performance measurement studies and best practice
studies also contribute to the review results. Most of these factors are come from
operational management theory and some are from other subjects in management
science. Nevertheless, all these factors are viewed as manufacturing practices in

this study.

Five performance objectives and sub-measures developed in the operational
management theory have been reviewed first. Drawn from the empirical studies,
performance variables have been classified into financial and non-financial
measures. Also, other performance measurement systems or approaches, the
efficiency measurement system, the throughput and output system,
Benchmarking, and Balanced Score Cards, are also reviewed. Financial measures
in performance have been paid much more attention comparing with non-financial
measures. The performance measures used in companies or studied by researchers
reflect the perspectives from which they perceive their success. Also, twenty-four
catalogues of practice factors have been summarised based on the empirical

studies in the past.

The relationships between practice and performance in the manufacturing domain
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have been reviewed. The findings on certain relationships are consistent in some
aspects. However, there are still quite a few relationships with different findings,
especially on the sizes of the relationships. Whether these inconsistencies are due

to difference in population or rather simply due to other factors such as sample

error needs to be discovered.

Meta-analysis provides a method to integrate these individual findings to
determine whether the difference in the findings is acceptable or not, thereby to
establishing a base for future research in general and some reference for
practitioners. The next chapter introduces meta-analysis methodology and applies

it to the manufacturing practice and performance relationships studied in the past.
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Chapter 3 Meta-Analysis of the Relationships between Practice

and Performance in Manufacturing Industry

3.1 Introduction

Meta-analysis (Glass et al., 1981, Hunter et al., 1982, Wolf, 1986) is a
methodology to integrate and analyse different empirical results on relationships.
As mentioned in the previous chapter, the literature search on manufacturing
performance and practice relationship discovered 45 studies and provided
different results on these relationships. This search covered the period from 1979
to 1995 inclusive. However, the 45 articles actually ranged from 1986 to 1995 due
to no relevant studies being uncovered from 1979 to 1985 in manufacturing
relationship studies. Therefore, meta-analysis is employed to present an overview
of published studies of the practice-performance relationships in manufacturing
industry during this time period. 16 of the 45 studies provide relevant quantitative
information of the relationships, such as correlation coefficients, which make the
assessment of the sizes of the certain relationships possible. The different findings
of the relationships between practice and performance can be clarified not only
qualitatively but also, for some of the relationships, can be explored quantitatively

as well.

The published studies on manufacturing practice and performance relationships
have been searched in two computerised data bases, ABl/Inform and Institute of
Management Database (IMID), and relevant references provided by published
studies during the review. The key words were “manufacturing” and
“performance”. More than 200 articles have been found related to manufacturing
performance. 45 articles have studied the relationships between practice and
performance, and therefore, have been included into this meta-analysis. The
reason why the key words for the searching omitted to include “practice” is
because “practice” can be expressed by different terms and only one article came
out when practice was used for a key word. The included articles provided at least

(1) a dependent variable measuring some aspect(s) of manufacturing performance
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(financial or non-financial measures), and (2) an independent variable representing

a practice factor. The 45 articles cover 25 different academic journals whose

frequencies are provided at table 3.1. The full references of these 45 articles are

provided at appendix 1. Appendix 1 also provides a table of the scope and

findings of the 16 studies of these 45 which employed quantitative methods.

Sources of the meta-analysis studies | No. |Sources of the meta-analysis studies No.
Long Range Planning 7 |Inter. Journal of Human Resource Mgt 1
Strategic Mgt. Journal 6 |Inter. Journal of Quality & Reliability. Mgt. 1
Inter. Journal of Oprtns & Prdctn Mgt. 5 |Inter. Studies of Mgt. and Organization 1
Production and Inventory Mgt. Journal 4 |Journal of Business Strategies 1
Journal of Inter. Business Studies 2 |Journal of Economic Studies 1
British Journal of Mgt. 2 |Journal of Operations Mgt 1
Academy of Mgt. Journal 1 |Journal of Small Business Mgt. 1
Accounting Organization and Society 1 |Mgt. International Review 1
Business Finance & Accounting 1 |National Institute Economic Review 1
Business Horizons 1 |Production Innovation Mgt. Journal 1
British Journal of Industrial Relations 1 |Sloan Mgt. Review 1
Industrial and Labour Rlatns Review 1 | The Journal of Industrial Economics 1
Interface 1 Total| 45

No: Number of the studies included in the selected journal

Table 3.1

The Summary of the Studies included in the Meta-Analysis

Therefore, this chapter covers the following aspects:

1. Introduction of meta-analysis methodology, especially two methods in this

methodology

analysis

. Classification of performance variables and practice factors used in the meta-

3. Results of the meta-analysis of the two methods applied

Limitations of meta-analysis

3.2  Meta-Analysis Methodology

Meta-analysis, initially developed by Glass (1976), is a research approach in

which the results from many empirical studies examining relationships between

similar variables are systematically combined and integrated. The aim of meta-

analysis is to reveal patterns of relatively invariant underlying relations and
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causalities between variables, the establishment of which will constitute general

principles and cumulative knowledge (Hunter, et al., 1982).

Based on the availability of the literature in the area of relationships between
performance and practice in manufacturing industry, two forms of meta-analysis
are conducted in this chapter. First, a counting approach (Capon et al., 1990),
using counts of significant relationships, helps establish the general shape of the
literature. What has been studied a great deal and what has not in manufacturing
performance and practice relationships can be clear. This is a simple, robust

method involving three steps:

1. Cataloguing the relationships in terms of their independent and dependent
variables;

2. Identifying the sign of each empirical relationship (positive or negative) and
counting the number of positive and negative signs for each relationship; and

3. Testing the sign of each catalogued relationship using binomial sign test
(Spiegel, 1972, page 122).

Through these three steps, whether a certain relationship reported is significantly
more positive than negative or significantly more negative than positive can be
determined according to the result of a binomial sign test. Sometimes, a test
provides a result that insufficient information has been reported in the literature to
decide whether the relationship reported is significantly more positive or
significantly more negative. When there is no sufficient information which has
been reported or studies in the literature for a certain relationship, it means there is

a gap in the literature and further research for this relationship is needed.
This method is extremely flexible since it requires only qualitative assessment of

relationships. But its main disadvantage is that the outcome is also qualitative-the

existence of a relationship is established but its size cannot be estimated. The
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second method of meta-analysis can remedy this disadvantage, provided
correlation coefficients for the relationships are available in published research.
The second approach measures the effect size. It enables us to quantify systematic
similarities and differences in relationships. This is conducted through combining
the correlation coefficients that have been reported in the empirical studies and
reducing artefact errors to estimate population means-strength of relationships.
According to Hunter et al. (1982), much of the apparent contradiction of the
findings in empirical research is the product of statistical artefacts rather than
population differences. There are several artefacts that can explain much of the
variance observed among studies, such as sampling error, measurement error, and
computational and typographic errors. Among these artefact elements which may
cause the observed variance, sampling error can account for 75 to 95 percent of
the error across studies (Schmidt, et al., 1981; Terborg et al., 1982; Schmidt et al.,
1980). In section 3.5, the correlation coefficients across a collection of these
studies are aggregated and the variances caused by sample-error are calculated to

explain some of the observed variance.

In this second form of meta-analysis, there are four basic steps required to derive

mean correlations and variance estimates (Hunter, et al., 1982).

The first step is to estimate the population mean correlation for the collection of i
studies (correlation coefficients ;) under review by calculating an average

correlation coefficient 7 weighted by sample size (V;).

7 = ZNiri
2N

Since large sample studies are subject to less sample error, a weighted average
correlation will provide a more accurate aggregated estimate of the population

mean than a simple average.
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The second step is to calculate the observed variance (o;°) among individual

correlation coefficients across studies using an average squared error (7, - 7 )2

weighted by sample size (N)):

2 *le(rz "”7)2
o ==
r ZNl

Because sampling-error variance is a major influence which causes observed
variance bigger than population variance, the third step is to calculate an estimate
of sampling-error variance (o) (the variance which is caused by sampling-error
rather than population difference). Then observed variance can be corrected by

sampling-error variance to estimate population variance.

-7k

P

Where k is the number of individual correlations included in the calculation. Then

7_
o, =

i is from 1 to k. Then the last step is to obtain the unbiased estimate of the
population variance (residual variance) by subtracting the sampling error variance

from the observed variance:

o =02 - o
This four-step procedure provides estimates of population mean correlations and

variance that are corrected for sampling error.

The smaller corrected population variance indicates higher percentage of total
variance explained by sampling error variance and higher degree of acceptance of
the combined results. The combined results on relationships with more than 75%
of total variance explained by sample error variance is a criteria for acceptance of
the combined results (Pearlman et al, 1980). The detail of its application for this

research is given in section 3.5.
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Corrections for other statistical artefacts could not be made in the present meta-
analysis because the necessary information (e.g. reliabilities of the measurements
used in the empirical studies) for these corrections were not reported by many
studies included. Similar difficulties have been mentioned in several meta-analytic
works (Gooding & Wagner III, 1985; Capon et al., 1990). Therefore, conclusions
drawn from this research are based on somewhat conservative estimates of

population mean correlations and variance.

3.3  The Classification of the Variables included in the Meta-Analysis

In section 2.2 and 2.3, the performance variables and practice factors which are
investigated either in relationship studies or performance measurement studies or
best practice studies have been included and classified. In this section, the
variables used only in the relationship studies are relevant to the meta-analysis and
are included in the classification. The classification in this chapter is therefore
different from the one in chapter 2. Both the lists of performance variables and

practice factors in this chapter cover fewer items than the ones in chapter 2.

3.3.1 Practice Factors

The 45 published studies investigated relationships between a wide range of
practice factors and performance variables. These practice factors have been
classified into 23 variables based on the specific or general type of practice
improvement which is intended, and on the desire to identify adequate cases for
analysis in each class; this leads to some broad practice categories alongside some

specific categories. They are:

1. Lean Production. Including JIT, WIP, set-up time reduction , manufacturing
lead time reduction, buffer reduction and improved production control;

2. HRM related programmes. Including HRM policy change (such as
commitment policies), direct labour motivation, and multi-skill training;

3. Diversification. Including increases in the degree of product and geographic

diversity;
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4. Quality management. Including TQM, Continuous Quality Improvement, zero
defects, statistical quality control and quality circles;

5. New product development. Including new product development activities and
R&D related factors. New product development activities include product
flexibility (customization), new product introduction, design quality (design
innovation), product development cycle compression, product technological
innovation, product improvement refinement, new product development, and
original product development. R&D related factors include amount of R&D
expenditure, firm R&D intensity, industry R&D intensity, process R&D and
product R&D;

6. Use of technologies. Including use of automation, robotics, computerization
and information systems;

7. Flexible Manufacturing Systems;

8. Capital investment - long term investment in capital assets;

9. Size of firm. Including employment size measured by the number of
employees, property size measured by assets and operational size measured by
the number of plants a firm operates;

10. Unionisation. Including improving labour/management relationships and
union co-operation;

11. Strategic Focus. Including increasing plant focus, corporate focus and
production process focus;

12. Strategic planning. (formal planning);

13. Cost reduction;

14. Age of firm;

15. Proportion of Export sales;

16. Institutional ownership. Including outside institutional shareholdings, inside
and family institutional owners’ shareholdings and corporate executives’
shareholdings;

17. Hostility/Environment. Including the degree of hostility in e.g. acquisitions;

18. Restructure;
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Variables 19 to 23 have been employed by the studies included in this meta-

analysis as practice variables, even though they also surrogate for performance

variables. They share double status.

19. Market share;

20. Customer satisfaction;

21. Firm value (earning per share);
22. Long term debt;

23. Dependability.

All of the above 23 practice variables have been taken into account for the first
form of the meta-analysis. In the second form of the meta-analysis, 7 of the 23

variables are used, of which one has been split. They are:

[am—y

new product development including R&D factors
new product development excluding R&D factors
firm size

strategic focus

human resource management related programmes
firm age

diversification

© N v R W N

hostility of environments.

In addition to these 8 variables, “action programmes’” have been used as a specific
practice variable only for the second meta-analysis. The action programmes
included quality conformance, unit production cost, inventory turnover,
development speed, on-time delivery, delivery speed, overhead costs and batch

size related programmes, encompassing variables 1, 4 and 13 of the first list.

Some practice variables are excluded in the above classifications because only one

or two correlation coefficients related to these variables (such as ownership and
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unionization), and therefore the second form of meta-analysis could not be

applied.

3.3.2 Performance Variables

In the first form of meta-analysis, any performance improvement is considered as
valuable to the firm, and since it is a basic combining technique, there is limited
value in classifying the types of improvement. However, in the second form of the
meta-analysis, it is desirable to classify the performance variables to improve

understanding of the underlying relationships.

First, performance variables have been divided into financial variables and non-
financial variables. Based on the 16 included published studies reporting
information qualified for the second form of the meta-analysis, financial variables
have been arranged into two groups which are ‘return’ and ‘growth’, one general
financial index and one specific variable. As with the practice variables, studies

are classified to the specific categories where possible based on the published

data:

1. Return. Including return on investment (Rol), return on sales (RoS), return on
assets (RoA), return on equity (RoE), return on capital employed (RoCE),
productivity, profitability, market share and sales;

2. Growth. Including Rol growth, RoS growth, market share growth, firm growth
(employment change per year);

3. General financial index, being a combined score for the financial measures
used;

4. Labour productivity.

Non-financial performance variables have been used much less in the published

correlation studies than financial variables:

5. Non-financial index, being a combined score for non-financial measures used.

6. Quality is measured by defects rate or scrap rate.
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One study (Garsombke and Garsombke, 1989) of 16 correlation studies used an

overall performance index and could not be included in the meta-analysis.

After classifying the variables and cataloguing their relationships, the sign of each
empirical relationship needs to be identified and adjusted for compatibility before
integrating them. In principle, the direction which is widely held to be an
improvement is taken as the standard for the performance variable, therefore all
positive practice-performance relationships are notional improvements. For
example, the correlation between “Quality” and “HRM” where “the number of
vehicles without defects in 100 new produced vehicles” was used to measure the
“Quality” was positive; whilst the correlation between them where “the number of
vehicles with defects in 100 new produced vehicles” was used to measure
“Quality” was negative. Clearly, these two opposite correlation coefficients mean
the same thing, i.e. “HRM” is related to improved quality performance. The signs
of correlations have to be adjusted to be consistent before combining individual
correlation coefficients in meta-analysis. If not, the results of a meta-analysis
would obviously not be valid. In some classes, specifically 3, 9, 12, 14, 15, 16, 17,
18 there is no widely held view of improvement direction and an arbitrary but

consistent positive direction is taken in each class.

3.4  Results of the Counting Approach and Interpretation

Based on the total sample, the 45 published studies on manufacturing performance
and practice relationships, 16 classes of the relationships between manufacturing
practice and performance which have been reported in at least 3 studies have been
summarised and provided in table 3.2. The 16 classes of the relationships between
manufacturing practice and performance are catalogued according to practice
variables. The practice variables as independent variables which are associated

with a single dependent variable (performance) are listed in the first column of

table 3.2.
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Independent Variables N No of Relationships Binomial Signifi
Pos. Neg. Total Results(p) cant?

Lean Production 10 10 3 13 0.046 +
HRM related Programmes 9 9 1 10 0.011 +
Diversification 8 12 5 17 0.072 ns
Quality Management 7 8 0 8 0.004 ++
New Product Development 6 15 0 15 0.000 ++
Use of Technology 6 11 6 17 0.166 ns
EMS 6 9 0 9 0.002 ++
Capital Investment S 9 0 9 0.002 ++
Firm Size 5 4 S 9 0.746 ns
Unionisation 4 2 3 5 0.813 ns
Focus 4 3 2 5 0.500 ns
Strategic Planning 4 3 1 4 0.313 *
Cost Reduction 4 3 1 4 0.313
Firm Age 3 5 3 8 0.363 ns
Export 3 4 0 4 0.063 *
Market Share 3 1 2 3 0875 |  *

++, +: significantly more positive than negative relationships reported, based on si
test at a level 0of 0.01 or 0.05

ns: not significantly difference between the number of positive and the number of

the negative signs

insufficient relationships reported to draw conclusions by binomial tests

N: number of the studies included

*.

Table 3. 2 Counts of Sign of Practice Factors Studied with Manufacturing

Performance Relationships

Table 3.2 shows the practice variables in rank order of study frequencies, with the
number of studied (N), the number of positive, negative and total relationships
cited, and the results of the binomial sign test for each relationship cited. It shows
that the practice factors (independent variables) which have been explored in
published studies are very diverse. 16 classes of the independent variables were

repeated in at least three studies.

There are a further seven independent variables which were not included in table
3.2 because they were only explored in one or two studies. They are ownership,
long-term debt, environment, firm value (earning per share), dependability,
restructure, and customer satisfaction. Because the total number of published

studies in this area is relatively small and covers a wide range of independent
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variables, the number of studies related to each of the independent variables is
small, even though some studies reported more than one independent variable. For
five classes only positive relationships have been reported, however for the

remaining eleven groups both signs of the relationships have been reported, which

generates confusion for practitioners.

Based on the binomial sign tests (a = 0.05), there are six classes where
significantly more positive than negative relationships were reported. They are: (1)
Lean production; (2) HRM related programmes; (3) Quality Management; (4)
New Product Development; (5) Flexible Manufacturing Systems; and (6) Capital
investment-long term investment. Classes 3 to 6 are significant even at 1 percent
level. These six factors can be suggested as important practices related to

manufacturing performance improvement.

Another six classes show no significant relatidnships with this relatively small
sample of published studies. They are: (1) diversification; (2) use of technology;
(3) firm size; (4) unionisation; (5) focus and (6) firm age. There may be two
reasons for the outcome. One is that there is indeed no significant relationships
(either positive or negative), especially when the relationships are relatively
specific, i.e. independent variables of the relationships include only a couple of
elements. For instance, the practice of “diversification” only covered two elements
- product and geographic diversification. The result of the binomial test for this
relationship which shows no significance can be accepted. The other reason is that
the classification of practice is too general and the relationship could be further
explored at a more specific level. For instance, “use of technology” included use
of information systems, robotization, computerisation and automation. The
relationships between “use of technology” and performance can be further
explored, in which case the result could be different for each technology. In this
study, however, the results still showed no significance because of the very small
sample size (less than five) which each of the four independent elements of “use

of technology” holds.
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The other four relationships included very small sample sizes (not more than

four). The results showing no significance were present because insufficient
numbers of a certain relationship reported in the literature. Hence valid
conclusions cannot be drawn. They are the relationships between strategic
planning, cost reduction, export and market share with performance. It will be
noted (see “‘export”) that four correlations alone are insufficient to draw a
significant conclusion based on the result of the binomial sign test, even though all
four of them are in the same direction, in this case all of them are positive. At a
significance level of 0.05, at least five repeated relationships are required to be

reported at the same direction to show a significant result.

3.5  Results of the Measuring Effect Size Approach and Interpretation

Based on 16 of the 45 published studies concerning the relationships between
manufacturing performance and practice which provided correlation coefficients,
10 groups of the associations of the practice factors (independent variables) with
the different performance measurement variables (dependent variables) and their
combined effect sizes are reported in table 3.3. Besides, total sample sizes,
number of correlations included in the combination (k), observed variance, sample
error variance, residual variance and percentage of observed variance explained by

sample-error variance.

Independent | Dependent | k Total | Weighted | Observed | Sampl.-E | Residual | Percentage

variables variables sample mean variance variance | variance | explained
NPD /R&D | Return 12 1584 0.535 0.061 0.0039 0.057 6.3
Size Financial 3 360 0.534 0.186 0.0043 0.181 23
Focus Return 3 318 0.514 0.268 0.0051 0.263 1.9
HRM Quality 4 216 0.446 0.016 0.0119 0.004 74.0
HRM Lab Prody. | 4 216 0.437 0.063 0.0121 0.050 19.4
Action prog. | Non-Fin 11 440 0.425 0.045 0.0167 0.028 37.5
Age Financial 3 114 0.352 0.046 0.0202 0.026 44.1
NPD Growth 8 455 0.351 0.001 0.0018 0 100.0
Hostility Return 8 791 0.263 0.029 0.0076 0.022 26.3
Diversificn | Return 5 271 0.094 0.018 0.0181 0.000 99.1

k: number of correlations included in analysis

Table 3. 3

Effect Sizes of the Relationships
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Table 3.3 is ordered by weighted mean correlation coefficients (weighted mean )
and shows the combined effect size-the strength of the relationships. One can
notice that most performance measures are financial, which account for 8 out of
10. There are only two groups of practices correlated with non-financial
performance measures. They are: “Action programmes” with non-financial
measures and “HRM” with “Quality”. In addition, the 16 articles provided 88
correlation coefficients, 71 of which employed financial performance
measurement. Although many studies (Fisher, 1992 and Maskell, 1991)
emphasised upon the importance of using non-financial measurement, financial
measures were still used alone, perhaps because the non-financial performance are

difficult to measure.

All the relationships show positive relationships according to the weighted mean
correlation coefficients provided in table 3.3. However, it is possible that one of
the reasons that all relationships show positive correlation is because researchers
may be more likely to report the correlation coefficients with significantly positive
rather than those with insignificantly positive or negative correlations. In addition,
adjusting directions of the relationships before combining them in the meta-
analysis (mentioned at section 3.3.2) is the other reason why all relationships show
positive in table 3.3. For example, the positive relationship between “hostility”

and “return” is because the higher degree of hostility was awarded lower value.

The combined correlation coefficient for each catalogued relationship has been
tested for significance by a T-test. All the mean correlation coefficients () of the
relationships are significant at 0.1 percent level except for the mean correlation
coefficient of the relationship between “diversification” and financial performance

(measured by “Return”), which is not significant even at 5 percent level.
The last column of table 3.3 provides the percentages of the observed variances

which are explained by the sampling-error variances. If the observed variance can

be mostly explained by the sample-error variance, the residual variance which is
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the observed variance less the sample error variance, will be very small. Pearlman
et al. (1980) suggested that the relationship be considered unmoderated if 75
percent or more of the observed variance can be explained by the artefacts
including sampling error, measurement error, and different in range variances. In
the situation of this research in which only the sampling error variance has been
removed from the observed variance, it will be more acceptable that the cut-off
decreases from 75 percent to 60 percent (Perters et al., 1985). Using this rule of
thumb, only 3 correlations out of 10 relationships reported in table 3.3 can be
accepted as unmoderated by other variables, and one of these is the correlation
between “Diversification” and “Return” which has been combined to show non-
significant relationship. The correlation between “human resource management
practices” and “quality’” has 74 percent observed variance explained by the
sampling error variance. This relationships can therefore be considered

unmoderated by other variables.

The combined correlation of the relationship between “NPD” excluding R&D and
“Growth™ is a special case in which the observed variance is small enough (0.001)
and the sampling error variance (0.0018) is bigger than the observed variance.
Hunter et al. (1982, page 49) and Terborg et al. (1982) treated this situation as the
100 percent of observed variance which can be explained by sampling-error
variance and accepted the correlation coefficient as effect size of the relationship.

This relationship can also be considered unmoderated by other variables.

When the percentage of observed variance which can be explained by sampling-
error variance is low, there may be other artefacts such as measurement error,
computational error which influence the observed variance, or there may be
influence by moderating variables (Gooding & Wagner, 1985). The fact that the
data of studies included in the review were collected in different countries or
different industries can be a reason for moderating variables. Therefore, the effect
sizes of the relationships with low percentages of the observed variances which

can be explained by the sampling error variances can not be accepted at this stage
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for their general applications. In order to gain insight into this effect, we consider
first the correlation between “size” and “financial performance”, which table 3.3
shows that only 2.3 percent of the observed variance of the correlation between
“size” and “financial performance” were caused by the sampling error. That means
that this apparently substantial 0.534 effect size of the positive relationship

between these variables is still unacceptable for its general application.

There are originally four correlation coefficients reported in published studies for
this relationship (size and financial performance), but one with a large sample size
(n=42,339) and the other three sample sizes were 266, 64 and 30 respectively. If
the four correlation coefficients were combined together, the weighted mean
correlation coefficient would be nearly the same as the one with a huge sample
size. In this case, the weighted mean correlation coefficient which was a
combination of four correlation coefficients was -0.0475 and the correlation
coefficient of the huge sample was -0.05. The other three correlation coefficients
which were included in the meta-analysis were 0.78, 0.01 and -0.52 respectively.
It is very observable that there is a huge variance among these coefficients. It also
supports that there is only 2.3 % explained variance in this group. The research
(Tto, 1993) with 0.78 correlation coefficient employed Japanese manufacturing
firms as the sample and used “assets” measuring “size” and “domestic sale” as
financial performance measure. The research (Richardson et al., 1985) with 0.01
correlation coefficient used the sample of Canadian electronics firms with “annual
sales” as “size” and “profit” as financial performance measure. The research
(Arthur, 1994) with -0.52 correlation coefficient was carried out for the US. steel
minimills and “‘the number of employees” as “size” and “labour hours” as

performance measure.

The reasons why these three correlation coefficients are so different may be that
these three studies on the relationship between “size” and performance employed
different measures and used different countries’ manufacturing firms as samples.

Therefore the percentage of the observed variance explained by sampling error
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variance is very low. In fact, the population variance is very high for these three so
different correlation coefficients. In this case, therefore, the observed variance of
the weighted mean correlation coefficient could be caused by contextual

moderating variables and/or other artefacts rather than sampling-error.

Other catalogued relationships in table 3.3 with low percentage of observed
variances which can be explained by sampling error variance share the similar
reasons. The combined correlation coefficient of the relationship between
“NPD/R&D” and “Return” with 6.3 percent observed variance which can be
explained by the sampling-error variance was a result of combining the data
collected from two different countries, the American furniture industry and

Japanese Manufacturing firms.

The correlation coefficient of the relationship between “focus” and “Return” with
1.9 percent observed variance explained was the combined results of studies
whose data were collected from manufacturing firms in America and Canada. The
correlation of the relationship between “HRM” and “Labour productivity” with
19.4 observed variance explained was composed of two different industries’ data
in US, an international data set from automotive assembly plants and steel
minimills. The correlation of the relationship between “Age” and “Financial
performance” with 44.1 percent observed variance explained combined studies
whose data were collected from two different industries in US, steel minimills and
manufacturing industry firms which had experienced acquisition. The correlation
of the relationship between “Hostility” and “Return” (positive relationship
between reducing hostility and return) with 26.3 percent observed variance
explained was composed of 8 correlations from four studies which used the data
from American manufacturing firms experiencing acquisition, steel minimills,
international manufacturing firms and small manufacturing companies in US. The
correlation of the relationship between “Action programmes” and “Non-financial
performance” with 44.1 percent observed variance explained combined studies

whose data were collected from American steel minimills, the European
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manufacturing futures survey, international data set of automotive assembly

plants.

Unfortunately, further investigations can not be conducted because of an
insufficient number of published studies available for each manufacturing
performance and practice relationship study. Even those that are published do not
consistently provide the information which is required for further investigations.
This must therefore be deferred pending further research when sufficient relevant
information has been reported. Except for the information about reliability of the
independent variables, the reliability of the dependent variables, and the range
departure (mean and standard deviation of the variables) should also be published.
The information makes not only the correction of sampling-error but also the

corrections of errors of measurement and range variation possible (Hunter et al.,

1982)

For the acceptable correlation coefficients, it is important for practitioners to
properly understand what a correlation coefficient of a relationship means. There
are different ways to interpret effect sizes for correlational studies. Traditionally,
the square of the correlation coefficient was used as an estimate of the shared
variance between the two variables that are correlated. Therefore, the three
accepted relationships can be explained as follows. Implementing human resource
management related programmes was responsible for 44.6 % variability on quality
improvements. Implementing new product development had a 35.1 % increased
opportunity on manufacturing companies’ growth. Due to non-significance of the
combined size of the relationship between diversification strategy and
manufacturing return, it can be said that diversification strategies did not
contribute manufacturing companies’ performance measured by ‘return’. Even
though the non-significant effect was positive after combination by the meta-

analysis, it only means that it occurred by chance because it is non-significant.
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Rosenthal and Rubin (1982) provided a more intuitive, insightful, and perhaps
useful way to evaluate the practical importance of correlation coefficients. This
procedure is based on the mathematical transformation of a correlation coefficient
(r) to a chi square (x*) and provides what Rosenthal and Rubin call a “binomial
effect size display” (BESD) for 2x2 table (Rosenthal and Rubin, 1982, page. 167).
The BESD is the estimated difference of percentage in success probabilities
between treatment and control. In this study, it indicates the probabilities of
manufacturing performance increased by implementing a certain practice. The
procedure assumes that a causal link has been established by the survey or

experimental design. More details of this interpretation are provided by Rosenthal

and Rubin (1982) and Wolf (1986).

Independent Dependent | Weighted Shared Perfo. Increased rate | Percentage
variables variables mean r variance r° from to increased
HRM Quality 0.446 0.20 0.28 0.72 44
NPD Growth 0.351 0.12 0.32 0.68 36
Diversification Return 0.094 0.01 0.45 0.55 10
Table 3. 4 Binomial Effect Size Displays for the Correlation Coefficients

Table 3.4 presents the BESD for the 3 groups’ combined correlations with
acceptance for general application. Even though the correlation between
diversification and return is very low, which means that diversification and return
have a non-significant relationship after the combination of the correlations by the
studies on this relationship by the meta-analysis, the combined result is
acceptable. The BESD seeks to show the difference in the likelihood of improved
performance between those who adopt a practice and those who do not. According
to table 3.4, the implementation of new product development is likely to
significantly improve growth in 36% of cases, which is from 32% to 68%. Also,
the probability of improving quality performance can increase an average 44%,

which is from 28% to 72%, by implementing the HRM programmes.
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3.6 Limitations of Meta-Analysis Results

“Meta-analysis, like most research methods, has certain inherent shortcomings;
among these are publication bias, quality and other biases created by lack of
controlled conditions, lack of statistical independence among studies and lack of

homogeneous measure.” (Capon et al., 1990).

Publication bias, such as some studies which did not report non-significant
correlations, also affects the results of a meta-analysis. Results of research with
non-significant and negative correlations may be less likely to be published than
research reporting positive and significant correlations. Nevertheless, previous
explorations of these types of problem indicate that they are unlikely to affect the

basic conclusions of the meta-analysis (Sultan et al., 1989).

Two cautionary notes should be sounded. First, the approach cannot in itself
demonstrate causality in the relationship between practice and performance, which
depends more fundamentally on the survey design and the causality analysis
approach taken in each study (Hamblin & Lettman, 1996). Second, the macro
level findings cannot necessarily be applied to individual units, since the

conditions for success may not be present.

3.7 Summary

In summary, the results of the two forms of meta-analysis present insight into the
current research situation on the relationships between manufacturing performance
and practice from different angles. The first form has identified the existence of a
relationship after combination and has provided six good practices. At the second
form, the effect sizes of the relationships have been combined and tested to have

generated three acceptable relationships.

In addition, the meta-analysis highlights the very great diversity in outcomes of the
relationship studies that have been published over the ten years. In spite of
diversity of outcomes commencing with 23 practice categories and six groups of

performance variables, generally applicable results are very few and far between.
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The gaps discovered in this chapter form the basis for the future research issues.
The details on the gaps are presented in chapter 5, which is about the research
issues and methodological approaches. In this section, the useful information on

the manufacturing practice and performance relationship gained from combining

from the two forms of the meta-analysis is summarised.

The first approach, counting approach, generates the six good practices for

manufacturing companies improving their performance, which appear to be:

(1) new product development;

(2) human resource management practice programmes;
(3) quality management programmes;

(4) flexible manufacturing system;

(5) long-term investment; and

(6) lean production.

Even though these six practices showed more likelihood of being related to
improved manufacturing performance, caution is still needed in implementing
them in an individual company. That is because the results of the meta-analysis
are related to statistical probabilities, and do not provide a determinant or causal
relationship. The results provide a reference for manufacturing companies to guide
their choice towards improving their performance. It is always the case that the
specific situation of an individual company needs to be investigated before

1dentifying and implementing a “good practice”.

The second form of the meta-analysis provides the three relationships that do not
reject situational specification and their effect sizes can be applied in general.
They are:

(1) significantly positive effect size of human resource management related

programmes on “Quality” (44.6%);
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(2) significantly positive effect size of new product development on “Growth”
(35.1%);
(3) non-significantly positive effect size of diversification (product and

geographic diversity) on “Retumn” (9.4%).

The relationships between manufacturing performance and practice have been
reviewed and the results of individual studies have been combined from which the
need for further investigation of manufacturing practice and performance
relationships, especially for size of a relationship, is identified. The next step of
this research should lead to propose research questions and construct
methodological approaches that can be used to tackle the questions. In order to
construct the methodological approaches, the methods that have been employed in
the manufacturing practice and performance relationship studies and relevant

knowledge need to be reviewed first. It is conducted in next chapter.
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Chapter 4 Quantitative Methods used to Study Manufacturing

Practice and Performance Relationships

4.1 Introduction

The published studies of the manufacturing practice and performance
relationships (appendix 1) employed a relatively wide range of methods.
Basically, the methods used for the relationship studies can be classified into
qualitative and quantitative. Qualitative methods identify a relationship
qualitatively and provide a tool to have an insight investigation of the relationship
in a rich context, therefore the existence of a relationship is discovered.
Quantitative methods test a relationship quantitatively — the size of a relationship
uncovered based on a decent size of sample. Both qualitative and quantitative
methods are effective in their own ways to study relationships, depending on the
perspectives the researchers perceive and investigate and the information the
researchers hold. Due to the characteristics of this research, which focuses on the

exploration of the sizes of relationships, quantitative methods are more relevant.

Therefore, the methods that have been used to quantitatively evaluate the
relationships between manufacturing performance and practices are reviewed in
this chapter. Basic concepts and techniques related to quantitative methods for
relationship studies are presented first in order to aid understanding of the

quantitative methods reviewed in this chapter.

Most published research papers that quantified the relationships between
manufacturing practice and performance only reported the results or the findings.
The methods used in the studies were presented without reporting the procedures
or processes of the methods. It is useful to investigate the process of a method.
Whether or not the method that has been applied is suitable or complete for a
certain research environment or situation is crucial in determining the validity of
the results. If the method that has been employed is not suitable for that situation,

the results of the research are invalid.

81



Chapter 4  Quantitative Methods

The most frequently used method in quantitative studies of manufacturing
performance and practice relationships is regression analysis based on
econometrics. However, when the studies focused on a relationship between a
single practice factor and performance, correlation analysis was employed in most
of the studies reviewed. In correlation analysis, the correlation coefficients
between practice variables and performance variables or the correlation matrix
between any pair of variables have been reported. Simple regression models were
not provided in these studies with correlation coefficients investigated. For the
studies researching joint effects of several practice factors on performance,
different multiple regression models have been developed. Most studies using
multiple regression analysis also reported the correlation coefficients between
each pair of variables because these coefficients are fundamental for the models.
Therefore, the review of the quantitative methods is simply divided into two parts,
correlation analysis and multiple regression analysis. Certainly, multiple
regression analysis includes many forms of models and the review of these

models is provided in this chapter as well.
The main sections in this chapter, therefore, are:

1. Introducing basic concepts and techniques related to quantitative methods for
relationship studies
2. Reviewing the applications of the methods used in manufacturing performance

and practice relationship studies.

42  Basic Concepts and Techniques for Quantitative Relationship Studies

The fundamental concepts are defined through the introduction of techniques that
are relevant to the quantitative methods used in the relationship studies, which are
reviewed in the next section. The basic concepts related to correlation analysis are
introduced first. Regression analysis, which is separated into the three topics (1)
regression models, (2) regression procedure and (3) methods of estimating
parameters of regression models, are presented subsequently. The detailed

knowledge is available in books with topics such as statistics, regression analysis
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and econometrics (Spiegel, 1972; Douglas, 1987, Draper and Smith, 1981;
Dougherty, 1992 and Greene, 1993).

4.2.1 Correlation Analysis

Correlation analysis is a method in which the correlation coefficient between two
variables on the two sets of data is calculated and analysed. This method deals
with the relationship between two variables and seeks to determine how well a
linear model or other equation describes or explains the relationship between two
variables and how strong the relationship is. Correlation analysis investigates the
degree of relationship without expressing this relationship in mathematical form
by determining an equation between variables. Analysis related to determining an

equation between the variables is described as regression analysis and is discussed

in the next section.

The relationships between two variables can be linear (straight line) or non-linear
(curve). Non-linear relationships between two variables can be polynomials (such
as quadratic, cubic) or exponential or hyperbola or geometric functions and any
other forms. As mentioned, correlation analysis investigates the degree of the
strength of a relationship between two variables rather than building a model and

estimating the parameters of the model.

If X and Y denote the observations of two variables, the total variation of Y'is
defined as 2(Y-Y)?, which consists of the explained variation (X(Yes - Y)?) and the
unexplained variation (X{’ Y-Yes)?). Yes represents the estimated value of Y for
given values of X using the estimated equation form. Y is the mean of the
observations of Y. The ratio of the explained variation to the total variation is
called the coefficient of determination. If the total variation is all unexplained, this
ratio is zero. If the total variation is all explained, the ratio is one. In other cases,
the ratio lies between zero and one. The ratio is denoted by »* because it is always
non-negative. The quantity r is called the correlation coefficient. The value of 7 is
from -1 to 1. The signs * are used to represent positive or negative correlations.

The closer the value of r is to + 1, the more highly correlated the two variables
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are. Correlation analysis can be conducted without estimating the equation form
between two variables if the relationship between them is assumed as linear,

which is often used. It can be easily understood through inspecting the formulae

ofr.

A general formula for calculating correlation coefficients is given below:

/Z(
S Y) (4.1)

A linear relationship has been used mostly for two variables. When the linear
relationship between the two variables is assumed, it is unnecessary to construct a
model and resolve the parameters of the model as well as estimate the values of
dependent variable (Y.) to obtain correlation coefficients of the two variables.
We can tell from the formula in which a linear relationship between two variables

is assumed:

2
VOO v

(4.2)

wherex =X-X andy=Y-7Y

It is called the product-moment formula or Pearson’s correlation coefficient that is
used for two variables that are continuous. A short computational formulae for

(4.2) is also available:

NXXY - X)XY)
\/[NZXZ ~(CX)INZY? - (ZY)°]

(4.3)

When two variables are not continuous and can not measured by precise values,

which is often the case for variables in management studies, a different formula
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has to be used to obtain a more accurate correlation coefficient between them.
These variables may be ranked in order of size, importance, etc., using the number
1, 2, ..., N, instead of using precise values of the variables. If two variables X and

Y are ranked in such a manner the coefficient of rank correlation is given by

6> D?

r=l—m (44)

where D = differences between ranks of corresponding values of X and Y

N =number of pairs of values (X, Y) in the data.
It is also called Spearman’s formula for rank correlation.

The correlation coefficient can be used to indicate whether two variables are
associated with each other. If it is significantly different from zero, it shows there
is a relationship between these variables and also it represents the strength of the
relationship. However, the relationship between these variables remains unknown
if the model between them is not built and the parameters in the model are not
estimated. When a linear relationship is assumed, Pearson’s or Spearman’s
formulae should be considered. When the variables are continuous, Pearson’s
correlation formula is used. When the variables are ordered in ranks, Spearman’s
rank correlation formula is used. However, the equation between these variables is
unknown if only correlation coefficient is calculated. In practice, it is useful to
know the estimates of the parameters in the model and analyse the outcomes and

the relationships discovered. This can be conducted using regression analysis.

In the following sections, the three topics on regression analysis, which are
relevant regression models, procedures to build a model and the methods that are
available to be used to estimate the parameters of a model, are presented

subsequently.
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4.2.2 Regression Models

Regression models are the equations built to be used to analyse relationships
between variables using regression analysis techniques. It is an important part of
regression analysis. Regression analysis is a statistical technique which includes
model construction, parameter estimation and using the constructed model to
analyse relationships, or for prediction. It is used to discover the apparent
dependence of one variable upon one or more other variables. Regression analysis
involving only two variables is called simple regression analysis; otherwise it
refers to multiple regression analysis. Correspondingly, regression models can be

simple regression models or multiple regression models.

Before introducing regression models, one issue needs to be clarified. It must be
stated that a relationship between variables in regression analysis is not a
determinant relationship and it is really only an approximation. Therefore, a
model used to describe the relationship has to include a disturbance term (also
called error or residual of the regression model) to make the equation balanced. In

this section, relevant regression models are briefly described below.
Regression models can be simply classified into linear or non-linear regression
models. Linear models can be further divided into simple linear models and
multiple-linear models. Non-linear models can take many forms and details are
given in this section.

Simple linear model

A simple linear regression model involving a single independent variable (x) is

given by

y=a+pxte (4.5)

« and f3 are parameters of the model and ¢ is the disturbance term. « is also called

the constant of the model.
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When a linear relationship is hypothesised for an independent variable x and a
dependent variable y, the above simple linear regression model can be used to test

the hypothesis using the data collected for variables x and y.

Multiple linear model

Having hypothesised that y is a function of several x variables in a linear relation,

a multiple linear regression model can be used and is given by

y=a+ﬂ1x1 +ﬂ2X2+... +ﬂ,,xn+6 (46)

This model can be used when a multiple linear relationship between several

independent variables x; and a dependent variable y is proposed.
Non-linear model with one independent variable

In the view of management, a simple model is preferred. Therefore a linear model
is suggested to be considered first only if the literature suggests a possible non-
linear relationship between investigated variables. When the relationship to be
investigated involves only two variables, a scatter diagram, which is a plot of
points representing a series of observed relationships between two variables, of
these two variables using the data sample can generate an idea to hypothesise the
relationship. Possible non-linear regression functions involving a single
independent variable which have been mentioned in econometrics or economics

practice are listed as follows.
(1) A polynomial regression model is given by
y=a+ Bx+px’+. . +fx"+e (m=zl) (4.7)

Ifn=2, 3, 4, the model is called quadratic, cubic, and quartic functions

respectively. The equation with n higher than 4 is fairly rarely employed in
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practice. It is noted that the model becomes a simple linear model if n is equal to
1.

(2) An exponential regression model is given by

y=afe (4.8)
(3) A geometric regression model is given by

y=axPe (4.9)
(4) A hyperbola regression model is given by

y=a+pfk+e¢ (4.10)
Certainly, there are other forms of non-linear regression models with one
independent variable involved which can be used to construct a relationship
between two variables. They can not be listed exhaustively in this research.
Non-linear model with more than one independent variables
When a relationship involves more than one independent variable, a scatter
diagram can not be drawn in a two-dimensional plane, and therefore, the
relationship can not be observed directly. In this case, the relationship is
hypothesised mainly according to the literature’s suggestions with the assistance
of common sense.
(1) A power function model is given by

y=oax /3 x4

Pg (4.11)

The power function is the most commonly used non-linear model with more than
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one independent variable in economics and econometrics. When 8; + S, = I, the
above function converts into the famous function called the Cobb-Douglas
Production Function. In the Cobb-Douglas function, x; and x; represent capital
input and labour input and y stands for output. This specific form of power
function (B; + Sz = 1) has been applied in many relationships in practice to reach

a goodness of fit for the collected data on investigated variables.
(2) Multiplicative interaction model

When two or more independent variables interacting with each other affect a
dependent variable, a multiplicative interaction model, in short interaction model,
should be considered. When the effect of an independent variable on a dependent
variable is influenced by another independent variable, the interaction effect
between these two independent variables on the dependent variable is possible.
An interaction model is formed through including a product term of two or more
independent variables in a multiple-linear model. It is not a complicated form of
regression models. However it has only been applied in a few cases in practice
due to several issues which need to be solved during the model estimation

process.

A basic interaction model with a multiplicative interaction term of two

independent variables is given by

y=a+ fBix;+ prr+ frxyxxz+ e (4.12)

The above model is also called a two-way interaction model because it involves a

two-independent variables’ interaction term (x; x x;).
When the literature suggests that there is possible a three-independent variables’

interacting influence on a dependent variable, a completed three-way interaction

model is given by
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y=oa+ fix; + fx; +f3x;3
+ Bex; xx3 +Ps x5 xx3+ Psx; xx3

+ Brx; xx; xx3+ & (4.13)

An interaction model could be built in a four-way or more than four ways’

interaction, but it would be too complicated to be applied in practice.

It is necessary to introduce the two types of variables that are relevant to

interaction models. They are control variables and moderator variables.

Control variables in interaction models are the independent variables without
involving the interaction with other independent variables. A simple interaction

model with one control variable is given by

y=oa+ fix;+ xa+ fixs+ Paxixx; + & (4.14)

Obviously, x3 is a control variable. The number of control variables can be varied
according to the factors that are taken into account in a study and the
characteristics of the factors for a certain situation. It is not necessary to include a

control variable in an interaction model.

If one of the interacted independent variables is hypothesised as having a
moderating role for the relationship between other independent variables and the
dependent variable, the variable is called a moderator variable and the regression
analysis is called the moderated regression analysis (Covin and Slevin, 1989). In
model 4.12, one of the independent variables (x; or x;) can be hypothesised as a
moderator variable, for example x,. The effect of x; on the dependent variable is
mainly studied to form a basic regression model. The moderator variable x; then
enters the basic model in an interacting form with variable x; to test its moderating
influence on the relationship between x; and y. In this case, the whole analysis
involves two steps. The first step excludes the moderator variable (certainly

without the interaction term). The moderator variable and its interacting effect
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with the other independent variable then add into the first step’s model. If the
power of the moderated regression model (rz) is increased significantly, the

moderating role of the moderator variable is supported.

For the interaction regression models without hypothesised moderator variables,
the use of a stepwise fashion is also suggested. The difference from the moderated
stepwise regression is that both of the two independent variables are included in
the first step model, if the model only includes two interacting variables. Then,
their product term enters the step 1 model to test whether there is an interaction
effect of these two independent variables on the dependent variable. If the
addition of the interaction term significantly increases the power of the regression
equation to explain the variance in the dependent variable, the interaction model is
suggested to have a better model specification and the interaction effect is
supported. Therefore, when literature suggests that there may be an interacting
effect between two independent variables, the models including and excluding the
interaction term should be constructed in order to compare the results of the two

models to draw conclusions.
Transformation of non-linear models

So far, linear models or non-linear models in their original forms have been
presented. Because the method used to estimate parameters in linear models is
much simpler and more straightforward than the methods used for non-linear
models, transformations of non-linear models into linear models have been

concerned. If it is possible, non-linear models are desired to be transformed into

linear models.

Some of the non-linear models mentioned in this section can be transformed into
linear models and therefore, linear regression analysis can be applied. There are
two different non-linear models. One is non-linear in variables but linear in
parameters, such as polynomial functions and hyperbola functions. The other is

non-linear both in variables and in parameters, such as exponential functions,
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geometric functions and power functions.
For functions with non-linear in variables but linear in parameters, a
transformation of variables is easy to undertake simply by using appropriate

definitions.

For the hyperbola function (4.10), it can be rewritten into a linear model by
defining z =1/x

y=at fz+e (4.15)
The same method can be applied supposing that the relationship were of the form

y=at+ B/ +p Jx, o T (4.16)
By defining z; = x,°, z; = \/Z _etc.; the relationship can be rewritten

y=ot fizi +fpz; +.. te (4.17)
The same process can be used for polynomial functions. Then linear regression
techniques can be used to estimate the parameters by regressing y against z. A

reversed process can be applied afterwards for replacing z by x.

For the functions that are non-linear both in parameters and in variables,

logarithmic transformation may be applied to transform them into linear models.

The exponential function (4.8) can be transformed into a linear model in variables

by taking logarithms of both sides:

logy = loga + (logf) x + loge (4.18)
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By definingy’ = logy, a’ = loga, f’ = logfand &’ = loge, the function (4.18) can

be rewritten into a simple linear equation:

y=a +fx +¢’ (4.19)

Therefore, a linear regression analysis can be applied to estimate parameters

a’and £, By taking an anti-log of o’and £’ original parameters « and £ can be

restored.

The power function (4.71) can also be linearised by taking logarithms of both

sides:

logy = loga + ) logx; +; logx; + loge (4.20)

Function 4.20 is transformed into linearity in parameters. By defining y* = logy,
o’ =loga, x;” = logx;, x2” = logx; and &’ = loge, function 4.20 can be rewritten

into a multiple-regression model:

y' =o'+ fix; + fxy’ +e 4.21)

It is noted that parameters f; and (. remain unchanged during the transformation.
Therefore, ; and 3, do not need any reversing process after parameters «’, ; and
[, have been estimated. Only parameter « needs to be reversed by taking anti-log
of a’. The Geometric function (4.9) is a simple form of the power function with

one independent variable. The same transformation process therefore can be

applied to the geometric function.
Regression models with dummy variable(s)
Sometimes a factor, which may be worthwhile to introduce into a regression

model, is qualitative in nature and is therefore not measurable in a numerical

format. If we need to know whether the factor makes a difference to the
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relationship between the existent dependent variable(s) and the hypothesised
dependent variable, one solution is to build two different models to run two
separated regressions for the two categories and see if the coefficients are
different. Alternatively, a dummy variable can be employed to represent the factor
and a single model can therefore be used for solving the problem. When a dummy
variable is used, the factor is measured using two values, value 1 when the factor
occurs; otherwise 0. It has two important advantages. Firstly, it provides a simple
way of testing whether the effect of the qualitative factor on the dependent
variable is significant. Secondly, provided that certain assumptions are valid, it

makes the regression estimates more efficient.

Dummy variables are allowed to enter different kinds of models. A simple linear
model including one dummy variable and one normal independent variable is

given for illustrative purposes.

y=a+pfx+D+¢ (4.22)

Where D is a dummy variable with only two possible values O and 1 for
correspondent x values. If coefficient Jis significant from zero, the effect of the

factor represented by the dummy variable on the dependent variable is supported.
Probit function

The probit Equation is used for explaining a binary (0/1) dependent variable,
(compared with a dummy variable, which is a binary independent variable). The
sum of the probability of obtaining value 0 and the probability of obtaining value
1 is equal to 100%. When data on dependent variables are only available in binary
format (e.g. survival or failure) or only the binary results of dependent variables

are interesting for analysts, a probit regression model can be used.
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Lag structure regression models--with time series or panel data

So far, the models presented are used to investigate the relationships between
variables without time delay, or in other word, the variables are collected for the
same time period. Such an assumption is built in when cross-sectional data are
used, where a sample is taken from a population of individuals. When a delay
effect between factors needs to be investigated, a set of time series data on these
variables needs to be collected first. A data set that is cross sectional and time
series is called panel data. With panel data, the delay effect between factors can be

explored using a model in lag structure.

Using a simple linear regression for illustrative purposes, the model, which is

regressed on the two variables within the same time period, is given by

y,=a+ﬂxt+8 (423)

Subscript ¢ attached to the variables represents the time periods in which the data
on the variables are collected. In model 4.23, the data on the dependent and
independent variables represent the same period, which means that no delay
effects are considered. When the delay effect of the independent variable on the

dependent variable by s years is suggested, the model becomes:

w=at Pt e (4.24)

Time periods are investigated or measured normally by years in practice. In most
cases, the number of delayed years is unknown and needs to be discovered for the
delay effect between variables. It can be conducted by giving s values of 1, 2, 3
...., . The number of years of delayed effect between variables therefore can be
discovered by comparing the model results in different delayed years (lagged
years). When the effect of an independent variable on a dependent variable may
occur in a number of lagged years, not just in a single lagged period, the model

can be constructed by using the same independent variable several times in the
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same equation with different lags. The following model represents one of this kind

of relationship.

mw=a + ﬂxt-l + ﬂxt_z +..+ ﬂxt_s + & (425)

Technically, the above lag structure model is called a distributed lag model, for
the effect of a unit change in the value of the explanatory variable (independent

variable) is spread over, or distributed over, a number of time periods.

There are other types of lag models, for example, the model with a lagged
dependent variable. In this kind of model, the dependent variable, lagged for one
or several periods, is used as one of the explanatory variables. The model with the

dependent variable lagged for one period is given by

w=at fxt Pyt & (4.26)

The lagged model is valuable when the relationship is hypothesised involving a
delay effect between variables. A lag variable can be added into different types of

models according to the hypothesis constructed.

4.2.3 Regression Procedures

Regression procedure is a way in which regression models are built. A model can
be constructed including all variables concerned at a single step. In this case, the
model construction does not involve steps. All independent variables which are
hypothesised are directly used, and there is no more consideration for further
selecting independent variables which should be included or excluded in the
model. Besides, other two procedures are introduced in this section, which have
been used in practice for selecting variables in order to build a better regression
model. They are (1) the backward elimination procedure and (2) the stepwise

regression procedure.

There is no “best” procedure to build a “perfect” model, which includes all the
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variables which should be included and excludes all the variables which should be
excluded. There is no perfect model specification for a relationship. It may be
straightforward to exclude the variables that should not be included but it is
impossible to include all the variables that should be included. In practice, the

investigation into a relationship is carried out for the variables concerned.
In general, there are two criteria for developing a model:

1. In order to make the model useful and determine reliable fitted values of the
dependent variable, as many independent variables as possible which may

influence the dependent variable should be included in the model.

2. Because of the costs involved in obtaining information on a large number of

variables, the model should include as few variables as possible.

The compromise between these extremes usually refers to as selecting the best

regression equation.
The Backward Elimination Procedure

The backward elimination method begins with the largest regression, using all
variables, and subsequently reduces the number of variables in the model until a
decision is reached on the model to use. The basic steps in the procedure are

(Draper and Smith, 1981):

1. A regression model containing all variables is computed.
2. The partial F-test value is calculated for every independent variable treated as
though it were the last variable to enter the regression model.
3. The lowest partial F-test value, F| say, is compared with a pre-selected
significant level F, say.
a. If F; < Fy, remove the variable related to F;, which gave rise to next

F;, from consideration and re-compute the regression model in the
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remaining variables: re-enter stage 2.

b. If F;,> Fy, adopt the regression model as calculated.

In some of the programmes, a ¢-test on the square root of the partial F-value is

used instead of the F-test. It should reach the same conclusion.

This can be a satisfactory procedure due to no any missing variables from the
start. However, if the input data yield an X’X matrix which is ill conditioned, that
is, nearly singular, because of the high correlation between the variables, then the
over-fitted equation may be nonsense. In addition, when one a variable is

eliminated, it is gone forever.
The Stepwise Regression Procedure

The stepwise selection procedure is an attempt to achieve a similar conclusion as
the backward elimination procedure does but working from the other direction,

that is, to insert variables in turn until the regression equation is satisfactory.

In stepwise regression analysis, a correlation matrix between the dependent
variable and independent variables and two-tailed probabilities of these
correlation coefficients should be computed first. Based on the criterion, that
“each independent variable was allowed to enter the model providing its
incremental r* was significant at p<0.10” (Fowler and Schmidt, 1989, page 345),
only one independent variable, which meets the criterion, enters the model at each
step. The independent variable chosen to enter the model has the highest
correlation with the dependent variable in the group variables, which are not yet in
the equation. It supposes to have the best increase in #°. The independent variables
with non-significant correlation coefficients with the dependent variable are

omitted from the model eventually.

Some stepwise programmes re-compute the partial correlation coefficients of all

independent variables with the dependent variable at each step, which are not yet

98


http:atp<O.lO

Chapter 4  Quantitative Methods

in the regression model, instead of using the original correlation coefficient

matrix. However, the conclusion should not be different.

Mostly a stepwise regression analysis refers only to a multiple linear model in
steps. If other types of models are built in step by step to increase R? of the model,
they can be called a regression analysis in a stepwise fashion, such as the

interaction model mentioned previously.

This method has been used more frequently than the backward elimination

procedure in practice. It avoids working with more Xs than are necessary while

improving the equation at every stage.

4.2.4 Estimation Methods

After the model has been specified and relevant data are collected, the next stage
1s to estimate parameters of the model. The two methods, which are very common
in use, are mainly introduced in this section. They are Ordinary Least Squares

(OLS) method and Maximum Likelihood (ML) estimation.

Ordinary Least Squares (OLS)

It is the most common used method for linear models including the models that
are transformed from non-linear models. Provided that the Gauss-Markov
conditions for the disturbance term are satisfied, the OLS regression coefficients

will be the best linear unbiased estimators (Dougherty, 1992).

Gauss-Markov conditions are concerned with the assumptions on the disturbance
term. There are four conditions. Condition one is that the expected value of the
disturbance term in any observation should be 0. Actually, if a constant term is
included in the linear regression model, it is usually reasonable to assume that this
condition is satisfied automatically. The second condition is that the variance of
the disturbance term should be constant for all observations. Sometimes it may be
greater or sometimes it may be smaller, but it is purely due to randomness rather

than a priori reason. The third condition states that there should be no systematic
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association between the values of the disturbance term in any two observations.
The last condition is that the disturbance term should be distributed independently
of the explanatory variables. This means that there are no significant correlations

between the disturbance term and the explanatory variables.

When these four conditions are satisfied, OLS provides valid estimators of the
parameters in linear models. Using a simple linear regression model for
illustrative purposes, OLS minimises the sum of the squares of the residuals to
find the best fitted line of the observations (data). If g represents the residual for

observation i and S for the sum of the squares of the residuals for all the

observations, OLS minimises S.

S=) ¢ (4.27)

The size of S will depend on the choice of & and Fin the simple linear function
(4.5) because they determine the position of the line. In the simple linear equation,

S is minimised when

_ Cov(x,y)
- Var(x) (428
and
a=y-px (4.29)

It follows the same principle when dealing with multiple-linear regression models.
The OLS method minimises the sum of least square of all the residuals to fit a best
model by estimating coefficients in the model. In simple linear regression, the
model can be illustrated by a straight line in a two-dimensional plane. The
formulae to calculate the coefficients of the multiple linear regression model are

provided in most regression computing packages.
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Maximum Likelihood

When the models can not be built in linear and can not be transformed into linear
models, OLS estimators will not be valid because the Gauss-Markov conditions
will not be satisfied in most non-linear models. Maximum Likelihood estimation
is the method which can be used for this situation. In principle, ML chooses
parameter estimates to maximise the likelihood (probability) of the occurrence of
the sample. Using a very simple example, a continuous random variable with
unknown mean x4 and standard deviation known to be equal to unity and the
variable can be assumed to be normally distributed. If the variable has one
observation x;, the ML principle is that the hypothesis should be chosen that gives
x; the highest probability of occurring. By working on the probability density
function of x in a normal distribution, the best function for the variables with one
observation is y = x;, obviously. It can also be deduced from the density function

by the ML principle (Dougherty, 1992, page 349).

The ML approach can also be used in linear models for estimation. However,
there are four reasons for caution when using ML. Firstly, the ML approach
intends to obtain better estimators for large samples rather than small samples.
Secondly, ML is not unconditional of the properties of consistency (Dougherty,
1992, page 27-28) and asymptotic efficiency (Greene, 1993, page 305). Thirdly, it
has to be assumed that the error terms have a particular asymptotic distribution;
customarily, the normal distribution. Finally, ML estimation is often time-
consuming in its application. Estimates often have to be derived by solving a
system of simultaneous equations using an iterative procedure because they
cannot be expressed as explicit mathematical formulae. However, nowadays the
ML estimation is available in most regression computing packages, which makes

the application of ML much easier.

Other Estimation Methods

There are other estimation methods available, such as Indirect Least Squares

(ILS), Instrumental Variables (IV), Two-Stage Least Squares (TSLS) and

101



Chapter 4  Quantitative Methods

generalised least square (GLS). The first three methods mainly deal with
simultaneous equations and GLS is an estimator which can be applied for

seemingly unrelated regression equations.

If an independent variable in one of the set of equations is also a dependent
variable in a different equation in the set, the model is treated as simultaneous
equations. In other word, simultaneous equations include a set of equations
(mostly two) with variables affecting each other in the different equations. If these
equations include a group of related variables, which do not affect each other in
the different equations, the set of equations can be treated as seemingly unrelated

regression equations. The details of the two types of equations are given below.

When one of the independent variables in the model is actually not independent
and decided by another factor or factors, simultaneous equations are applied. An

example of simultaneous equations including two equations is given below:

C=a+pYV+e (4.30)
Y=C+I (4.31)

In the above equations, C is a dependent variable in equation 4.30 but also an
independent variable in equation 4.31 and Y is an independent variable in equation
4.30 but a dependent variable in equation 4.31. Actually, variables C and Y are
endogenous variables, whose values are determined inside the model. Only
variable / can be independent or called an exogenous variable, where the value is
determined outside the model and therefore taken as given. If we try to estimate o
and S by regressing C against Y using OLS directly, the estimates of the
coefficients will be biased and the standard errors will be invalid. It is because Y'is
actually correlated with the disturbance term ¢ and therefore, the fourth Gauss-
Markov condition is violated. It can be identified by lookng at the reduced
equation on Y, in which only the exogenous variable is included in the right side

of the reduced model.
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o 1 g

Y= + +
-4 1-p 1-p

(4.32)

Moreover, the reduced equation for C is given, which is the main concern in the

two equations.

C:a+ﬂ1+5
1- 1-5 1-p8

(4.33)

Therefore, the coefficients in equation 4.33 can be estimated by regressing C
against /, which is an exogenous variable and is very unlikely to be correlated
with the disturbance term. The obtained estimates of the coefficients of a/(I- )

and f/ (I-f) can be converted into the estimates of the coefficients of & and S.

This method is called ILS.

There are other methods that can be used for the estimations of simultaneous
equations. One of the methods is the instrumental variables (IV) technique. Using

IV, the estimate of the coefficient f#is given below.

by = Cov(I, C) /Cov(l, Y) (4.34)

Where Cov (I, C) is the covariance between 7 and C and Cov (I, Y) is the
covariance between I and Y. The estimates of  and fusing IV should reach the

same results using ILS.

If the number of equations in simultaneous equations are more than two, the
method which is called two-stage least squares (TSLS) can be applied. The two

stages are:
1. Regress the reduced form equations and calculate the predicted values of the

endogenous variables.

2. Use the predicted values as instruments for the actual values, then use the IV
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technique; or, use the predicted values of the endogenous explanatory

variables instead of their actual values in an OLS regression.

As far the seemingly unrelated regression model is concerned, the generalised
least squares method can be applied. The seemingly unrelated regression model

includes a set of equations and its basic form is given below.

Ym = X + &m (4.35)

Model 4.35 consists of m equations. X, , B, and &, are vectors with m factors.
Instead of using OLS for equation by equation, GLS provides the estimates for the
equations efficiently by generating a covariance matrix of the disturbance term to

work out the coefficient vector of 5, (Greene, 1993, page 488)

Simultaneous equations and seemingly unrelated regression are rarely used in

manufacturing practice and performance relationship studies.

4.3 Applications of the Quantitative Methods used in Manufacturing

Performance and Practice Relationship Studies

In section 4.2, the concepts and techniques that are fundamental to gain
understanding of the methods used in the quantitative relationship studies have
been provided. In this section, the applications of these techniques on the
relationships between manufacturing performance and practice are reviewed.
Chapter 3 analysed 16 studies, which employed a range of quantitative methods
used in the manufacturing practice and performance relationship studies. The

methods used in these 16 studies are the resources for this section.

This section is organised under the two main headings, correlation analysis and
multiple-regression analysis. Multiple-regression analysis applications are further
divided into multiple linear regression analysis (excluding the applications using
stepwise regression analysis), multiple interaction regression analysis and multiple

log transformation regression analysis. In addition, stepwise multiple-regression
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analysis, which is often employed to build a better multiple-linear regression
model as a model building procedure, is listed separately as a sub-section. The
applications using the stepwise multiple-regression analysis to build multiple-
linear models are included in this sub-section. The other applications on multiple-
linear regression analysis without using stepwise regression procedure are listed
under the multiple-linear regression analysis. The reason to list stepwise
regression analysis separately from the multiple linear regression analysis is
because sufficient emphasis has been paid to the stepwise regression procedure to

build a multiple-linear regression model and its applications in the literature.

4.3.1 Correlation Analysis

Correlation analysis was employed not only for studying a relationship between a
single practice factor and a performance variable, but also for initially analysing
the variables concerned to be built into a multiple-regression model. However, it
was not always the case that correlation analysis has been conducted before
building a multiple-regression model in practice, even through it does help and is
actually an essential part of the model construction. In the applications of
correlation analysis reviewed, correlation coefficients between two variables, one
for practice and one for performance, or a correlation matrix between each pair of
variables, no matter whatever the performance or practice, have been reported.
However, simple regression models were not concerned in these applications,

hence the exact relationship between the two variables remains unknown.

As mentioned in the last section, a rank correlation coefficient (Spearman’s
formula for rank correlation) can be used when it is difficult to obtain precise
values of the variables, or such precision is not available. In such cases, the data
for the practice activities and performance measures may be ranked according to
importance or order of size, using the numbers 1, 2, ..., N, which has been also

applied to some of the manufacturing practice and performance relationship

studies.

Calantone et al (1995) correlated the importance of New Product Development

activities using a 7-point scale from ‘least important’ valued 1 to ‘extremely
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important’ valued 7 with the ranked overall business performance (six measures
have been used) also using a 7-point scale with end points ‘worst in industry’
valued 1 and ‘best in industry’ valued 7. In his article, he only reported the
correlation coefficients of performance in each activity with each of the six
business performance measures. What kind of correlation (e.g. linear or rank) has
been used was not mentioned in his paper. Therefore, the rank correlation was

assumed to have been used in his study.

Fowler and Schmidt (1989) reported the correlation coefficient matrix between
the six independent practice variables and the two performance variables. Based
on the correlation coefficient matrix, the stepwise multiple-regression analysis has

been conducted.

Bao and Bao (1989) reported the correlation coefficients between the six
independent variables and the performance variable measured by firm value for
the years 1979 to 1985. The multiple linear regression models have also been

developed.

Macduffie (1995) reported the correlation coefficients between the performance
variables and the practice factors. The two-way and three-way interaction

regression models were developed based on these correlation coefficients.

Ito and Pucik(1993), Chaganti and Damanpour (1991), Richardson et al (1985)
and Arthur (1984) reported a correlation matrix between each pair of variables,
disregarding performance or practice variables, as the basic results of their studies

and the further regression models have also been developed.

Carpano et al. (1994) reported the correlation matrix between variables,
disregarding performance and practice, and used a t-test to identify the difference
of the means of performance index between the two groups employing different

strategic practices.

106



Chapter 4  Quantitative Methods

It is noted that the applications of correlation analysis alone in the studies of
manufacturing practice and performance relationships are very few. Correlation
analysis has been widely used as a means for the preparation in further

establishing manufacturing practice and performance relationships.

4.3.2 Multiple-Regression Analysis

In order to classify and present the different multiple regression analyses which
have been used in the literature on the manufacturing relationships between
practice and performance, a priority flow chart has to be designed and used. This
is because some multiple regression analyses possess more than one feature, for
instance, interaction and log. When this happens, the model possessing both
interaction and log has to be classified either into the interaction model group or
the log transformation model group. According to the priority flow chart, which is
given below, the decision can be made.

Multiple Regression Analysis Models

20y, Multiple Linear Regression
Analysis

Stepwise Regression Analysis

Transformation? Multiple Regression in Log Transformation

others

Figure 4.1 The Priority Flow Chart for Classifying Multiple Regression
Analysis Applications in Manufacturing Practice and

Performance Relationships
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When the relationships which have been studied involved more than one practice

factor, the following four types of multiple-regression models have been used in

the literature.

1. Multiple Linear Regression Analysis (standard)

A general model for multiple linear regression has been given in function 4.6. An
application by Garsombke and Garsombke (1989) involved three practice factors
regressed against performance measured by three variables in three individual
multiple linear regression models. The three models are generally the same but
consist of different performance variables. The model, in which performance is

presented in a general term, is:

Performance = o + BiRobotics; + PrAutomation; + fzComputerization;

Three performance measures which have been used in this research are overall
performance (the total number of performance effects checked), throughput
performance (the total number of throughput variables checked) and output
performance (the total number of output variables checked). The value of an
independent variable is the number of technologies in each catalogue that has

been employed in each company included in the sample.

This research did not report the correlation coefficients between the variables and
the inter-item reliability of the variables. It is possible that these three explanatory
variables are strongly correlated because they are all measures for the use of
technology. The strong correlations between one element of the variable
(computer accounting system) and other elements as well as the overall system
have been reported by the authors. Therefore, a problem caused by highly
correlated independent variables, which is called multicollinearity influencing the
accurate estimations, could occur in this research. However, whether

multicollinearity is a problem for the regression models has not been discussed in
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this paper.

Richardson et al. (1985) developed a multiple linear regression model with three
independent variables. The three independent variables were chosen based on the
correlation matrix that included the five investigated practice variables which
could have an effect on performance. Because of high correlation between each of
the three chosen practice variables and the performance variable, a multiple linear
regression model including these three independent variables was constructed
against the performance variable. In addition, multicollinearity was not a problem
because of low correlation between each pair of these three independent variables.

The model was:

PROFIT = a + B;CFOCUS + B;CHIGH + ;COST + ¢

Where CFOCUS represented corporate focus, which was measured by the sum of
squared error from the least fit profile, CHIGH was a dummy variable used to

represent the congruency score between the mission and the task.

Chang and Thomas (1989) constructed a model that consisted of two regression
equations. One of the two equations used six explanatory variables including two
dummy variables regressed against ‘Return’ in a multiple linear equation. The
other equation used ‘Risk’ as a dependent variable in a curvilinear relationship
with ‘return’ and other factors related to diversification strategies as independent

variables. The linear equation was specified as:

RETURN; = by + b;WIRN; + bySIZE; + bsNB; + byRL; + bsUR; + bsRISK;

+ &

Where RETURN represents corporate return of firm i measured by the mean of
RoA over the 5-year period (1977-81); WIRN was weighted industry risk for firm
i, industry risk was measured at the four-digit SIC code level; SIZE was the

logarithm of mean assets of firm i over the 5-year period; NB is the number of
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three digit SIC code industries in firm i; RISK is the corporate risk of firm i,
defined as the variance of RoA over the 5-year period; RL and UR were two
dummy variables, of which RL = 1 was for related-linked firms and RL =0

otherwise, and UR = 1 was for unrelated forms and UR = 0 otherwise.

Chang and Thomas (1989) did not provide reasons before they proposed an
assumed multiple linear relationship between risk, diversification strategies and
return. In addition, no reasons were given for using logarithm for measuring SIZE.
The correlation coefficients between these variables were not reported to support
the construction of the model. A non-significant difference on RETURN among
different diversification strategy groups was found based on the results of the
analysis of variance of RETURN. However, the two dummy variables
representing diversification strategies were still entered into the regression
models, even though non-significant results among these strategies were
discovered. The regression analysis also showed non-significant effects of these
two dummy variables on RETURN. In their research, the two methods were used
to estimate the regression coefficients, ordinary least squares method for the two
individual models, and generalised least squares for the seemingly unrelated
regression model. The estimated coefficients under these two methods were very

stable. This increased the reliability of estimated coefficients.

Sa (1988) used three individual multiple linear regression models for three mature
industrial products and also combined all variables together into a single multiple
linear model using indices and dummies for these three types of industrial
products. The models were not reported. Only the results of R? for each model

were provided.

Multiple linear regression analysis is the most common one used in the
manufacturing practice and performance relationship studies in practice because it
is easy to be applied. The applications of multiple linear regression analysis in this
sub-section do not cover the multiple linear regression models using the stepwise

regression procedure, which is presented in following section.
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2. Stepwise Multiple Regression Analysis

Fowler and Schmidt (1989) constructed two stepwise multiple-regression models
based on the criterion that the incremental #° has to be significant at p<0.01,
provided in section 4.2.3, and the correlation coefficient matrix between each pair

of the six independent variables and the two dependent variables in two different

models.

In the first model, three of the six independent variables (hostile, age and
percentage acquired) reached the criterion p<0.01 and entered the model one by
one against the dependent variable (change in abnormal returns on common
equity-CHGROCE). In the second model, two of the six independent variables
(hostile and acquisition experience) met the criterion p<0.01 and entered the
model one by one against the dependent variable (change in abnormal returns to

shareholders-CHGRSH).

In addition, a simultaneous three-variable multiple-regression model with respect
to CHGROCE and a simultaneous two-variable multiple-regression model with
respect to CHGRSH were also constructed. These two simultaneous models
provided the evidence that the variables which were allowed to enter the models

explained a big percentage of variances associated with the dependent variables.

Meyer and Ferdows (1990) used stepwise multiple-regression analysis with one
and two years time lag to study the relationships between 36 to 39 action
programmes from the 1986 and 1987 survey and eight performance indicators in
1988. Both a five-point and a seven-point Likert Scale were used to evaluate the
degree of emphasis placed by the respondents on various action programmes in
1986 and 1987 respectively. As far as the 1988 performance indicators were
concerned, the respondents were asked to take 1985 as a base year (100) for each
of the eight performance measures to indicate how much it changed at the end of
1987. Different number of action programmes (from 0 to 13) of 36 to 39 action

programmes which met the criterion were allowed into the models step by step.
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Six stepwise multiple-regression models have been constructed in two years time
lag (1986 action programmes and 1988 performance indicators). The rest of the
two performance indicators in 1988 did not show any relationships with the action
programmes in 1986. This was because no single action program met the criterion
to construct a stepwise model for these two performance indicators. Seven
stepwise multiple-regression models have been constructed within one year’s time
lag (1987 action programmes and 1988 performance indicators). One of the eight
performance indicators in 1988 was not affected by any action programmes in
1987. No correlation between these performance indicators and action
programmes were reported. Only the stepwise regression results were given to

support their findings.

The two studies presented above developed their multiple linear models using the

stepwise regression procedure.

The real situation may be much more complicated than a linear relationship. It
may be too simplistic to use linear regression models without the consideration of

other alternative models.

3. Multiple Interaction Regression Analysis

The basic interaction regression model including two explanatory (independent)

variables interacting with each other has been given in function 4.2 in section

4.2.2.

Chaganti and Damanpour (1991) investigated the relationships between different
types of ownership and firm performance. They viewed stockholding by corporate
executives as a moderator variable. The moderator variable has been mentioned in
section 4.2.2. The outside institutions’ stockholding and the moderator were
regressed individually and interactively on the performance. The regression model

is provided below.
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Performance = a + fimoderator + Proutside-I+ Psmoderatorx outside-I

Performance was measured by one of the following variables, RoA, RoE, P-E
ratio and total stock return. The findings did not support the interaction effect of
outside institution’s stockholding and stockholding by corporate executives on
performance. The findings did not support the hypothesis that the interaction of

these two types of stockholdings affected performance.

Covin and Slevin (1989) also employed two independent variables, one of which
was treated as a moderator, in an interaction model. The difference from Chaganti
and Damanpour’s interaction model was that Covin and Slevin structured the
analysis in several stages. There were three stages in their regression analysis
(called moderated regression analysis by the authors). The basic model was a
simple linear regression model with one independent variable (organic structure or
strategic posture) regressed against performance. At the second stage, the
moderator variable (environmental hostility) entered into the basic model to form
the multiple linear regression. Stage three involved adding the interaction term
between these two independent variables into the second stage’s model. The
increased power of the regression models supported the hypothesis of the
Interaction effect of the organic structure or strategic posture and environmental
hostility on firm performance. Covin and Slevin’s moderated regression analysis
is more complete and systematic than Chaganti and Damanpour’s model. Covin
and Slevin provided a whole situation analysis and the increase or the decrease of
power of the models at different stages were observable and the conclusions were

convincing.

Arthur (1994) increased the degree of complication of the basic interaction model
by including a control variable (Unionization). The control variable has been
defined in section 4.2.2, which is an independent variable without interacting with
other independent variables in an interaction regression model. Two interacting
independent variables (Turnover and HRM related programmes) were added into

the model in a two-level’s hierarchy. At level one, a linear regression model
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included three independent variables without interaction. The interaction between
turnover and HRM related programmes entered into the model at the second level.
A significant increase of R’ from level one to level two supported Arthur’s
hypothesis of the important interaction effect between employee turnover and
HRM related programmes on performance, which was measured by labour hours
and scrap rate. Cluster analysis has also been used to support the classification of

the measurement items of independent variables in this research.

Macduffie (1995) developed a much more complicated interaction regression
model by increasing the number of control variables up to five and from two
variables interacting to three variables interacting in a two-way and a three-way in
a four-level hierarchy. Based on a Cobb-Douglas specification, all the variables

were in log transformation. The basic model was:

Log (Performance variables-productivity or quality)
= Log Total Automation + Log Product Design Age + Log Scale
+ Log Model Mix Complexity + Log Parts Complexity

At level two, three practice variables (use of buffer index, work system index and
HRM policies index) were added into the basic model without interaction. At
level three, three practice variables interacting with each other in two ways
(Buffersx Worksystem, BuffersxHRM, or WorksystemxHRM) were added in.
Then, the three-way interaction (Buffersx WorksystemxHRM) was added into the

level three’s model at level four.

Adjusted R was used as a criterion to evaluate the models at different levels. The
effects of the interaction among these three variables on the performance were
clear during the process of the modelling. In addition, correlation coefficients
between dependent and independent variables were reported to support the whole

modelling process.
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4. Multiple Regression in Log Transformation

Macduffie (1995)’s model, which has been mentioned above, can also be
classified into the group of multiple regression in log transformation because it
possesses both features of log and interaction. According to figure 4.1 the priority
flow chart for classifying multiple regression models, interaction is at a higher
priority level than log. Therefore, Macduffie’s model has been classified as an
interaction regression model rather than a multiple regression in log

transformation model in this research.

Silver and Lowe (1989) employed a log transformation of Cobb-Douglas
Production function to construct a relationship between labour productivity and
capital to labour ratio for individual firms in the Welsh manufacturing industry.
The use of a logarithmic scale assumes a Cobb-Douglas Production function with
constant returns to scale for each industry investigated in their research. The
Cobb-Douglas Production function in their research was given by: O = AK°IP
where Q was output, K was capital assets, L was labour employed and 4, « and 3
were parameters where @ + # =1, « and [ are the elasticities of output with

respect to capital and labour. The relationship was thus transformed into:

Ln (Q/L) =Ln4d + aLn(K/L)
The above regression function can be further transformed into a model in its
linearity in parameters. The model included two independent variables in log
transformation regressed on a dependent variable in log transformation as well:

LnQ = LnA + alLnK + BLnL

The results of the regression model showed the relationship that existed between

capital to labour ratios and labour productivity for Welsh manufacturing firms.

Four multiple regression models which were in logarithmic transformation with
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various lags of dependent variables regressed on several independent variables,

were constructed by Ito and Pucik (1993) to test several relationships.

Log (EXPORT) = Po; + P11 Log (R&Ds3) + B2; Log (ASSETSs3)
+ ﬂj[ LEADER + ﬂuLOg (INDR&Dgg) +ey

LOg (DOMESTIC;) = ﬂog + ﬂ]g LOg (R&D&) + ﬂgzLOg (ASSETSgg)
+ P52 LEADER + B;:Log (INDR&Dy3) +e;

EXY)ORW/Ot = ﬂag + ,813R&D%83 + ,ngLog (ASSETS@_;) + ,833 LEADER
+ /B43 INDR&Dyg3 + e3

LOg (EXPORT; » _1) = ﬂ04 + ﬂ14 Log (R&D34_83) + ey

Where INDR&D was industry average R&D intensity. LEADER was used as a
dummy variable to represent the market position of the firm. ASSERT represented
the asset size of the firm and R&D represented the expenditure on R&D in the
firm. Subscript ‘83’ represented the data at 1983, subscript ‘#” represented one of
the years from 1983 to 1986 in this study, and subscript ‘84-83’ represented the
difference in the data between 1984 and 1983.

In Ito and Pucik’s study, the four years’ data from 1983 to 1986 were collected
which made the study on lag relationships possible. The lag relationship is useful
for the manufacturing practice and performance relationship studies because it is
unlikely for most practices to effect performance at the same year. In this study,
the multicollinearity was also tested for each model using condition index and
variance inflation factors (VIE). Heteroscedasticity for the sample was also tested
using White’s test and t-statistics computed from the (asymptotic)
heteroscedasticity - consistent variance-covariance matrix. These statistics were
not reported in the study. Only the results of ordinary least square regression were

reported.
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In the study of the relationships between firm growth, size, and age by Evans
(1987), maximum likelihood method was used to estimate the parameters of three
regression models. Two of these three regression models were in log
transformation and one was a probit model. Of the two log transformation models,
one involved three independent variables, age, size and the number of plants,
regressed against growth and the other model was with the same three
independent variables regressed against variability of growth. Second-order
logarithmic expansions were used in these three regression models, the growth
function, the survival function, and the variability of growth function. A standard
probit regression that included a second-order logarithmic expansion was used to
represent the survival function. The three functions of growth, survival and

variability of growth are listed below respectively:
[InSy-InSy] /d=1IngA4, S, B) + uy

E[T| A, S, B] = Pr[e,>-V(A4, S, B)]
::F[V(At, St, B[)]

LnStdDev (g) = In h(4, S, B) + w;

Where 4 ,S, B denoted age, size and the number of plants respectively, g was a
growth function, 7 was used in a probit equation to represent a firm survival (I=1)
or failure ( = 0), E(I) was the conditional expectation of 7, V' could be thought of
as the value (in excess of opportunity cost) of remaining in business, " was the
cumulative normal distribution function with unit variance, StdDev(g) was the
estimate of the standard deviation of growth, 4 was a regression function for
variability of the growth. ¥, g and /& were approximated by taking a second-order
expansion in the logs and their parameters were estimated using maximum
likelihood method. u, w; were the disturbance terms (residuals) in normal
distribution with mean zero and e, was a normally distributed disturbance with

mean zero and unit variance.

117



Chapter 4 Quantitative Methods

As previously stated, probit equation is used for explaining a binary (0/1)
dependent variable. In the survival model, values of dependent variable were
either 1 (survival) or O (failure). The sum of the probability of obtaining value 0
and the probability of obtaining value 1 was equal to 100%. When data on
dependent variables are only available in binary format or only the binary results

of dependent variables are interesting to analysts, a probit regression model can be

considered.

4.4 Summary

Based on the fundamental knowledge provided, the applications of the models
which have been used to quantitatively study manufacturing performance and
practice relationships have been presented in two catalogues, correlations and
multiple regression models. In the second group, the four types of multiple-

regression model applications have been explored. These are summarised below.

1. Correlation Analysis: provides correlation coefficients between each of the
two variables, one for practice and one for performance (Calantone et al., 1995;
Fowler and Schmidt, 1989; Macduffie, 1995; Bao and Bao, 1989) or a correlation
matrix between each pair of variables, no matter performance or practice
variables, (Chaganti and Damanpour, 1991; Ito and Pucik, 1993; Richardson et
al., 1985; Arthur, 1994; Carpano et al., 1994). Nearly all of these studies (except

one) have developed further regression models using correlation analysis results.
2. Multiple Regression Analysis
I. Multiple Linear Regression Analysis
¢ three independent variables regressed against a dependent variable
(Garsombke and Garsombke, 1989; Richardson et al, 1985).
e six independent variables including two dummy variables regressed

against a dependent variable (Chang and Thomas, 1989).

e three individual regressions models with five independent variables for
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each regression model and the combined regression model pooling all
independent variables from the three regression models together using

index and dummies (Sa, 1988).

II. Stepwise Regression Analysis

e Two stepwise regression models with six possible independent

variables and two dependent variables (Fowler and Schmidt, 1989)

A series of stepwise regression models with 36 to 39 action
programmes as possible independent variables and eight performance
indicators as dependent variables in separate models in one and two

years time lag (Meyer and Ferdows, 1990).

[I1. Multiple Interaction Regression Analysis

e two independent variables individually and interactively effecting on

the performance variable without a control variable (Chaganti and
Damanpour, 1991; Covin and Slevin, 1989).

two independent variables in the interaction model in a two-level’s
hierarchy with one control variable (Arthur, 1994).

three independent variables in two ways and three ways interaction
models in a four-level’s hierarchy with five control variables in log

transformation (Macduffie, 1995).

IV. Multiple Regression in Log Transformation

e Two independent variables regressed against a dependent variable in

log transformation (Silver and Lowe, 1989).

e Dependent variables with various lags regressed on several independent

variables in log transformation (Ito and Pucik, 1993).

e Three independent variables (age, size and the number of plants)

regressed against three dependent variables in three individual models
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(two are in log transformation and one is a probit regression model)
(Evens, 1987).

The investigation into the types of relationships that may exist between practice
factors and performance variables and the methods used in these studies is
essential for this research. It forms a foundation for proposing a suitable model or
models to explore a certain relationship or relationships hypothesised. Availability
of data also constrains a model specification. In the next chapter, research issues
and methodological approaches of this research, which cover the possible
relationships (gaps in the manufacturing practice and performance studies),
sample (data), establishment of hypotheses and approaches used to tackle the
hypotheses, will be presented.
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Chapter S Research Issues and Methodological Approaches

51 Introduction

The manufacturing performance and practice and their relationships have been
reviewed, the external and internal factors influencing performance have been
investigated, and the meta-analysis on the relationships has been conducted in
chapter 2 and 3. It is clear that there is insufficient research on this subject,
especially quantitative studies on evaluating the strength (effect size) of a
relationship. In this chapter, the research issues are addressed in detail. It includes
constructing the possible relationships, presenting a UK manufacturing
companies’ database, and developing and establishing the hypotheses for this

research.

The possible relationships are constructed based on the gaps discovered, covering
both internal and external factors and their effects on performance. The
hypotheses are developed with the consideration of the theoretical work in this
area and are established by taking account of both the possible relationships and
the availability of the database. Influences of external factors on the relationships
are discussed to assist the understanding of the hypothesised relationships.
Emphasis is given to the factors related to the establishment of the hypotheses.
The methodological approaches, which can be used as a means to develop the

models in order to test the hypotheses, are provided afterwards.

Therefore, this chapter consists of the following sections:

1. Constructing the possible relationships

2. Describing the UK manufacturing companies’ database

3. Developing the hypotheses on the issues of suitable practice factors and
performance variables

4. Establishing the hypotheses for this research

5. Presenting methodological approaches-econometric analysis and multivariate

analysis
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5.2  Constructing Possible Relationships

As summarised in chapter 3, the results of the meta-analysis provided the six good
practices and the three accepted effect sizes of the relationships, which can be a
reference to assist manufacturing companies’ decision making. These practices
are operational management practices and supported by operational management

theories, reviewed in chapter 2, section 2.2.3.

Except for these three accepted effect sizes of the relationships, there are many
relationships whose effect sizes need to be explored, based on the literature review
on the factors influencing firm performance (see figure 2.2 and figure 2.3) and the
results of the meta-analysis. Because the gaps on quantitative studies of
manufacturing practice and performance relationships are so wide, it is unfeasible
to list every relationship that is worth investigating in this area. It is clear that the
results of a single study on a certain relationship has less applicability compared
with the combined results on the relationship because the situation in which a
single study is set only represents certain circumstances. Therefore, the conclusion
about the relationship supported by the single study is only valid under those
circumstances. However, the conclusions based on the combined results (e.g.
meta-analysis) on the relationship have a higher degree of validity because a
combined relationship rejects situation specifications proposed in each of the
studies included. Therefore the combined results can be applied with more

confidence in general cases than those based on a single study.

Gaps

Based on the literature review and the results of the meta-analysis, four types of

gaps are considered in this research:

(1) effect sizes of the relationships have been studied in the literature but are
unacceptable for general application after combination by the meta-analysis;
(2) relationships between performance and practices which have been proven

good by the counting approach but their effect sizes are unknown,;
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(3) relationships between performance and practices which have been studied and
combined by the counting approach with non-significant results and with an
insufficient number of the relationships in the literature to draw any significant
conclusions; and

(4) relationships between performance and internal practice factors at the firm
level or external environmental factors at the industrial or national levels
which have not been discovered for studying their effect sizes or not been

studied at all, see figure 2.2.

Possible Relationships

Therefore, four groups of possible relationships have been proposed according to
the gaps discovered. Factors in the last group can not be listed exhaustedly like the
first three groups because it covers much wider context with possible unknown
factors, internal or external to firms. The first three groups are directly related to

the results of the meta-analysis with clear boundaries.

The first group of the possible relationships between manufacturing performance
and practice covers the seven relationships which have been combined in the
measuring effect size approach of the meta-analysis with unaccepted effect sizes
(see table 3.3). One more single study on these relationships can contribute to
combined studies on these relationships in the future. The seven relationships are
listed below and ordered by the percentage of observed variance which can be

explained by sampling-error, from high to low. These relationships are between:

(1) age of firm and financial performance;

(2) implementing action programmes and non-financial performance;

(3) environmental hostility and ‘Return’;

(4) human resource management related programmes and ‘labour productivity’;
(5) new product development including R&D and ‘Return’;

(6) size of firm and financial performance; and

(7) focus and ‘Retumn’.
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The second group of proposed possible relationships is coming from the counting
approach. The six good practices, which have been drawn from this approach of
the meta-analysis and supported by the operational management theory, are
suggested to manufacturing companies for improving their performance.
However, four of these six good practices’ effect sizes with any aspect of
company performance are still unknown. These four practices’ relationships with
companies’ performance can form the second group for the proposal of the
possible relationships. It is meaningful to investigate and discover the effect sizes
of the good practices in order to provide a detailed reference for manufacturing
companies and industries to improve their performance and establish whether
performance improvements outweigh the cost of the practice. These four

relationships are between manufacturing performance and the following practice

factors:

(8) quality management programmes;
(9) flexible manufacturing system;
(10) long-term investment; and

(11) lean production.

The third group for proposing possible relationships is based on the inconclusive
research to date. According to table 3.2, there are six relationships between
practices and performance with non-significant differences between the numbers
of positive and negative signs reported in the literature and four relationships with
insufficient numbers reported to draw conclusions. Even for the six relationships
with non-significant differences between the number of positive and negative
signs, the number of signs related to a relationship reported is less than 10 cases
except for two of them with 17 reported. Therefore, more research is required in

order to draw more rigorous conclusions on these relationships.
Among these six relationships with non-significant differences between the

number of positive and negative signs, the relationship between diversification

and performance has been combined quantitatively and its non-significant effect
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size on performance is accepted. Relationship between ‘firm age’ and
performance, relationship between ‘firm size’ and performance and relationship
between ‘focus’ and performance have already been catalogued as the part of
possible relationships in the first group. Considering the four relationships with
insufficient numbers reported, the following six relationships are listed in this

group. They are the relationships between performance and the following practice

factors:

(12) use of technology;
(13) unionisation;

(14) strategic planning;
(15) cost reduction;
(16) export; and

(17) market share.

The last group covers the relationships between the factors, which have not been
discovered in empirical studies however are supported in the operational
management or the economic theories, and firm performance. These factors are
listed in two sub-groups separating internal and external factors. It is impossible to
exhaustively include every single factor which may be relevant to firm
performance. The factors listed below are only based on the difference between

theoretical studies and empirical studies in this area.

There are five internal practice factors that are worth further investigating (see

table 2.2):

(18) capacity management;

(19) inventory management;
(20) supply-chain management;
(21) MRPI and MRP II; and
(22) BPR.
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These practices are supported by the operational theory as good practices but their
effect sizes on firm performance are not confirmed or studied by empirical

research to reach conclusions.

The following external factors, which have been summarised at the section 2.2.2,

can be influences of firm performance and are worthwhile to be investigated:

(23) industrial characteristics and structure;
(24) industry life cycles and business cycles;
(25) technology changes and opportunities at the industrial level,
(26) market structure;

(27) economics of scale;

(28) government policies;

(29) manufacturing investment incentives;
(30) exchange rates;

(31) interest rates;

(32) oil prices;

(33) total investment;

(34) economic or environmental stability;
(35) inflation; and

(36) growth or recession.

Only a few external factors listed above have been studied related to their effect
sizes on firm performance in empirical work, such as environment variables,
environment hostility and organisation structure (also see, table A.1 in appendix
1). But the studies on these factors have not generated general conclusions on
whether they are beneficial to firm performance. Therefore, these factors can be
included in the possible relationships for further study as well. They may not act
as factors directly affecting firm performance but they may perform as moderating

roles to firm performance.

Performance measures for these relationships need to be specified if they are
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chosen as the hypotheses for this research after considering availability of the UK

companies’ database in the next section.

In summary, 36 relationships between practice and performance in manufacturing
industry have been proposed as valuable possible relationships for further study. It
does not mean that other relationships excluded are not important. It is only

because the listed possible relationships would make a more valuable contribution
to the current research situation in this area, according to the literature review and

the results of the meta-analysis.

5.3  Sample

The researchers had maintained a company database that includes four tightly
specified manufacturing sectors of UK industry: special machinery (for example,
manufactures of printing, food equipment, textile machines), fluid handling
equipment (for example, manufactures of pumps, valves and compressors),
electronic engineering and clothing (Groves, 1988, Hodges & Hamblin, 1989,
Hamblin, 1989 and Groves & Hamblin, 1990). It initially had a total number of
175 companies from 1979 to 1988. This initial database has been extended within
this study from 1989 to 1995 with a size of 96 companies in the most of the
variables except for the variable of the use of technology, which has only 45

companies’ responses of the questionnaires.

This original database was collected under EPSRC and DTI project grants (6
person-years) by interviewing and observation within the companies and therefore
the reliability is high. For example, non-manufacturing activities could be
excluded, and the performance reflects that of manufacturing activities alone. This
original set of the database was gathered by researchers in Cranfield University
and transferred with the grant holder to the University of Luton. The extended set
of the database was collected mostly through FAME on CD Rom and from the
Companies House information within this PhD research programme. The quality
of the information should be ensured by these two sources, although the reliability
must be lower than data captured in companies. Some variables, particularly in

practices, need further data from the companies, but revisiting each was
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infeasible. One variable in the extended set of the database is technology usage,
which was collected in this study through the questionnaires due to the
information on the use of technology not being available from the FAME and the
Companies House. The methods used to collect the variables for the second part
of the database were constrained by the financial and time resources of this

project.

In the initial set of the database, there are two parts. One covers the variables in
numerical format and the other part is on the factors that could not be measured in
numerical format, which provided detailed information on the companies with
open-ended questions (appendix 2). In the part with open-ended questions,
company’s age, the information on quality and new products development are
provided. The information on quality and new product development has to be
converted to be used to study the sizes of the relationships between these factors
and manufacturing performance. Due to the characteristic of this research, which
is quantitatively studying the sizes of the relationships, the data that is in
numerical format is mainly considered to construct and test the hypotheses. For
each company, the numerical raw data have been collected as follows from 1979

to 1988 and listed in appendix 3.

The following variables have been calculated using raw data listed in appendix 3:
* Value added =Turnover - Material and subcontract costs

» RoS =Return/Sales = Profit before tax/Tumover

* RoA = Return/Asset = Profit before tax/non-land and building fixed assets

v Capital efficiency = Value added/Capital cost (depreciation, rents and leases)
* Employment efficiency = Value added/Employment cost

» Labour efficiency = Value added/Employees

* TFP = Value added/Total of capital and employment cost

* Total Investment % = Total spend/Value added

* Investment-LBsp % = (Total spend —Land and building spend)/Value added.

A company’s size can be measured by either the number of employees or the
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value added or capital employed in this database. The reason to normalise the
investment by value added to calculate the investment percentage is because the
influence of the company’s scale of activity on investment can be taken into

account.

The variable of technology usage is a specific case. Strictly speaking, in this
research context, the use of technology means the use of advanced manufacturing
technologies (AMT). In most of the previous studies reviewed, the technology
usage was measured by the number of technologies used in a company. However,
it will be a more accurate measure if more factors related to technology usage,
such as utilisation of the technologies, but not just counting the number of them,
can be taken into account as well. This is because the technology usage level can
be different for two companies employing the same number of the technologies.
For example, two companies may employ the same technology, but they may

differ in the degree they actually utilise this technology.

The list of the technologies included in the original database is given in appendix
4. In this research, technology usage reflects not only the number of technologies,
which have been used in a manufacturing company, but also on their excellence.
This measurement system on technology usage was developed by the researchers
collecting the original database. The excellence of a technology usage includes as
many as are available of the following dimensions: the utilisation of the
technology, the percentage of the activities produced by the AMT, and the degree
of satisfaction of the activities done by AMT. Measurement of the technology
usage that takes into account the extent of the use rather than merely its existence
has not been discovered in other studies. In the initial set of the database, the four
manufacturing sectors have employed slightly different measurement systems for
calculating the indices of technology usage. Different measurement sets had been
used in the earlier studies. This was due to the different opportunities in the
separate sectors, and to continuous improvement of the research process. In order
to derive a common technology usage index, the available data have been

manipulated to a common base. The formulae were devised by the original
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research team and the resulting ranking of companies was verified by the team.

A common system has been used for the extended set.

For the initial part of the database, the technology index is obtained by the

consideration of the items that have been listed in table 5.1 for each sector.

Clothin Special Machinery Fluid Equipment Electronics
items scale items scale items scale items scale
I; |cad83 1-2 |shifts 1-3  |shifts 1-3  jamt design 1-3
I, |cad87 1-2 Jjutilisation 1-100 |utilisation 1-100 |amt assemy. 1-3
I, jcomp83 1-4 |act/amt 1-100 |act/amt 1-100 |amt test 1-3
I, jcomp8&7 1-5 |No of amt 0-9 amt mgt. ctl. 1-3
Is [ami83 1-3
I; |]amt87 1-3
RI | 4*[2(1,,15)]-6 L+(1,*L)/3+10*1, (L *L,)/3+]s [(L,,L)-4]*12
I RI RI/Max(RI) RI/Max(RI) RI
Cad83(87): Computer aided design in use in 1983 (1987)
Comp: Computers for administration and control
Amt: Advanced manufacturing technology in production
Act/amt: Activities produced by AMT
RI: Raw technology index
I: Final technology index

Table 5.1 The Items Included in Technology Index and the Calculation
Formulae of Technology Index (I) for Each Manufacturing

Sector

Table 5.1 provides the details of the items that have been included in the
technology index in each sector. The formulae used to calculate the raw
technology index (RI) and the formulae to convert RI to I, if RI in that sector is

not in the 1 to 100 scale, are also given.

The technology index for the second part of the database comes from the average
of all the aspects that are related to technology usage excellence. As mentioned
before, they are the percentage of the activities that have been produced by AMT;
the degree of the satisfaction of these activities done by AMT and the utilisation
of AMT, measured by percentages. The first two aspects involve the three parts,
design, production and management controls. The utilisation, including the shifts

of AMT and average percentage of the shifts utilised by AMT, is only relevant to
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production part. Even though the same formula is used to calculate the technology
index, the technologies that have been employed in each manufacturing sector are
different from each other due to the characteristics of each sector. The
questionnaires on technology usage of the four sectors for the extended database

are provided in appendix 5.

The hypotheses are constructed with the consideration of availability of the
original part of the database. The second part of database is extended afterwards.
Therefore, the relevant variables, required to test the hypotheses for this extended
period from 1989 to 1996, have been collected. The details of the variables
collected are given in the next section. The extended database is less detailed than
the original database, being limited to the data on the variables used to test the
hypotheses. The reports using the original database for each sectors have been
published in the past (Groves, 1988, Hodges and Hamblin, 1989, Hamblin, 1989
and Groves and Hamblin, 1990) to provide descriptive information of the
variables. The descriptive information of the extended data is provided in the next

section using the extended sample as a whole.

5.4 The Descriptive Information of the Extended Database in the Early
1990s

The extended database includes 96 companies that still manufactured in 1996, of
which 45 replied to the questionnaires on technology usage. There are still four
sectors in the extended database. The figure 5.1 shows the percentage of each

sector of the total sample size in the extended database.
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Sector Size

Machinery Clothing
24% 1%

Fluid | 38%
Handling
27%

Figure 5.1 The Percentages of the Sectors of the Total Sample in the Early
1990s

The variables included in the extended database include the following: turnover,
profit before tax, return on capital employed (RoA), depreciation, remuneration
(cost of employment), investment, number of employees and capital cost. Value

added, TFP and RoS are calculated from these variables.

Because the details of data on materials and subcontracts’ cost were not available
in the extended database, a ratio of value added to turnover for each sector is
calculated based on the original database. Value added for each individual
company in each year of the extended period is then calculated based on its
turnover and the ratio of the sector. The assumption is made that the ratio of
materials to turnover is stable over time. This assumption is certainly valid
throughout the 1980s period where less than 0.2% pa movement was detected in
the sector ratio, and therefore the extrapolation has face-validity. Clearly there
will be some errors if structural change within a company, or a sector, has
radically altered the ration of materials to turnover. This would affect the accuracy
of the TFP performance estimate. TFP is obtained using value added divided by
the cost of employment and capital. RoS is calculated using profit before tax

divided by total turnover.
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The average of each variable collected for the companies has been calculated for
each year. The averaged value of each variable has been used to generate the
charts to describe the variables and their changes during this period. For the
variable that is not in a percentage ratio, a column chart is used to show the actual
amounts. Otherwise, a line chart is used. Not all variables collected in the

extended database are used to generate charts. The relevant ones have been used.

Firstly, the investment amount and investment percentage of value added during

this period are given in figure 5.2 and 5.3.

Average Investment

1200.00
1000.00

£0,000
o
o
o
o
o

Figure 5.2 The Investment Amount from 1989 to 1996

Figure 5.2 shows that the changes of the investment amount during this period
were not dramatic, except for a relatively large increase from 1989 to 1990. A
slight but steady decrease started from 1991 to 1993 and 1994 during the UK
economic recession period. Afterwards, the recovery in investment amount
occurred in 1995 and then in 1996. However, whether the changes in investment
amount are consistent with the changes in the scale of throughput, which is value

added in our case, is discovered in figure 5.3.
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Average Investment % of Value added

12.00
10.00
8.00
6.00
4.00 +—
2.00

0.00

Figure 5.3 Investment % of Value Added from 1989 to 1996

Figure 5.3 indicates changes of investment as a percentage of value added from
1989 to 1996. The peak of investment percentage of value added in 1991 is due to
low value of value added in that year rather than a real increase in investment
amount. In general, it was not the case that the investment amount followed value
added. Actually, the investment percentage of value added has decreased over this
period since 1991, except for year 1995. This means that investment was weak
during this period, and confirms the work of Kitson and Michie (1996) that the

decline in the UK economy was due to under-investment.
The changes of the three performance variables which have been considered in

this research as performance variables, which are RoS, RoA and TFP, are given in

figures from 5.4 to 5.6.
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Average RoS

%

Figure 5.4 RoS from 1989 to 1996

Figure 5.4 provides the pattern of RoS during this seven years’ period. There were
dramatic decreases from 1989 to 1991, due to dropping of profitability alone with
slight increasing of sales of these companies during these years. In 1992, even
though the average of RoS of these companies is above zero, there were quite a
few negative figures in individual companies. RoS dramatically dropped from
1989 to about 2% where it had persisted for about 4 years until recovery in 1995
when it again went back to slightly above 4 %. The change of RoS during this

period is consistent with the economic recession in this country.
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Figure5.5 RoA from 1989 to 1996
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The data of RoA have been directly collected from the financial information
provided in FAME. In 1992, there were large losses in profit before tax in some
companies, which generated the negative figures of RoA in these companies and
results in the negative average RoA in 1992. This is consistent with the UK
economic recession of the early 1990s, especially in 1992. After 1992, the
economy was slightly recovering and RoA reached its peak in 1995 after the

recession and decreased in 1996 back to the average of this period, about 15%.
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Figure 5. 6 TFP from 1989 to 1996

TFP has been calculated to represent the companies” overall efficiency for this
period. TFP is a significant measure of company performance for both labour and
capital intensive industries and is the most effective way of combining the
constituent labour and capital efficiencies (Hamblin, 1989). TFP was very stable
during this period with a slightly upward trend through the period from 1992 to
1996. Average TFP was about 2.

Also, the descriptive information on three other variables, which are relevant to

calculate the performance variables in this research, is given in figures 5.7 to 5.9.
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Average Value Added
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Figure 5. 7 Value added from 1989 to 1996

Figure 5.7 indicates the change of value added in this period. A steady increase of
the average value added persisted during this period to reach a peak in 1996. It
may be due to efficient use of material and reduction in subcontract costs or a

recovery of the net value of economy.
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Figure 5. 8 Profit before Tax from 1989 to 1996

Figure 5.8 shows the changes in average profit before tax. Generally speaking,
there is a decreasing trend in PBT from 1989 to 1992 and an increasing trend from
1993 afterwards, reaching its peak in 1996. The changes on this profitability

measure are also consistent with the recession in the early 1990s.
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Average Turnover
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Figure 5.9 Turnover from 1989 to 1996

Figure 5.9 provides the changes in turnover. The values of turnover used in above
have been modified by taking off 10 % inflation, according to Healey (1993). It
may be surprising that the consistent increase of turnover through this period and
value added as well. These two steadily increased absolute variables and other
variables measuring profitability, such as PBT, RoS, indicate that an increase in

these absolute values may not bring an growth of net profit at the end.

5.5 Developing and Establishing Hypotheses for this Research

In this section, hypotheses for this research are developed and established. The
process of development of the hypotheses involves three steps. At the first step,
suitable practice factors are selected based on the possible relationships, the
availability of the database, and the consideration of the theories of the operational
management. Also, performance variables are chosen based on the availability of
the database and the conceptual performance system. At the second step, the
review of the empirical work on the relationships between the factors selected and
their effects on manufacturing performance is conducted, with the consideration
of the influences of the external factors, reviewed in section 2.2.2, on the

relationships. At the last step, the hypotheses for this research are established.
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5.5.1 Development of Hypotheses on the Issue of the Selection of Suitable

Practice Factors and Performance Variables

With the consideration of both of the possible relationships listed in section 5.2
and the availability of variables in the database described in section 5.3, the
following factors can be explored. They are, age of firm, size of firm, investment,
technology, new product development (NPD), and quality management. These
factors fall into the first three gaps, which are related to the operational
management domain. The external or economical factors summarised in the last
group possible relationships can not be considered for the establishment of
hypotheses in this research because the database lacks relevant data and the focus
of this research is set on manufacturing practices at the firm level. However, the
moderating functions of these external factors can not be neglected to explain the
relationships between manufacturing practices and firm performance, even though
the external factors can not be directly studied and built into models in this

research.

Of the practices listed above in the operational management domain, attention has
been paid to technology usage, quality management, new product development,
and their positive effects on manufacturing performance in the operational
management theory. In the theory, these factors are good for manufacturing
performance. However, there is still confusion on these practices and their effects
(and effect sizes) on manufacturing companies’ performance improvement in the
published empirical studies employing real life cases or data. In order to be able to
consider possible new types of econometric models, the ratio data variables are
pursued in this study. However, the database on quality management and NPD are
limited to the ordinal data only. Therefore, the use of technology has been selected

as one of the practice factors for establishing the hypotheses.

Besides, investment in design has been mentioned in the operational management
theory. Investment analysis can be an independent topic investigating investment
at the different levels, such as state investment, industrial or sector investment,

and company investment. Also, investment appraisal and decision methods can be
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included in investment analysis. In this study, the focus is set in the behaviours of
manufacturing companies. Therefore, investment in companies should be
considered for investigation. Investment in companies is not only on design and
implementation of new or improved products, services and process suggested by
the operational management theory, but also on the maintenance and improvement
of management planning and control and more. The effects of investment on
performance have been a slight neglected topic in recent years’ empirical studies.
The function of investment needs to be re-estimated, especially at the micro
economic level, in which more confusion has occurred, according to the results of
the meta-analysis. It has been a universally accepted theory that a company cannot
maintain or grow without investment. In addition, the forms of investment, such
as long-term and short-term, may cause different effects on firm performance.
Investigation of these aspects of investment can be useful. Therefore, investment
has been selected as a factor in this research for constructing the hypotheses, with

consideration of its different forms.

Furthermore, investment and technology usage can be two closely related factors
in operational practice. This is because new technologies are frequently, but not
universally purchased or implemented with investment being involved. The
reasons behind these two factors and their association are discussed in detail in the
next section. Hence, the relationships between investment and the use of
technology and manufacturing performance are developed as focuses for the

hypotheses to be established in this research and explored in great detail.

For performance variables, the variables such as RoS, RoA and efficiency
variables (TFP, labour efficiency, and employment efficiency) are available in the
database and can be used in the models to test the hypotheses. Therefore, the
performance variables are limited to financial and efficiency ratio measures in this
research. Non-financial performance can not be considered. In order to establish
the hypotheses, an investigation into the relationships between investment, the use

of technology and performance is necessary.
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5.5.2 The Relationships between Investment, the Use of Technology and

Manufacturing Performance

Although manufacturing investment is a mature research topic, most discussions
have been on the appraisal of investment projects as high-risk, long-term, future
investments. There has been less literature on its actual historical effect on

companies’ performance.

There are a few studies on the relationships between manufacturing performance
and long-term investment or investment related factors (Covin & Slevin, 1989;
Buckley et. al., 1990; Oulton, 1989; Schmemmer & Rho, 1989, Hamblin, 1990
and O’Mahony, 1994,). One of these studies (Covin & Slevin, 1989) reported a
positive correlation coefficient (0.22) between long-term capital investment policy
in a hostile environment and performance, which was measured by a financial
performance index. The correlation coefficient was significant at 5 percent level
and therefore it has been accepted. In Buckley et al.’s study (1990), a positive
relationship between foreign direct investment and companies’ performance,
which was measured by profit and market share, was concluded by investigating
several cases. Oulton (1989) studied the relationship between the investment in
new and scrapping of old equipment and productivity growth in UK
manufacturing industries from the 1960s to the 1980s. He found that there was an
effect of both actions on productivity growth rates in the 1960s and the 1970s, but
not in the 1980s. Based on the results of the several regression models, Schmenner
and Rho (1989) concluded that investment in new technology increases factory
productivity. O’Mahony (1994) concluded that the productivity gap between UK
and four other major industrial nations could be reduced by raising the level of
investment in physical capital, research and development and workforce skills.
However, one part of the earning-investment causality results, mentioned by
Hamblin (1990), was that “making a high level of investment has not led to

incremental profit performance.”

Investment in these studies was set either at company level or national level. Two

studies using foreign direct investment and national investment in physical capital

141



Chapter 5 Research Issues and Methodological Approaches

were considered at the national investment level. The rest of the studies were set
in companies. Although most of these studies suggested that there were positive
effects of long-term investment (no matter what type of long-term investment
employed) on performance, the sizes of the effects in general were not researched
in most of these studies. The studies investigating companies’ investment
employed a segment of investment (e.g. investment in equipment) as the
investment variable or an investment related factor (e.g. investment policy) rather
than studied the investment as a whole, which occurred in a company during a
year, except for the study by Hamblin (1990). The studies on the certain types of

investment contribute to the knowledge at the certain aspects of investment.

Investment in manufacturing is mostly for the long term. Long-term investment is
unlikely to fulfil its entire benefits in the same year and it is impossible to secure
all its benefits in such a short time. It is more likely to cause opposite effects
(negative) on the same year’s financial performance if no other factor is
considered and a single year’s investment is researched. This is because an
investment invested in a year increases the costs of the company in that year and
is unlikely to contribute to the performance within that year, even though the
investment may contribute to performance later on. However, no single study,
which has been discovered in the literature until 1996, researched the delay effect
of investment on manufacturing performance. One study (Hamblin & Lettman,
1996) identified a delay effect of investment on manufacturing performance based

on the UK clothing industry, among other effects.

Furthermore, investment in a manufacturing company in a single project can be
implemented over many years. Therefore it is meaningful to study cumulative
investment as well, which has not been researched in the studies discovered in this
area. Delay effects of investment and cumulative investment are supported by
investment project appraisal methods. In investment project appraisal methods,
the benefits brought from an investment project are always assumed to be spread
over several years to fully reflect the benefit of the investment (Oldcorn and

Parker, 1996). Therefore, investment in a single year with and without time lag

142



Chapter 5 Research Issues and Methodological Approaches

and in cumulative format is considered and investigated in this research.

Investment in long-term capital could increase the possibility of the use of
advanced technologies in companies or industries if part of the investment were
on advanced technology and therefore might affect performance. Several articles
have studied the relationships between the use of technologies and manufacturing
performance (Garsombke & Garsombke, 1989; Sa, 1988; Roth & Miller, 1992
and Carr, 1988). However, they provided different findings, some of them positive

and some of them negative (Li & Hamblin, 1996).

Garsombke and Garsombke (1989) studied the effect of the three types of
technology: robotization, computerization and automation on performance. Their
regression results suggested that “computerization and robotization contribute to
the most positive change of performance, however, the automation variable does
not appear to conform to performance enhancement theory”. Carr (1988) stated
that high technology is not always essential to success. Advanced manufacturing
technology and technical sophistication of equipment are key success factors for
manufacturing companies (Sa, 1988 and Roth & Miller, 1992). In the theory,
employing advanced or new technology is always assumed a success factor in the
long run, even though it is unclear in practice whether the use of technology
always contributes towards the company’s performance or not in general.
Investment could be related to different level’s technology usage in a company.
The net benefits of implementing a technology depend on the cost and other
uncontrollable or external factors (such as environment or government policy
changes). The use of technology and long-term investment could be two factors
bounded together to influence manufacturing companies’ performance. The use of
technology can also be viewed as a moderator to the relationship between
investment and performance. This will allow the differentiation between, say,
heavy investors in new technology, light investors in new technology, heavy
Investors in conventional technology and those companies who invest hardly at
all. Figure 5.10 represents the interaction association between investment and

technology usage.
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Figure 5. 10 The Combination Results of Different Levels’ Investment and

Technology Usage

It is important to recognise the influence of external factors on the relationships
between investment, technology usage and manufacturing performance. This is
because that these external factors form the environment for the companies and
affect decisions of companies on investment and technology usage. They also

affects the manufacturing companies’ performance.

Three groups of external factors have been identified in section 2.2 and generate
the last collection of the possible relationships for further studies. The first group
includes the factors at the industrial level or measuring industry status. They have
more direct influences on firms compared to the factors in the other two groups.
Industrial characteristics and structure is an essential factor which is directly
related to the amount of investment and the required degree of technology in an
industry or a sector. Investment and related factors such as investment decisions
and policies and the necessity of investment in technologies can be different
between technology intensive industry and labour intensive industries or sectors.
For example, a technology intensive industry may need more investment in
expensive equipment and technology. In the database used, there are four industry

sectors, the amount of investment and the level of the expense and usage of
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technologies are different between, say, the clothing sector and the electronic
sector. Also, in this group, the factor of the opportunities at the industrial level is
essential to the investment decisions and opportunity of technology usage in

manufacturing companies.

In the second and third groups of external factors summarised, the factors such as
investment incentives and total investment in the nation and government policies
related to investment intention and directions can also impact on manufacturing
companies’ investment decision and the performance out-turn. Qil prices and
Interest rates are two important factors to the national economic stability. Interest
rates influence the exchange rates and may affect manufacturing companies’
trading and their performance. This point has been made and supported in the UK
economic experience. Economic stability and growth provide the opportunities
and ability for the nation, industry and companies’ investment. In the two
recession periods, manufacturing companies could not afford decent amount

investment.

It is important to recognise these external factors discussed and their effects on
investment decisions and the opportunities of technology usage in manufacturing
companies. However, it is essential to realise these factors impacting
manufacturing performance mostly through investment and technology usage. The
relationships between these external factors and investment or technology usage
are not set as the study objectives in this research. The scope of the database also
constrains the exploration of these factors by modelling, as has been discussed in
section 5.5.1. The modelling is on the relationships between investment and
technology usage and firm performance. The external factors are used to further
explain the results of the modelling and gain a wider and deeper understanding of

the relationships studied.
It has been noted that there is no single study that studied more than one

performance variable in a single model. It may be due to the difficulty and

constraints of building and estimating a model with more than one dependent
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variable. However, it is possible to develop a model with more than one
dependent variable and a method to estimate the coefficients of the model. This is
particularly meaningful for a factor such as investment which may affect two
dimensions of performance. Investment may be made to increase the capacity of
an organisation (growth), or to increase the effectiveness of an organisation
(profitability). This is because that investment could contribute to profitability and
growth at the same time or that investment may not contribute to profitability but
contribute to growth of a company or otherwise. In this study, the hypotheses are
also constructed with the consideration of the two dimensions of performance.
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