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Abstract

An oscillating water column (OWC) wave energy converter (WEC) is a device designed to

extract energy from waves at sea by using the water to move trapped air and thus drive

an air turbine. Because the incident waves and the force caused by the power take-off

(PTO) interact, control of the power take off (PTO) system can increase the total energy

converted.

A numerical model was developed to study the interaction of an OWC with the water

and other structures around it. ANSYS
TM

AQWA R© is used here to find the effects on

the water surface in and around the central column of a five-column, breakwater-mounted

OWC. For open OWC structures, coupled modes were seen which lead to sensitivity to

incident wave period and direction.

The frequency-domain displacements of the internal water surface of the central column

were turned into a force-displacement, time-domain model in MATLAB R© Simulink R© using

a state space approximation. The model of the hydrodynamics was then combined with

the thermodynamic and turbine equations for a Wells turbine. A baseline situation was

tested for fixed turbine speed operation using a wave climate for a region off the north

coast of Devon.

A linear feedforward controller and a controller based on maximising turbine efficiency

were tested for the system. The linear controller was optimised to find the combination

of turbine speed offset and proportional constant that gave maximum energy in the most

energy abundant sea state. This increased the converted energy by 31% in comparison to

the fixed speed case. For the turbine efficiency control method, the increase was 36%.

Energy conversion increases are therefore clearly possible using simple controllers. If

increased converted energy is the only criterion for controller choice, then the turbine

efficiency control is the best method, however the control action involves using very slow

turbine speeds which may not be physically desirable.
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Nomenclature

Aw horizontal area of water within the OWC [m2]

AE(ω) amplitude of wave [m]

A(ω) added mass [kg]

B(ω) damping [kg s−1

C capture width [m]

d ocean depth [m]

E total energy [kg m2 s−1]

F (ω) force acting on the WEC from the undisturbed incident wave described

in the time domain [N]

fe(t) excitation force [kg m s−2]

fµ(t) damping force [kg m s−2]

f external force on a fluid element per unit volume [kg m−2 s−2]

g acceleration due to gravity [ms−2]

G(ω) a transfer function which takes wave force as its input and produces mean

vertical motion of the OWC free water surface as its output [m N−1]

G(s) a transfer function (in the s-plane) which takes wave force as its input

and produces mean vertical motion of the OWC free water surface as its

output [m N−1]

g(t) a state space model in the time domain which takes wave force as its

input and produces mean vertical motion of the OWC free water surface

as its output [m N−1]

h draft of the water column [m]

Hs significant wave height [m]

k wave number [m−1]

Kl constant of proportionality for linear controller [rad s−1 Pa−1]

ks spring constant [kg s−2]

lOWC horizontal length of OWC (width of wave front) [m]

m mass of air in the chamber [kg]

mc mass of the water column [kg]

n a vector normal to a surface [m]

v



Nf fixed turbine speed [rpm]

Nl turbine speed offset for the linear controller [rpm]

Nr turbine speed [rad s−1]

Nt turbine speed [rpm]

p absolute air pressure [Pa]

patm atmospheric air pressure at standard temperature and pressure [Pa]

∆p relative chamber pressure [Pa] (p− patm)

ptot total pressure within a fluid [Pa]

P power [W]

Pm mechanical power [W]

Pp pneumatic power [W]

Pabs power absorbed by a WEC [W]

P̃inc power incident on a WEC per metre of wave front [W/m]

r reference input to a controller

S1, S2 the regions of water surface inside and outside an OWC

Ss the free water surface

Sb the sea bed

S∞ a surface connecting the free water surface and the sea bed

St the internal surface of the OWC

Sw the wetted surface of the structure

S(ω) spectral shape [m2 s−1]

T wave period [s]

T1 modal peak wave period for a spectrum [s]

u velocity of a fluid [m s−1]

UWEC(ω) velocity of a WEC [m s−1]

u input to a system

v vector velocity of a fluid element [m s−1]

X(ω) displacement of the water surface as a function of frequency [m]

X̂ magnitude of the displacement of the water surface [m]

x(t) displacement of the water surface as a function of time [m]

y output from a controller

z the vertical co-ordinate [m]

vi



ZPTO(ω) impedance of the PTO of a WEC [kg s−1]

ZidealPTO(ω) ideal impedance of the PTO of a WEC [kg s−1]

ZWEC(ω) impedance of a WEC [kg s−1]

α the scale factor [-]

η efficiency of a turbine [-]

ε error input to a controller

φ velocity potential [m2s−1]

µ damping coefficient [kg s−1]

µr radiative damping coefficient [kg s−1]

µt turbulent damping coefficient [kg s−1]

µPTO coefficient of damping due to WEC PTO [kg s−1]

ν kinematic viscosity coefficient [m2s−1]

θ wave direction [rad]

ρ density of air [kg m−1]

ρw density of water [kg m−1]

σ phase shift with respect to incident wave [rad]

ω frequency [rad s−1]

ω0 modal frequency for a spectrum [rad s−1]

∆ω width of frequency bins for discrete spectra [rad s−1]

Ψ non-dimensional pressure for the turbine [-]

Ψmax is the non-dimensional pressure for the turbine at which maximum effi-

ciency occurs [-]

Subscripts

iso for a single isolated OWC

cen for the central column of a five column OWC system

PTO associated with the PTO

WEC associated with a WEC

vii



Superscripts

D diffracted wave

I incident wave

R radiated wave

∗ complex conjugate

Acronyms

MPC model predictive control

OWC oscillating water column

PTO power take-off

RAO response amplitude operator

SHO simple harmonic oscillator

WEC wave energy converter

viii
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Chapter 1

Introduction

The motion of ocean waves can be used as a source of renewable energy. An oscillating

water column (OWC) wave energy converter (WEC) can be used to convert this energy

into electricity. Such a wave energy converter (WEC) could look like that shown in Figure

1.1. A structure is used which channels the water into a vertical column. As the waves

oscillate up and down, the air above this column is then moved through an air turbine to

produce electricity.

Because in designing and building renewable energy plants, the cost of the energy is

the factor which determines their effectiveness, OWCs may often be positioned next to one

another, formed into a line along a cliff, or as a breakwater. This decreases the unit cost of

each one by sharing out the foundation and cabling costs. If a breakwater construction is

used, this has the advantage that the WEC can be used to protect the area of sea behind

it.

In order to increase the energy which is converted by such a device, the properties

of the air turbine may be changed as the waves approach. Changing the power take-off

(PTO) parameters can change the mass of air that flows through the turbine and the

pressure in the air chamber. This in turn changes the converted power, and thus the

energy converted by the WEC may be increased by adapting the PTO parameters.

In order to test such control of the power take-off (PTO) parameters, a numerical model

should be developed. This model should be as wave-to-wire as possible in that the system

is modelled from the incident wave, through the water column motion and the pressure

of the air in the chamber, to the behaviour of the turbine and the power available on the

electricity grid. A large OWC motion does not necessarily leas to large energy conversion:

the coupled system of the column and the PTO works jointly to convert energy. The effect
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(a) Cross-section (b) Elevation

(c) Plan

Figure 1.1: Schematic diagram of an oscillating water column (OWC) wave energy con-
verter (WEC)

of the PTO parameters on the chamber pressure should thus be included in this model so

that the force of the chamber pressure on the water surface within the chamber can be

fed back into the system dynamics.

Because the motion of the water in neighbouring OWCs affects the performance of any

individual OWC through coupled modes of motion, these neighbours should be included

from the start so that the sensitivity of the OWC to incident wave period can be included.

1.1 OWC fundamentals

In this section the basic operating principle and types of OWCs will be described. First the

basic operation will be explored, then in Section 1.1.2 different configurations for OWC-

WECs will be explored. In Section 1.1.3, the different power take-off (PTO) methods are

explained.

1.1.1 A simple OWC

An OWC-WEC is structured as in Figure 1.1, with one or more chambers that are open to

the sea at their bases. The motion of the water within the chamber drives the motion of the

air above it and the air drives a turbine to produce electricity, with the turbine operating
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such that electricity is produced as the air flows both in and out of the chamber.

In Figure 1.1a, the wave enters from the right of the figure and encounters the OWC

structure positioned on a cliff. The water extends under the front lip of the structure, so

that the wave motion causes the column of water to oscillate. This water oscillation drives

the air in the chamber above through a turbine. The turbine is set up so that it converts

the air motion to electricity both when the water column is moved up and when it moves

down. This is done using a bi-directional turbine.

If the pressure difference between the chamber and the atmosphere is too large, a by-

pass valve may be used to allow the air to move in and out of the chamber without going

through the turbine. The air flow through the turbine may also be limited. A shut-off

valve is indicated which restricts the flow of air through the turbine. This may enable the

turbine to work in a more efficient regime, or may extend the range of operation to seas

which would otherwise have pressure differences and air flows through the turbine which

are too large.

In Figure 1.1b, the walls of the OWC are shown extending to the sea floor. The lip of

the OWC does not extend to the sea floor and so the water of the open sea reaches under

the lip to the water confined by the structure.

Figure 1.1c, shows the plan view of the OWC. The waves are shown incident to a

cliff-mounted structure. This is not the only configuration available for OWCs. Further

options will be described in Section 1.1.2. The incident wave is shown as a plane wave. In

the ocean, waves would in fact come from all directions.

Forces acting on an OWC

It is not the case only that the wave changes the displacement of the water column and

this drives changes in pressure: the pressure difference also affects the displacement of the

water column. The system is coupled.

The forces which act on the water forming the column are: wave excitation, radiative

damping, restoration due to buoyancy, turbulent damping and the chamber pressure force.

The wave excitation force is that which comes from the incident wave. This force is clearly

dependent on the frequency of the wave as well as the wave height. The radiation damping

describes the force due to the production of waves by the oscillating column. When the

water column moves, it produces waves which radiate away from the OWC. These waves

depend on the frequency of the oscillation, therefore so does the radiative damping force.
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Location Shape PTO

Cliff/shore Cylinder Rectification by valves
Bottom-mounted Cuboid Wells turbine
Fixed: open ocean Other “prism” Impulse turbine
Floating Duct Radial turbine

Table 1.1: OWC features

The buoyancy force is the restoring force caused when the water column moves away from

the still water level: the water tends to move back to its equilibrium position under gravity.

Turbulent action in the water damps the motion of the water column, as does the relative

pressure in the chamber.

For different configurations of OWC-WEC, the different forces play a greater or lesser

role. The different configurations are therefore described in Section 1.1.2.

1.1.2 Classification of OWCs by location and shape

OWCs may be classified by their location, shape and power take off (PTO) mechanism.

Such location and shape classifications will be introduced in this section, with PTO clas-

sification described in Section 1.1.3. These classifications are necessary in order to discuss

those different factors which are important for a specific OWC.

Within the broad distinctions which separate different types of OWCs (location, shape

of water column and PTO), the sub-categories of classification are summarised in Table

1.1.

The different possible locations are shown in Figure 1.2, and the different possible

shapes in Figure 1.3. These are explored next. A table in which categorisations of OWC

type have been made for a number of studies is given in Table 1.2 at the end of this section.

This table enables the groups of different geometries of OWC to become clear, with the

studies are separated into numerical and physical versions. Those studies which deal with

multiple water columns in arrays or in other packed formations are shown in bold.

Location of OWCs

For the cliff-mounted OWC (Figure 1.2a), the waves may only exist on the sea side of the

OWC. The bottom-mounted OWC appears at first sight to be very similar (Figure 1.2b).

However, the incident wave can pass around the structure and, although the back-board

of the OWC forms a barrier that the water cannot pass through, when waves are radiated

they may spread out into that region. The open-ocean fixed device (Figure 1.2c) does not
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(a) Cliff

(b) Bottom-mounted

(c) Open ocean: fixed

(d) Open ocean: floating

Figure 1.2: Possible locations for OWCs. On the left are shown cross-sections through the
OWC, with the radiation patterns of the wave on the right.
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(a) 2D (b) Cylinder

(c) Prism (d) Duct

Figure 1.3: Possible shapes for OWCs in plan view, for open ocean configurations
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have this restriction - the waves may pass under and around the structure. The floating

device shown in Figure 1.2d has the same interaction options as the fixed open ocean

device. Now, however, the whole structure can move, which complicates the scattering

and radiation of waves. Note that for each of the locations, the incident waves are shown

coming from a single direction. This would clearly not be true in the real sea, where waves

are formed from many directional components.

Two dimensional (2D) OWCs

A 2D OWC is one in which the incident and diffracted wave may only move in a single

direction, for example the numerical model of Evans & Porter (1995). The wave may

only come from a head-on direction and radiation and scattering are confined to this same

direction. An at-sea OWC would obviously radiate waves in all directions, and waves

heading towards the OWC would come from a spread of directions. The 2D model of

Figure 1.3a is therefore simpler than a 3D model, but is not realistic due to the directions

from which waves may be incident, and the directions in which waves may be scattered

and radiated.

Another way of looking at this directionality problem is that the 2D version does not

include a whole structure: the edges of a structure are important for an OWC. Even for

a series of OWCs along a cliff, the structure is not infinite and thus the 2D model cannot

fully describe what happens at the end of the OWC.

The main advantage of 2D cliff- or shore-based models is that they are useful in com-

parison of numerical and physical models. Physical models in flumes and numerical models

in numerical flumes are easily compared and the differences seen. Computationally, the

solutions are less intensive than for 3D. This means that Navier-Stokes solvers (Section

1.2.2) may be used with a relatively short computational time (as in Zhang et al. (2012)).

The bottom-mounted OWCs differ from the cliff- and shore-based ones in that the

water does extend behind the OWC. For a 2D structure this is not possible - if the OWC

wall extends to the sea bed, the water cannot get around it without the third dimension.

A 2D version of the bottom-mounted structure is invalid, but an open ocean version is

not. Here the wave can pass under the structure. Of course, the directions of the waves

are still restricted because of only having two dimensions. A floating 2D OWC could exist,

but the six degrees of freedom motion crucial for the behaviour of the device may not be

captured, so 2D floating OWCs are rarely investigated (Koo, 2009).
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Cylindrical OWCs

Moving from the 2D OWC to a 3D OWC, a cylindrical housing in the open ocean is often

envisaged, and is shown in Figure 1.3b, as this allows for a maximum amount of symmetry.

Waves incident from any direction see the same shape, and waves are radiated equally in

all directions. Of course, this is only true in the open ocean. If the OWC is cliff-, shore- or

bottom-mounted, some (large) fraction of the wave field will be blocked by the presence

of walls or the absence of water. That said, the research by Martins-rivas & Mei (2009)

looked at a cylindrical OWC positioned as part of a cliff and found that the displacement

of the internal water surface of the water column was not horizontal and that the cliff

acted to increase the energy converted.

In the open ocean, a cylinder may be fixed with respect to the sea bed or may be a

floating, moored system. For the fixed versions, the draft of the device is made quite small

and it is the water column which moves. For the floating OWCs, the action is different:

the draft is large, with the lip of the OWC below the level at which the wave induced

motion of the water is great: in Figure 1.2d the water column is very deep. The water

column is thus not forced by the motion in and out of the column. To prevent the OWC

from sinking, a buoyant float is positioned at the top of the structure around the column.

This float which supports the structure is at the water surface. This means that the wave

motion forces the float. As such, the water column is used as the reference against which

the float motion occurs. Of course, the dynamics are not really so simple, as it is coupled

motion which causes the relative motion of the internal water surface providing the energy

conversion.

OWCs with other uniform cross-sections

As well as cylindrical OWCs, other uniform shapes may be used in which the water column

has the same horizontal area for its whole depth. See Figure 1.3c. These “prisms” include

water columns with rectangular horizontal areas, the segments of Deng et al. (2013) and

the packed rhombi of Gervelas et al. (2011). While uniform shapes are simple to model

for bulk movement, assuming the mass of water in the water column moves as one solid

block with no change of area at the waterline, unlike cylindrical OWCs they scatter and

radiate waves differently depending on direction; both the direction of the incident wave

and the direction in which scattering/radiation is considered.

Such simple shapes may also be packed together or aligned with neighbouring ones
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to produce array structures which have interactions with one another as well as with the

wave. This is the case in Kelly et al. (2013b), in which two rows of cuboid OWCs are

formed together in a floating ‘V’-shape.

Non-uniform and duct-like OWCs

OWCs may be formed from non-uniform structures or ducts which do not have the same

horizontal area for their whole draft, as in Figure 1.3d. For example, the real structures

that form shoreline OWCs are likely to have walls which fit with the shape of the particular

shore and thus are not uniform at the waterline, as in Brito-melo et al. (1999) - a numerical

study of the Pico plant. Another class of non-uniform OWC are those with ducts. Here

the water turns a corner, as in the case of thick tubes at the shoreline described by

Magagna et al. (2011) and Patel et al. (2011), or in the floating square-sectioned ducts

of the backward bent duct buoy (BBDB) of Imai et al. (2011) and the forward BDB of

Fleming et al. (2012). In Deng et al. (2014), the wave is channelled towards the OWC

using two plates.

Multiple column OWCs

When there is more than one water column in close proximity, the way that the waves

interact with one will affect the amount of energy available to the other(s). This is true

for all WECs, but with OWCs there is a standard configuration that takes one OWC and

puts it very close to many others: the breakwater. Breakwater OWCs can be fixed or

floating. A floating breakwater OWC acts more like a fixed breakwater OWC than it does

like a floating isolated OWC, as the operation is such that the breakwater float does not

move significantly, but the water columns do move. The dynamics of a floating device

are unlikely to see such large motions as for a single floating OWC version, nonetheless,

estimation of the internal water surface will be much more complicated.

Breakwater OWCs exist as in-situ or planned projects around the world (Amundarain

et al., 2011; Hotta et al., 1996; Hong & Song, 2012; Joubert & Niekerk, 2013; Ruol et al.,

2011) so the design challenges are current. For such projects, a very specific design may

be tested, but an understanding of the generic design principles is worthwhile for consid-

erations of future projects.
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Shape: 2D Cylinder Prism Duct
Location Numerical Physical Numerical Physical Numerical Physical Numerical Physical

Cliff/shore Alves & Sar-
mento (2005),
Gkikas et al.
(2006), Zhang
et al. (2012)

Mendes &
Monteiro
(2007),
Morris-
Thomas et al.
(2005)

Martins-rivas
& Mei (2009)

Josset &
Clement
(2007)

Magagna
et al. (2011),
Patel et al.
(2011)

Bottom-
mounted

- - Hong & Hong
(2012), Deng
et al. (2013)

Deng et al.
(2014)

Open
ocean -
fixed

Iturrioz et al.
(2013)

Sykes et al.
(2007), Lopes
et al. (2007),
Nader et al.
(2012)

Sykes et al.
(2007)

Gervelas et al.
(2011)

Gervelas
et al. (2011)
Ruol et al.
(2011)

Open
ocean -
floating

- - Falcão (2002),
Gomes et al.
(2012)

Sykes et al.
(2009), Stap-
penbelt et al.
(2013), Weber
(2007)

Kelly et al.
(2013b),
Johnson
(2003)

Bull & John-
son (2013)

Fleming et al.
(2012), Imai
et al. (2011)

Table 1.2: Classification of hydrodynamics studies of OWCs based on the location and shape of the OWC. Those studies shown in bold are for arrays of
devices.
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1.1.3 Power take-off for OWC-WECs

The previous sections talked about how a wave may interact with the OWC. In order to

understand how an OWC will behave in real sea conditions, the PTO system should be

included. A model should include PTO damping which is as close as possible to what

would happen in the real sea. This means that the PTO should be modelled in the time

domain.

Ideal damping may be used which can be described in the frequency domain or by a

damping force proportional to velocity in the time domain. This is useful as a frequency

domain approximation for the hydrodynamic section, but is not like the PTO experienced

by a real OWC. This requires a time-domain model for the PTO.

For the velocity potential methods, only very simple differences to the pressure above

the internal water surface of the OWC may be included. For example, pressure as a

function of time would require a very large amount of extra effort and potentially a change

of method. Simple PTO inclusion is often described by the term “lid”, which implies an

even damping over a certain surface area. This damping may be even in the sense of

constant pressure or be in proportion to surface velocity. Clearly a suitable pressure

approximation must be made so that the PTO’s effect is well described. Of course, one

of the reasons for making the hydrodynamical model is so as to find good parameters for

the PTO. Thus the process of whole system design should be an iterative one.

In order to convert the internal water surface motion, OWC-WECs use the air in the

chamber to drive turbines. For a turbine to be effective in an OWC, it needs to provide

some kind of motion both when the air flows and of the chamber and when the air flows

into the chamber. This can be done by using valves to rectify the air flow such that it

always travels in the same direction.

Alternatively, turbines may be used in which in pressure difference across the turbine

causes the turbine to turn in the same sense. There are many such turbines (for an

overview, see Setoguchi & Takao (2006) for example), with the Wells turbine was designed

for OWC use.

In order to protect the turbine from extreme events and/or to control the amount of

flow through the turbine, valves may be used in series or parallel with the turbine. These

were shown as shut-off and by-pass valves in Figure 1.1.
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Figure 1.4: Rectification of air flow via valves

Rectifying air flow using valves

One way to rectify this alternating air flow is to use valves such that air is only let into and

out of the turbine housing in one direction, as in Figure 1.4. The turbine is represented

by the hour-glass shape. Note that the air flows through the turbine from left to right

in both the in- and out-flow cases. This means that a standard, unidirectional turbine

can then be used as is done in Jayashankar et al. (2009); Ruol et al. (2011); Kelly et al.

(2013a,b).

The Wells turbine

Figure 1.5 shows a cross-section through one of the blades of a Wells turbine (Thakker,

2008). Each blade is like an aircraft wing attached to a central hub and the air flows in

the same direction as the axis of this hub. If a rotational speed is given to the turbine, the

blades move in the direction indicated in the figure. When there is a pressure difference

across the blade (i.e. when the air pressure is different above the blade indicated in the

figure in comparison to the air pressure below, or vice versa), a lift force is produced.

Because the blades are already moving, the resultant direction of this force is forwards,

and thus the blades are pulled into rotating faster. The turbine blades are symmetrical,

so no matter what the sign of the pressure difference, the force is always forwards.

Impulse turbines

In an impulse turbine, guide vanes are used to align the air flow such that it forces the

motion of the turbine. Such forcing is shown in Figure 1.6. The guide vanes are arranged

so that the air motion forces the turbine to turn in the same direction for inflow and

outflow. The turbine blades and guide vanes may be arranged so that the turbine is of
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Figure 1.5: The forces on a Wells turbine

Figure 1.6: The function of an axial impulse turbine

the axial (Thakker, 2004) or radial (Pereiras et al., 2011b) type.

In order to design such a turbine, a full model which includes the specific air flow

around the turbine should be used. This requires a high-powered CFD approach (Taha

& Sawada, 2010; Natanzi et al., 2011; Moisel & Carolus, 2013) and is beyond the scope

of this thesis. A simplified model of an existing turbine may be used to take the volume

changes of the chamber and turn this into converted energy via chamber pressure and

mass flow.

1.2 Wave to wire modelling of OWC-WECs

The aspects which require modelling in the case of an OWC-WEC are the waves and how

they interact with the structure, how that system interacts with the air in the chamber,

the way the air flows through the turbine and the turbine interaction with the generator

and the grid. If a model describes all of these aspects, it is a “wave to wire” model. In
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this section, the different parts of wave to wire modelling will be described.

1.2.1 Modelling waves

In order to represent a single frequency wave, the frequency (period) and height of the

wave are needed. In the equation below, x(t) represents the displacement of the water

surface at a point, AE is the amplitude of the wave, ω is the frequency of the wave, t is

time and σ is a phase shift.

x(t) = AE sin(ωt+ σ) (1.1)

A wave field is made by summing over many waves with different ω, AE and σ. Dif-

ferent spectral representations describe how the quantity of energy is shared amongst the

frequencies. For example, the energy may be concentrated into a very narrow band of

frequencies, or may have a long tail. This is covered in more detail in Chapter 4. The

other variable that should be used is a variable to represent the spread of incident wave

directions.

Directionality

Directional spreading should be included, but is often ignored as a first approximation,

particularly in cases where the WEC (and its mooring configuration) is insensitive to

direction, or where plane waves may be assumed.

One way of representing the directional spreading of the waves is to assume a distri-

bution

f(θ) =
2

π
cos2(θ) (1.2)

for −π/2 ≤ θ ≤ π/2 around the mean direction.

1.2.2 Modelling wave-structure interaction

Physical models

Physical models of the system may be made and is generally done at scale due to cost and

risk. For a floating device scale modelling can enable capture of the interacting motion in

different degrees of freedom. For the cliff- or shore-based device, however, there are very

many things that must be converted to the scale model - not least the bathymetry of the

system.
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For OWCs scale modelling can be particular challenge. While the geometry is scaled

down as the scale factor, α, the waves and air pressure scale differently. is that the water

scales with Reynolds number (turbulence), but the waves scale with Froude number, and

the air above will also be Reynolds (but this will be a case of changing the volumes

involved, because changing the pressures would be extremely computationally costly).

In order to include more complicated damping, for turbulent behaviour for example,

a computational fluid dynamics CFD model should be used.

Navier-Stokes approaches

The Navier-Stokes equations may be solved for all elements within the fluid. Falnes (2002a)

gives the Navier-Stokes equation as

∂v

∂t
+ (v.∇)v = − 1

ρw
∇ptot + ν∇2v +

1

ρw
f (1.3)

where v is the velocity of the water element, ρw is the density of the water, ptot is the

pressure of the water, ν is the kinematic viscosity coefficient and f is the external force

per unit volume.

Various assumptions and approximations may be made to simplify these equations:

incompressible fluids or irrotational flow, for example. Solution of these equations enables

good capture of the water motion and the forces on the structure. However, such detailed

calculation is very computationally intensive. Thus these and other computational fluid

dynamics (CFD) approaches are only used where particularly nonlinear conditions are

important, such as for extreme loading.

For OWCs, Alves & Sarmento (2005), Zhang et al. (2012) and Iturrioz et al. (2013)

used CFD to investigate 2D structures. Koo (2009) looked at a similar design, but for a

moon pool structure (i.e. one with no PTO): a floating 2D breakwater with one chamber

was used to decrease wave motion behind the structure.

A Navier-Stokes CFD approach is too involved for estimation of energy conversion or

optimisation of control strategies so is not investigated in this thesis.

Velocity potential methods

In order to investigate the interaction between the water and the structure, a velocity

potential method may be used.

Velocity potential solutions mean that ∇φ = v where v is the velocity of the fluid
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and φ is the velocity potential that is being solved for. Because of certain simplifications

and mathematical parallels, it can be simpler to solve for velocity potential than to solve

for velocity directly. The particular simplification is that the water is assumed to be

incompressible. Thus, the velocity must follow ∇.v = 0 and so, the potential must satisfy

∇2φ = 0 (1.4)

which is the Laplace equation. It is an equation of interest in many areas of mathematics

and physical science, thus there are many approaches to find solutions to it. When solv-

ing for specific (simple) OWC geometries, analytical methods may be used in which the

simplifications to the boundary conditions are done manually to match the geometry, e.g.

Deng et al. (2013); Evans & Porter (1995). The potential may then be solved for analyti-

cally or by numerical calculation. For more complicated geometries, a panel or boundary

element method is often used, e.g. Sykes et al. (2009); Gomes et al. (2012), in which the

boundaries are separated into small areas and numerical solutions are calcualated which

enable the matching of the velocity potential on all of these boundaries. This results in a

solution of the velocity potential for all regions within the fluid.

As an alternative to a boundary element method, a finite element method may be used

to find the velocity potential throughout a fluid. The whole region of the fluid is subdivided

into three-dimensional elements and the velocity potential changes are calculated for all

of them (Nader et al., 2012). In the finite element method, the velocity potential is solved

at all points in the fluid region, not just on the surface of the OWC wall.

Velocity potentials are only able to solve for linear conditions, however, approximations

to second order waves exist.

Simple harmonic oscillator models

Perhaps the simplest way of modelling an OWC-WEC is to treat it as a simple harmonic

oscillator (SHO). This is particularly useful for investigating resonance phenomena.

For a spring mass damper system like the one in Figure 1.7, Netwon’s Second Law

gives

mcẍm = fe(t)− µẋm + ksxm (1.5)

where xm is the position of the mass, mc is the water column mass, ks is the spring

coefficient, µ is the damping coefficient and fe(t) is the time-varying excitation force.
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Figure 1.7: Simple harmonic oscillator (SHO)

For an OWC, if a constant internal water area is chosen then this becomes

(ρwAwl)ẍ+ µẋ+ (ρwAwg)x = fe(t) (1.6)

where (ρwAwl) is the mass of the water column and (ρwAwg) is the buoyancy spring caused

by the displacement of the water column from its equilibrium position. ρw is the density

of the water, Aw is the horizontal area of the water column, l is the draft of the water

column and g is the gravitational acceleration.

Note that the damping coefficient, µ, has not been substituted for. This damping

is the part which is difficult to model. The major causes of damping in an OWC are

radiation of waves caused by the motion of the water column and turbulent losses within

the water. Both of these effects are highly dependent on the frequency of oscillation. For

more on radiation models for OWCs, see Alves et al. (2011). Another way of assessing

this damping value is to determine it through physical modelling.

For the case with no damping and assuming a sinusoidal displacement of the internal

water surface, the undamped natural frequency can be calculated. The displacement x, is

taken to vary with frequency ω and magnitude X̂, as X̂eiωt. As µ and fe(t) are zero,

(ρwAwl)(−ω2X̂) = −(ρwAwg)X̂ (1.7)

Thus the undamped natural frequency for the oscillator is

ωnat =

√
g

l
(1.8)
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Figure 1.8: A standard LRC circuit, where V is voltage, L is inductance, R is resistance,
C is capacitance and a current, i flows through the circuit

For the undamped natural frequency therefore, the only design parameter that is important

is l, the draft of the OWC. For a draft of 2.5 m (used in Chapter 2), the corresponding

period of resonance is 3.1 s. This is quite a short period to see in the oceans.

However, ωnat is the undamped natural frequency. There will always be some damping

due to viscosity and turbulence, and, if the OWC is to extract energy rather than simply

oscillate, there must be a PTO damping.

An alternative SHO approach used in OWC-WEC modelling is based on an electrical

(rather than mechanical) SHO.

In the case of a standard LRC circuit (Figure 1.8), the current, i, and driving voltage,

V , are related by

V (t) = L
di

dt
+ iR+

1

C

∫
idt (1.9)

where L is inductance, R is resistance and C is capacitance. This may be converted into

the frequency domain as

V (ω) =

(
jωL+R+

1

jωC

)
I(ω) (1.10)

If this relationship is written as

V (ω) = Z(ω)I(ω) (1.11)

and Z is the complex impedance, there then exists a simple shorthand for the voltage-

current relationship in the frequency domain.

For a WEC this then becomes

UWEC(ω) = ZWEC(ω)X(ω) (1.12)
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where UWEC(ω) is the velocity of the WEC and ZWEC(ω) is the impedance of the WEC.

More complicated systems can be analysed by additional terms in Equation (1.5), such

as the air spring damping in Folley & Whittaker (2005). This is also the same basis which

underpins the impedance models for a WEC (see Chapter 3) or the models which define

each of the coefficients as functions of frequency, for example Alves et al. (2011) in which

the added mass and radiation damping are calculated as frequency dependent functions.

Clearly the number of parameters that may be included is limited in this simple har-

monic oscillator set-up. For a fixed mass floating buoy WEC with up to six degrees of

freedom, this is no difficulty. For an OWC, however, where the internal water surface may

take on many shapes, this limitation is important.

This issue goes hand in hand with the difficulty of definition of the mc, µ and ks terms.

Experiments (either physical or numerical) must be performed which take into account a

fuller picture of the water interaction.

Definitions for wave forces which include nonlinearities are also ignored. This SHO

set-up is designed for linear forces and responses. The mc, µ and ks definitions may

approximate such changes, but they cannot fully capture them. Nonlinear power take-off

damping may be included as further simultaneous equations, again using bulk properties,

for example, average pressure. The general approach of bulk property definitions can be

very useful; few parameters are required and thus computation is relatively fast.

1.2.3 The interaction of the air with the wave-structure system

The displacement of the water surface causes thermodynamic changes to the air in the

chamber. These are generally modelled as bulk properties, such that the pressure is

assumed to be uniform throughout the chamber. The air does not remain in the chamber,

however. The air may flow out or in through a turbine or a by-pass valve as in Figure 1.1

(Falcão & Justino, 1999).

Assuming that there is no by-pass valve, the air within the chamber volume may be

thought of as being acted upon purely by the changing chamber volume, V . This volume

is given by

V (t) = (l − h− x(t))Aw (1.13)

where l is the full chamber height, h is chamber depth below the still water level, x is the

displacement of the internal water surface with respect to the still water level and Aw is

the horizontal area of the water column.
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Bulk thermodynamics

This discussion follows that of Gervelas et al. (2011). The ideal gas law says that the

pressure of a given gas is related to its volume, mass and temperature by

pcV = mR∗T (1.14)

where pc is the pressure, V is the volume, m is the mass R∗ is the molar gas constant

divided by the molar mass: R∗ = R/Mgas and T is the temperature.

Differentiating equation (1.14) with respect to time gives

pc
dV

dt
+ V

dpc
dt

= R∗T
dm

dt
+mR∗

dT

dt
(1.15)

⇒ pc
V

dV

dt
+
dpc
dt

=
R∗T

V

dm

dt
+
pc
T

dT

dt
(1.16)

Now, if the changes are adiabatic, such that no energy is lost from the system and the

process is approximately reversible (Falcão & Justino, 1999), then the product pcV
γ is a

constant. This means that

pc

(
T

pc

)γ
= constant (1.17)

⇒ p(1−γ)c T γ = constant (1.18)

Differentiating with respect to time gives

γT (γ−1)p(1−γ)c

dT

dt
+ (1− γ)p−γc T γ

dpc
dt

= 0 (1.19)

⇒ pc
T

dT

dt
=
γ − 1

γ

dpc
dt

(1.20)

Substituting equation (1.20) into equation (1.16) gives

pc
V

dV

dt
+
dpc
dt

=
R∗T

V

dm

dt
+
γ − 1

γ

dpc
dt

(1.21)

⇒ dpc
dt

=
γR∗T

V

dm

dt
− γpc

V

dV

dt
(1.22)

Substituting for γR∗T , which is the square of the speed of sound in the medium, cs

gives

dpc
dt

=
c2s
V

dm

dt
− γpc

V

dV

dt
(1.23)
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Note that in equation (1.23), the derivative of pressure is a function of the pressure. If

the density, ρ of the medium is included explicitly, the fraction pc
V may be given as pcρ

m .

Thus, as c2s = γpc/ρ, substitution into Equation (1.23) leads to

dpc
dt

=
c2s
V

(
dm

dt
− ρ

V

dV

dt

)
(1.24)

The density must be accounted for separately. The speed of sound in the fluid has

already been given as c2 = γpc/ρ. Differentiating with respect to time gives,

dρ

dt
=

γ

c2
dpc
dt

(1.25)

Thus equations have been derived to calculate the pressure difference and density for

the air within the OWC chamber, but these are based on the mass flow in and out of the

chamber. In order to define this, a turbine model must be chosen.

1.2.4 Modelling the turbine

In this section, two models for the mass flow through a turbine are described. First, a

simple orifice model. Second, a Wells turbine model. Both of these models calculate the

mass flow through the turbine on the basis of the chamber pressure difference.

Orifice models

For small scale models, an orifice is sometimes used to represent the PTO. Blocking the

top of the chamber all but for a small hole of defined diameter enables the build up of

pressure differences and the dissipation of energy at the edges of the orifice.

In an orifice model, the mass flow through the orifice is given by

dm

dt
= −Aoricori

√
2ρ|∆p|, ∀∆p > 0 (1.26)

= Aoricori
√

2ρatm|∆p|, ∀∆p < 0 (1.27)

where m is the mass of air in the chamber, Aori is the area of the orifice, cori is a constant

the depends upon the sharpness of the transition from chamber to orifice, ρ is the air

density within the chamber, ρatm is the atmospheric air density and ∆p is the pressure

difference between chamber and atmosphere, defined as ∆p = pcham − patm.
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A Wells turbine model

For a Wells turbine, the mass flow is calculated using

dm

dt
=
−KtD∆p

Nr
(1.28)

where Kt is some constant associated with the specific turbine design, D is the diameter

of the turbine, Nr is the rotational speed and ∆p is the pressure difference (Falcão &

Rodrigues, 2002). For a given turbine operating at a constant speed, the mass flow is

linearly dependent on the pressure difference.

This approximation is used for Gervelas et al. (2011) and Nunes et al. (2011) as well

as for Falcão & Rodrigues (2002).

1.2.5 From pneumatic power to mechanical power

In using Equation 1.13 to drive Equations 1.28, 1.24 and 1.25, the mass flow and pressure

may be estimated such that the energy converted may be estimated as the integral with

respect to time of the pneumatic power,

Ppneum =
dm

dt

∆p

ρatm
(1.29)

Wells turbines in particular, but all turbines to some extent, do not run at the same

efficiency in all conditions. That is, the efficiency of the turbine at turning the pressure

drop into mechanical motion is not uniform. Crucially, there is generally a point at which

stall occurs. (See Section 3.2.2.) As this is usually close to the point of maximum efficiency,

anything which can alter the way the pressure head is built up can prevent the inevitable

loss of power associated with a stalled turbine.

It is possible to use an efficiency model curve, as in Falcão & Rodrigues (2002), in

order to have an estimate of actual converted power. Alternatively, the torque may be

investigated, with losses set at fixed percentages, as for Le Crom et al. (2007). A model

that describes the conditions under which such stall, or changes of efficiency, occur is thus

vital for the development of a good estimate of energy conversion.

1.2.6 The turbine-generator interaction

An OWC-WEC is generally designed to use the fast rotational speeds generated by the

air turbine for driving a generator at the fast rotational speeds needed for electricity
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conversion. The efficiency of this process is around 70-80% according to Hodgins et al.

(2008).

For more detailed design considerations, the generator settings are matched to the

turbine torque as in Amundarain et al. (2011); Pereiras et al. (2011a). Such modelling is

beyond the scope of this thesis.

1.3 Modelling of performance

In order to look at the performance that may be expected for a device deployed at sea,

the measures of performance should be as close to wave-to-wire as possible.

The idea behind the OWC-WEC is that the energy from the waves is converted into

useful energy in the form of electricity. Thus, the guiding factor is that the maximum

possible energy be converted.

The amount of energy converted is very dependent on the energy that hits the WEC

in the form of the wave motion. In designing the WEC only one structure may be built,

but many sea states will be experienced. Therefore, the WEC should be able to change

its operation with the incident sea.

As well as maximising the amount of energy converted, the WEC may have to operate

with certain limits; for example, limits for turbine speed or maximum chamber pressure.

1.3.1 Annual energy conversion

Annual energy conversion can be a very useful measure of WEC performance as it averages

over the various seasons within a year while also providing a physical value which can be

understood.

The method of calculating annual energy conversion usually uses a numerical model in

which the wave is described by a spectrum. The frequency of occurrence of such spectra are

then given for different locations and the energy converted by the WEC in such conditions

is multiplied by the frequency of occurrence. Of course, for a system in the real sea, the

total energy converted over the year may be quoted.

Although having specific measurements for given locations is important for estimating

energy conversion, and thus for deciding on the feasibility of different projects, the fre-

quency of occurrence for spectra disguises the range of spectral shapes which are included

within any frequency of occurrence measure. It is also the case that the difference between

the frequency of occurrence from one year to the next can be very large (Guanche et al.,
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2013; Neill & Hashemi, 2013).

Annual energy conversion may also suffer as a performance measure from uncertainty

in energy conversion rates in large seas. Here numerical models are not at their most

reliable, while the amount of energy converted is large. This difference can be made clear

for the case of a WEC operating in a survival mode. For the sea state slightly below this

survival mode, the energy conversion is likely to be large, while for the sea state just in

the survival mode, the energy converted is zero.

1.3.2 Energy conversion in different sea states

The energy converted should therefore be presented for different sea states. This is often

done as a power table (Tietje et al., 2011). This enables the WEC to be relocated for

an annual energy conversion assessment. Alternatively, the difference in seasonal energy

conversion may be investigated if this data is available. It also enables performance to be

assessed with more confidence for those sea states where a model is deemed to act well,

while allowing for uncertainty in large sea state operation.

1.3.3 Efficiency and capture width

One performance parameter which is often used in engineering application is efficiency.

In the case of a WEC, this is not in fact of great importance. As the waves are free,

“wasting” energy does not particularly affect the cost of the converted energy. Clearly

anyone owning a WEC would like that WEC to convert more energy (and thus bring in

more money), but having a very efficient WEC which does not convert a lot of energy is

not useful.

Capture width, C, is one way of describing efficiency for WECs. Capture width is the

width that a WEC capturing all of the wave power incident per metre would be to convert

as much power as the WEC in question, and is given by

C =
Pabs

P̃inc
(1.30)

where Pabs is the power absorbed by the WEC and P̃inc is the incident power per metre

of wave-front (Price et al., 2009). For example, if a WEC has a capture width of 4 m,

this is equivalent to a perfectly efficiency WEC which is 4 m in width. If the WEC in

question has a width of 4 m, the efficiency would therefore be 100%. If it had a width of

20 m, the efficiency would therefore be 20%. Capture width may be given as a function of
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device size. The variables, C, Pabs and P̃inc may be taken for single frequency waves, for

individual irregular sea states or for average values in a given wave climate.

If capture width is used as a way of scaling between devices of different sizes, or

for identifying performance areas which could be made more efficient it can be of use.

However, the values for energy conversion (average power) should be given for each sea

state in order to asses performance, and thus the use of capture width is additional in

energy conversion performance assessment, rather than fundamental.

In this thesis the total energy converted in a sea state will be used as the ultimate

measure, but the average mechanical power converted for each sea state will also be given

so that the effectiveness of such an OWC in other conditions may be estimated. Thus the

conversion of energy from the incident wave to the estimated mechanical power output

may be traced.

1.4 Control for OWC-WECs

As discussed in section 1.3, good performance of a WEC is deemed to have occurred if a

maximal amount of energy is converted subject to constraints.

One way of increasing the amount of energy converted is to control the PTO settings

to allow different amounts of air to pass in and out of the chamber through the turbine

(or through a by-pass valve). There are two obvious effects of such changes. First, the

air pressure within the chamber will change, which could allow power to be stored or

dissipated at different rates. Second, the turbine will convert more or less energy due to

the changing mass flow. Thus, if such mass flows are controlled effectively, an increase in

converted energy may be possible.

In this section, some general control types will be introduced. Then the parameters

that may be controlled in a OWC-WEC will be explored in Section 1.4.2. In Section 1.4.3,

those methods of control used for WECs in the literature will be covered. Section 1.4.4

will explore those considerations which must be taken for OWC-WEC control specifically.

Finally, in Section 1.4.5, the control methods used in this thesis will be briefly described.

1.4.1 Types of control

Before discussing OWC control specifically, it is worth looking first at some generic control

options. First feedforward and feedback control will be described (Leigh, 2004); then an

overview of model-optimiser control will be given (Rossiter, 2003).
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Figure 1.9: A feedforward controller

Figure 1.10: A feedback controller

Feedforward control

A very simple type of control for any system is the feedforward controller. Here, a reference

input, r, is given to the controller and a rule is applied to produce a control signal, u. This

control signal is then fed to the system, resulting in an output y. However, the optimality

of the output (be it tracking of the reference, r, or energy maximisation) is sensitive to

modelling errors and disturbances. An example of such a controller is shown in Figure

1.9.

Feedback control

If it is important that the system follows the reference with accuracy, then a feedback

controller may be used. Here the controller acts to minimise the error between the reference

and the system behaviour, ε = r− y. A diagram of this controller is shown in Figure 1.10.

An example of this type of control is a thermostat. There is a desired temperature

setting (r) and the heating/cooling system must change u so that the actual temperature

(y) is kept at the desired point.

Model-based controllers

If the desired behaviour of a plant’s output is a maximisation, for example an OWC

maximising converted energy, an MPC controller can be used to calculate the best control

settings to optimise energy output over some time horizon, time-step by time-step (Cretel

et al., 2010; Bacelli et al., 2011; Li & Belmont, 2013). Such a controller is shown in Figure

1.11.
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Figure 1.11: A model predictive control (MPC) controller in a system

For example, it is possible that at time, t0, the expected inputs from t0 to some time

in the future, tn, are known. The controller has some initial settings which will result

in the unchanged outputs. The model predictive control (MPC) algorithm chooses the

controller settings at each time step such that the maximum energy output is achieved

overall. This would be due to the changed energies at each time step. The settings that

give these changed energies will be implemented for t0 and the next time-step, t1. At t1,

the expected input at time tn+1 will be known and the process will begin again, with an

initial t1 to tn+1 unchanged energy set. The best overall changed energy set will again be

calculated and between t = t1 and t = t2 (the next time-step), the appropriate settings

will be used. This continues for each time step.

There are some difficulties in implementing MPC on OWCs. First, the expected input

may not be known very far into the future. Cretel et al. (2010) tried an MPC which

used the current input as the expected input over the future window. Many researchers

are looking at improving the accuracy and horizon length of such predictions by using

time series-based techniques or spatially distributed measurement systems (Belmont, 2010;

Fusco & Ringwood, 2010).

The second major issue comes from (not) knowing the effect of the controller settings on

a system such as an OWC. MPC is generally done using linear (or reasonably linearisable)

systems for which there exist fast ways of performing the optimisation for such systems.

For the OWC, the MPC would not be linear, although producing piece-wise linearisation

could be an option. Nonlinear MPC methods do exist, but are computationally involved:

they work by testing a random controller settings set and refining it into the future. The

difficulty is that in order to set up the algorithm, the energy is needed as a function of

the controller settings, but it is only possible to have the energy as a function of the

controller settings and the pressure and the mass flow and the input wave. This makes

the calculations take much longer.
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1.4.2 Parameters for control of OWC-WECs

In order to make a controller, it is important to distinguish those parameters which may

be controlled and those which such control may be based on. Control may be based upon

thermodynamic parameters such as chamber pressure and mass flow, but these may not

be directly manipulated. A real variable of the system should be used to change a real

parameter of the turbine.

Turbine speed control

The turbine speed may be manipulated, although on a real system this would be changed

by controlling generator torque. The pressure difference between the chamber and the

atmosphere, for example, could be used as an input, with the turbine rotational speed as

output. In order to do this, the controller must have some way of calculating the new

speed.

The controller could use some fixed speed, which is chosen due to experience with the

turbine, the sea states, the OWC or knowledge of their joint behaviour. A controller could

also use a rule-based system. This could have some mapping developed through trial and

improvement on the real system (Amundarain et al., 2011), or on a model.

Valve position control

It is possible for a controller to use valve position to regulate the chamber pressure and

mass flow through the turbine. For example, Monk et al. (2013) changed the position of

a by-pass valve and Lopes et al. (2009) investigated a latched control method based on

whether a shut-off valve is open or closed.

Combined turbine speed and valve position control

Of course, it would be ideal if the turbine and the valves could be controlled together. It

would be possible to have the controller change the position of a valve relatively slowly,

as in Monk et al. (2013), and combine this with control of the speed of the turbine. The

best scenario is one in which the two controllers may exchange information about what

their current settings are and what they are about to do. If one of these controllers or a

master controller gives instructions to another, this would be an example of hierarchical

control. Such control is beyond the extent of this thesis.
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Damping control

Control of PTO “damping” is often discussed for WECs. This means controlling the −µẋ

force in Equation (1.6). Some of this force is due to radiation damping and some to

turbulence, but if the WEC is to convert energy, then some must be due to PTO. The

damping force, fµ, may therefore be broken down into components as

fµ(t) = −µrẋ− µtẋ− µPTOẋ (1.31)

where µr, µt and µPTO are the damping coefficients associated with radiation, turbulence

and PTO. It should be noted that these damping coefficients do not have to be scalar

constants: they may be frequency dependent.

In the case of an OWC-WEC, “damping” is not a very physical parameter in compar-

ison to the case for a floating buoy WEC where PTO may be proportional to speed. As

such, it will not be used in this thesis.

1.4.3 Controller methods used for WECs including OWCs

Much of control design for WECs is concerned with the response of devices which respond

smoothly across a range of frequencies, with one particular resonant period dominating

the motion. (A review is given in Freeman et al. (2014).) For an OWC-WEC with closely

packed columns, the internal water surface displacements will not change smoothly with

frequency, but will be sensitive to period. Thus, control for such an OWC-WEC is likely

to be different to that established for WECs with a smooth response.

The distinctions between smooth and latched control

One of the difficulties in WEC control is that sometimes power must be added to the system

so as to increase the overall energy taken out. This means that the PTO equipment must

allow for bidirectional power flow, which increases the cost of the PTO equipment and

also may increase the fatigue cycling and thus the likelihood of failure. One way around

this is to latch the WEC. This involves stopping the motion at the extreme point, which is

when velocity is zero and thus no work is required. Some time later, the WEC is released

and the power converted during its return in direction is greater than if the WEC were

allowed to move freely. Clearly the key variable for control then becomes the moment at

which unlatching occurs (Hals et al. (2011)).
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In an OWC-WEC, this latching strategy requires a little alteration (Lopes et al., 2009).

Instead of latching a fixed mass buoy, the air chamber is cut off from the surrounding

atmosphere by moving a shut-off valve into position very quickly. The mass of air within

the chamber will then remain the same while the water around it is acted upon by the

wave around the column. This leads to a greater pressure difference between chamber and

surroundings, and thus greater air flow once the valve is reopened.

There are some difficulties with this set-up. The valve must not require a lot of energy

to move, or to fix in place. The air pressure may fluctuate due to compressibility, which

is seen at small scales in Lopes et al. (2009). The large fluctuations in pressure negate the

beneficial effect of the latching. The turbine is entirely deprived of air-flow during large

fractions of the wave cycle, so its inertia must be made very large, and its design must

avoid stall and air-flow separation which could damage the blades. Also, the power taken

out will not be so smoothed, which could have implications for the price of the electricity

from the WEC, due to the variability and potential energy storage requirements.

Control in the frequency domain

Returning to the electrical SHO impedance matching discussion of Section 1.2.2, it is

possible to find a mathematically optimal control solution for smooth control. Following

Falnes (2002b), it may be stated that the speed of WEC motion is proportional to the

excitation force, F (ω) and to the intrinsic impedance of the WEC, ZWEC(ω) and its PTO,

ZPTO(ω), such that

F (ω) = (ZWEC(ω) + ZPTO(ω))U(ω) (1.32)

In order to increase the converted energy, total power conversion across the frequency

domain should be maximised. This leads Falnes (2002b) to

ZidealPTO(ω) = Z∗WEC(ω) (1.33)

where Z∗WEC(ω) is the complex conjugate of ZWEC(ω).

The ideal PTO settings are thus of the same magnitude as the intrinsic impedance,

but with a 90◦ phase shift. In the OWC case, the ZPTO includes the impedance due to the

chamber pressure, turbine and generator. ZWEC is the hydrodynamic impedance only.

In order to convert the maximum energy, therefore, the WEC must be able to have

control operating at the different frequencies at any moment, and must be able to foretell
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the excitation force, f(t), into the future, as F (ω) has information based on frequency

which necessarily must extend to future waves.

Tuning requires that the reference setting, based in some way on the Z∗WEC , must be

converted into settings for the real system. Fundamentally, the “damping” value must be

converted into something in reality.

Control of multiple units

If there are the five OWCs described in Chapter 2, they interact in the sense that the

water moves differently around each individual purely owing to the presence of the others,

whether they are converting energy or not. Other multiple unit formations are possible,

for example, a spaced array of single buoys, some line of pitching flaps, or some attenuators

along a coast line. Thus if the interactions between the WECs may be understood, then

the PTOs may be controlled so that the greatest energy is converted (Westphalen et al.,

2011).

Presumably the objective is to extract the maximum energy from the group overall. If

the WEC which sees the wave front first extracts the maximum energy that it can, those

behind it may find that they are operating at low efficiencies and thus not converting very

much energy. In effect, each WEC is an agent in a free market. This does not necessarily

lead to a good overall energy conversion. Also, WECs deployed as free agents do not share

wave information that might be able to improve performance in the others.

Considering the breakwater OWCs again, it might be beneficial under certain wave

conditions in the breakwater to switch off some of the WECs according to their linked

motions - increasing the motion in the ones which are on and getting them to work in an

efficient range. Looking to economics or biomimicry may also be of benefit in having the

WECs work together. It could be possible to give each individual simple rules and a little

information about the others - such as occurs in flocks and shoals. Such an approach was

taken by Mundon (2006) for a buoy-WEC.

Another alternative is one in which there is a master controller which gives each WEC

specific instructions. However, the time delay in getting these instructions to each WEC

could be a considerable hindrance.

A likely scenario is one in which there is a high level controller that gives objectives

to each WEC’s controller based on the amount of energy available at the site of each one,

and it is up to the low level controllers to select options to achieve these objectives.
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1.4.4 The purpose of OWC-WEC control and considerations for controller

design

OWC-WEC control must enable a maximisation of converted energy within certain limits:

the internal water surface should not be allowed to reach the turbine and the turbine should

not be allowed to overspeed.

The ideal controller would also be able to respond to different sea states and incident

waves, such that the power output could be smoothed.

Another scenario in which control would be useful for OWC-WECs is arrays. Here it

may be possible to increase energy output over the farm by decreasing the energy converted

by some OWC-WECs so as to change the waves which reach others and therefore increase

their converted energy. This clearly requires the ability to control each of the OWC-WECs.

Parameters to control in an OWC-WEC

In an OWC-WEC, the parameters that may readily be controlled are the position of any

valves and the rotational speed of the turbine. Some turbines allow for changes in the pitch

of the blades or the angle of guide vanes (Cooper & Gareev, 2007; Takao & Setoguchi,

2012).

Method for control of an OWC-WEC

For an OWC-WEC, a feedforward controller is the most readily accessible. If the output

described in Figure 1.10 is assumed to be power, there is no “path” for it to follow, so

feedback control is not useful here.

(There is a place for feedback control in OWC-WECs. This is when the actuation of

the turbine speed is assumed not to happen instantaneously. Then u is the desired turbine

speed, from a feedforward controller, and y is the actual turbine speed.)

Given that the aim of a WEC is to convert the maximum energy over a given time-

frame, it may seem strange that model predictive control (MPC) is not more commonly

used. This is because any incident wave prediction will give quite a large range of possible

future wave heights and the effect of changing turbine speed on pressure and mass flow is

nonlinear, so the standard linearisations may not be used. This makes an MPC controller

computationally intensive, which is not a good first step when simple rules may give large

increases in energy conversion.
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1.4.5 Control methods used in this thesis

In this thesis, tests are made for two controllers. In order to manage the calculations, the

controllers are optimised offline for one sea state only, the sea state at the chosen location

which contains the greatest average annual energy. The controller is assumed to be able

to change the turbine speed instantaneously.

Fixed speed control

Different rotational speeds are tested on the turbine to provide a baseline and to investigate

which speeds lead to good energy conversion. For the fixed speed control, the turbine speed

is given (in rad s−1) by

Nr(t) = Nf (1.34)

where Nf is the fixed turbine speed, which is not a function of time.

A linear controller

The first controller is a linear one, a proportional controller. The controller has two

parameters: the base speed (or offset), Nl, and the proportional coefficient, Kl. The

turbine speed is given in rad s−1 by

Nr(t) =
2π

60
Nl + ∆pKl (1.35)

Turbine efficiency control

Because turbine efficiency has such a large effect on the transformation of wave energy to

mechanical energy, a turbine efficiency controller is tested. This ensures that the turbine

is always operating at its maximum efficiency by changing the speed of rotation such that

the non-dimensional pressure, Ψ, is that for which turbine efficiency is a maximum. This

gives a control law of

Nr(t) =
1

D

√
|∆p|
Ψηρ

(1.36)

where Ψη is the non-dimensional pressure at which the efficiency is greatest. The other

parameters are the turbine diameter, D, the pressure difference, |∆p| and the air density,

ρ. Note that it is the turbine efficiency which is controlled using this rule and not the

efficiency for the OWC-WEC as a system.
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1.5 Thesis plan

In order to discuss a breakwater OWC simply and generically, but with enough detail to

be of interest, a fixed breakwater was chosen and positioned on a flat sea bed that is in

fairly shallow water. It has the sea surrounding it rather than forming a shoreline cliff.

Using the velocity potential method, an isolated device is modelled first to test the

results against previously published theory, then further chambers are deployed beside it

to a total of five. This enables many possible modes of resonance of the water columns,

but has manageable calculations and physical comprehensibility. 1-, 3- and 5-column

configurations are used so as to retain symmetry. This enables clear parallels to be drawn

with the isolated column.

No PTO is assumed (no lid is included in the calculation). This is because the first

step is to drive a conceptual controller rather than to model a specific PTO.

In Chapter 3 a force-displacement transfer function approach is used to model the

hydrodynamics of the central column in the time-domain. This is combined with equations

for the thermodynamics and turbine to give a wave-to-mechanical power model of the

central column OWC-WEC.

The performance of the OWC-WEC is tested in Chapter 4 for fixed speed turbine

operation for the wave climate of a site in South West England.

Finally, in Chapter 5, a linear and nonlinear control scheme are tested on the OWC-

WEC for this site.

Discussion of the results of the study is done in Chapter 6, with the conclusions to be

drawn in Chapter 7.

Concluding remarks

An OWC-WEC converts the energy of ocean waves into electricity via an air turbine.

OWCs forming breakwaters have not been tested extensively, especially not numerically,

or involving models which build up from a single device to multiple units. Because these

devices are located with close neighbours, the changes seen to their response profile in

comparison to an isolated device may have implications for the control system, both for

the controller for an individual OWC and for control options based on multiple PTOs.

Controllers for an individual WEC within the breakwater setup are tested.
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Summary

• An OWC-WEC is a device which converts wave energy into electricity using the

motion of a water column to force the movement of air through a turbine.

• In order to improve performance (increase converted energy), a feedforward con-

troller may be used to change the turbine speed, and thus the mass of air flowing

through the turbine and the pressure of air in the chamber.
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Chapter 2

Hydrodynamics of a breakwater

mounted OWC

For an OWC, clearly the waves incident upon the structure are what drives the power

conversion. The motion of the water within the column of the OWC will generate radiative

waves, and the waves will be diffracted by the structure. The displacement of the water

surface in the OWC will therefore depend on the structures around it and the motion of

the water within any other columns.

To calculate the position of the water surface and the force imparted by the waves a

velocity potential method was used. The mathematical method used will be presented

in Section 2.1. For any system more complicated than the very simplest geometries, a

solution must be sought via a numerical software. Results are presented in Section 2.2 of

the numerical modelling of the free surface response for an isolated rectangular OWC, and

moving through various stages to a five-column, breakwater-mounted OWC. The responses

of the isolated and breakwater cases are given in aggregate in Section 2.2 and discussed

in Section 2.3.

This chapter is about the wave interacting with the OWC under the assumption that

there is no power take-off (PTO). For PTO inclusion, see Chapter 3.

2.1 Velocity potential method for fluid structure interaction

In order to calculate the displacement of the internal water surface for an OWC, a velocity

potential method was used. Figure 2.1 shows the relevant surfaces and directions for such

a method when applied to an OWC. In the velocity potential method, the fluid flow, u,
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Figure 2.1: The surfaces for a velocity potential solution

is defined by a velocity potential, φ, using the equation

u = ∇φ (2.1)

where ∇ has its standard definition as (∂/∂x, ∂/∂y, ∂/∂z).

Assuming that the fluid flow is incompressible, there must be no divergence within the

fluid. Thus,

∇.u = ∇2φ = 0 (2.2)

That is, φ must be a solution to the Laplace equation within the fluid.

Green’s theorem may be used to simplify the calculation of these velocity potentials.

Instead of calculating a velocity potential based on the full volume, the surface of the

volume may be used instead.

Rather than requiring that the volume integral

∫
V
∇.A.dV = 0 (2.3)

be calculated, the surface integral may be used

∫
S
n.A.dS = 0 (2.4)

where V is the volume of fluid under consideration, A is something, S is the surface of

that volume and n is the normal vector out of the volume at that surface.

Following Falnes, p91 fft, a finite region of the ocean may be considered. See Figure
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2.1. Here the surface, S, that surrounds this volume is divided into five parts:

• Ss, the free water surface

• Sb, the sea bed

• S∞, a surface connecting the free water surface and the sea bed

• St, the internal surface of the OWC

• Sw, the wetted surface of the structure

Now, these velocity potentials must also obey certain boundary conditions. On Sb,

∂

∂n
φi,j = 0 (2.5)

and on Ss (
ω2 + g

∂

∂n

)
φi,j = 0 (2.6)

2.1.1 OWC applications of the velocity potential method

Starting from very simple geometries, OWCs have been modelled using the velocity po-

tential method. In one of the defining papers on OWC modelling, Evans & Porter (1995),

assumed a 2D cliff-based OWC. The small-scale experiments performed by Sykes et al.

(2007) are for fixed cylinder structures in the open ocean. The first structure is short,

and is compared numerically with the method outlined by Mavrakos (1985). The second

structure is long (deep) and thin. This structure is modelled using WAMIT and compared

with experiment. Pressures (for the long structure) and forces (for the short structure)

are used rather than displacements to describe the open OWC. The floating version of this

structure is then described in Sykes et al. (2009). A similar structure was investigated

by Sphaier et al. (2007). A fixed experiment was undertaken in deep water on a short

cylinder with different sizes of openings at the base of the structure. Floating OWCs of

different symmetrical shapes were also investigated using velocity potential methods for

the buoy designs of Gomes et al. (2012) and Lopes et al. (2007), as was the bent duct

buoy of Bull & Johnson (2013).

For fixed devices at the shoreline, a very specific model may be used which incorporates

the bathymetry of the site, as in Brito-melo et al. (1999) or Delaure (2003). These studies

are for OWCs which are cliff-mounted and sloshing plays a major part in the dynamics.

Martins-rivas & Mei (2009) studied a cylindrical OWC forming part of a cliff and also saw

sloshing modes, thus the sloshing is assumed to come from the way that the incident wave
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interacts with the back-board formed by the breakwater, rather than from the shape of

the water column.

As well as single, fixed devices, arrays of OWCs have been investigated using velocity

potential methods. An array of four fixed cylinders in the open sea was investigated by

Nader et al. (2012). A configuration in which multiple water columns exist at a shoreline-

type site is the breakwater configuration. Here the columns are packed next to one another

forming a wall. This has been described for one device by Hong & Hong (2012) with two

neighbouring columns the future part of their set-up. According to Pontes et al. (2005)

a study was made for the proposed Duoro breakwater OWC plant in Portugal, but no

details are given.

2.1.2 Opportunities for use of the velocity potential method

The velocity potential method has therefore been used to model the water interaction with

a structure under a variety of operational conditions. The difficulty in implementation lies

in the incorporation of the PTO.

A study of multiple water columns in a breakwater configuration is ripe for investiga-

tion, particularly if the results may directly be compared to a similar single column design

with no breakwater around it. Such comparison would enable testing of the PTO model,

as well as enabling an evaluation of the back-board effect of the breakwater. It would

also give an insight into the way the individual columns combine motion to form coupled

modes.

2.2 Water surface study

In this section, the method and results of a water surface study will be presented. The

interaction of the water column and the PTO forcing will be investigated in Chapter 3.

For the water surface study, no PTO damping was included. Thus, it is the behaviour

of moon pool-like structures which are modelled and investigated, a moon pool being a

structure with a completely open roof.

A breakwater OWC structure was the ultimate aim of the modelling campaign, but in

order to check the PTO system against known responses, an isolated OWC of the same

dimension as the breakwater chambers was also considered. The breakwater structure

was built up systematically. Once the isolated OWC had been considered, the breakwater

itself was included. This is shown schematically in Figure 2.2. Note that the sea bed and
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(a) The isolated moon pool
(b) The single (shallow) moon pool with
breakwater

Figure 2.2: Basic geometry of the moon pool. All dimensions are given in metres and the
wall thickness is 1m. Drawing not to scale.

ocean surface shown in this figure are indicative only: in fact, the sea extended 100 m

from the centre of the OWC in each direction.

Chambers were positioned either side of the central one to form a breakwater with three

columns. Finally two more columns were included such that a five OWC structure existed.

Five columns enable the columns to act somewhat like they are in a long breakwater set-

up, but for quite a simple structure which can still be understood in overview. The one-,

three- and five-column structures were chosen so that the structure would be symmetrical

and directly comparable to the isolated system. The size of the columns is based on that

suggested for a site off the north coast of Scotland (Voith Hydro Wavegen, 2012), but is

similar to that envisaged by Hong & Hong (2012).

Two extreme examples of OWC positioning may be considered in order to illuminate

the choice of a five column system: these are an entirely isolated, single device and an

OWC which is one of an infinite line of devices facing the sea along a coast. In the isolated

case, no other OWCs interact with the WEC, while for the infinite line, no wave ever hits

the edge of the structure and thus there are no interactions in which the system and

wave have regions where the wave in mostly unhindered and regions where interaction

is strong. Five pools was chosen as a good number, because it is odd and can therefore

give simple comparisons to the isolated case through symmetry arguments, but also gives

enough chambers so that the water motions no longer form the same profile as for the

isolated WEC.

2.2.1 The test programme

Initially the response to waves of an isolated system is presented. This is then compared

to a geometrically similar shallow-walled moon pool attached to a breakwater. Next, the
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effects of deep walls are studied. The fourth step is to attach similar deep-walled columns

to either side of the central moon pool to produce a three-pool system. Finally, a five-

column structure is investigated. Consider two extreme examples of OWC positioning: an

entirely isolated, single device and an OWC which is one of an infinite line of devices facing

the sea along a coast. In the isolated case, no other OWCs interact with our WEC, while

for the infinite line, no wave ever hits the edge of the structure and thus does not have an

interaction in which it is partly interacted with and partly allowed to pass unhindered (or

interact & be completely reflected from a cliff). Five pools was chosen as a good number,

because it is odd and can therefore give simple comparisons to the isolated case, but gives

enough chambers that the water motions no longer form the same profile as for the isolated

WEC.

The test programme consisted of finding the (heave/vertical) response amplitude op-

erator (RAO) and phase for each point in a grid 20 m by 20 m around the centre of the

rectilinear moon pool column, for a range of waves with periods from 3.0 to 17.5 s. The

RAO is the ratio of displacement seen with the structure, to the displacement seen with-

out the structure (i.e. the ratio to that for an undisturbed wave). For example, if the

displacement of the internal water surface of the column were 2 m, for an incident wave

with amplitude 1 m, the RAO would be 2. The response is analysed first for waves incident

head-on, then for waves incident at 30 ◦, 45 ◦, 60 ◦ and 90 ◦ to this direction.

To begin with, the column is assumed to be isolated (i.e. not part of a breakwater),

but still of the same size and draft as it would be if there were a breakwater. It is also

assumed that the water depth is the same as for the columns with breakwater. Next, a

breakwater is included immediately behind the column. The breakwater has a length of

60 m. Thus the water may flow around the breakwater. The breakwater is assumed to

extend from the sea floor to 5 m above the surface (the same height as the air chamber).

This is different to the structures investigated by Ruol et al. (2011) and by Koo (2009),

which are formed from floating breakwaters.

The assumption of water deep enough for OWCs but shallow enough for walled break-

waters is true in many parts of UK waters as well as in Northern Spain and South Africa

(Vögler & Morrison, 2013; Heath, 2007; Joubert & Niekerk, 2013). Of course, for a wall

structure, the tidal range will also be important as this will affect the draft of the columns

during operation. Tidal range was not taken into account owing to the nature of this

study being an initial exploration. In order to incorporate tidal variation, the velocity
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potential calculations should be conducted using a range of different water depths, and

the outcomes incorporated into the time domain model.

The model of the water at the base of the breakwater is not ideal. The real-world

system would have turbulence that cannot be modelled using a velocity potential method.

The lowest 1 m of wall to the sea bed is therefore assumed to be non-diffracting. This

means that it is not fully included in the calculations.

2.2.2 The numerical solver

For a grid of points around geometrically similar structures, this study used ANSYS
TM

AQWA R© to produce the response amplitude operator (RAO) and the phase at which this

response occurs. This meant that the displacement seen for the water surface around

moon pools, breakwaters and multi-column systems could be quantified.

The software solves the standard velocity potential theory given in Section 2.1 (see

Falnes (2002b), ANSYS (2012)) with a mesh of panels. The mesh is generated auto-

matically, based on defined maximum and minimum element sizes. Depending upon the

frequency of the waves that should be considered, the size of the mesh should be chosen

such that the features of the structure may be resolved: a shorter wavelength wave will

require a finer grid so as to interact with the correct forces. The smallest element dimen-

sion of the chosen mesh is 0.5 m and the largest is 2 m. This enables a range of periods of

regular waves, from 4.0 s waves to 17.5 s waves, to be investigated with confidence, based

on the wavelength and how the structure is divided into the mesh panels.

Because a breakwater-mounted OWC is likely to be influenced by its proximity to the

sea bed, such a sea bed must be specified. An ocean with horizontal bathymetry was used,

with 7.5 m water depth. The water motions near the sea bed can be difficult to handle

numerically. As such, the panels representing the structure nearest to the sea bed are

assumed to be non-diffracting.

As the range of periods of interest for an OWC is 3.0 s to 20 s, and some of the

structures are 2 m wide, a maximum element size was chosen as 1 m. The extent of the

ocean around the structure was chosen to be large because the proposal was to look at

how the water moves rather than how the structures move, thus a 200 m by 200 m ocean

was chosen.
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(a) 7.7 second waves (b) 5.0 second waves

(c) 4.03 second waves (d) 3.38 second waves

Figure 2.3: The RAOs (response amplitude operators) for an isolated moon pool with
short walls in shallow water (dimensionless units). The regular wave is heading up the
page. The x and y axes show the position from the centre in metres.

2.2.3 An isolated shallow moon pool

First, an isolated moon pool in shallow water with short walls is considered. This is the

case shown in Figure 2.2a. The wall is fixed at the sea surface with thickness 1m, length

10.5m, breadth 10m and draft 2.5m. The wall is semi-submerged, with 5m above the

waterline. The incident waves have a height of 1 m (amplitude 0.5 m).

Figures 2.3 and 2.4 show a bird’s eye view of the OWC, with the amplitude and phase

of the response of the free water surfaces to regular wave incident head-on to the structure

given by the colours. The numbers on the left side and at the bottom of the maps are the

distance in metres from the centre of the OWC. The response amplitude operator (RAO)

over the whole wave cycle is shown as a colour from blue (0) to red (5). The structure is

shown as white, with any wave motion larger than an RAO of 5.0 also shown as white.

The same convention continues throughout the rest of this chapter. An RAO of 0 means

no water motion no matter the amplitude of the wave, while an RAO of 5 means that the

resultant displacement is five times as great as the incident wave.

For low frequency waves the motion of the water surface moves with the same amplitude

and phase within the pool as it does for the wave outside the pool. This is shown in Figures
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(a) 7.7 second waves (b) 5.0 second waves

(c) 4.03 second waves (d) 3.38 second waves

Figure 2.4: The phases (in degrees) for an isolated moon pool with shallow walls in shallow
water.

2.3a and 2.4a. For waves with 5.0 s periods (Figure 2.3b), however, the water in the moon

pool appears to be amplified with an RAO of 2. That is, movement twice that of the

incident wave. This motion is not out of phase with the motion of the water around it

(Figure 2.4b), as would be the case for motion at the resonant frequency. The phase for

resonant motion is 90 ◦. This must occur for periods between 5.0 s and 4.03 s because in

Figure 2.4c, the phase has reached 100 ◦.

Note that the numerical calculations here assume that the motion is linear. Thus, for

a wave of 1 m amplitude (2 m wave height), an RAO of 2.5 will produce a motion with

2.5m displacement, which in the case of the moon pool under discussion would result in

the column surface falling below the front lip of the column. This is clearly not within the

linear regime, so such RAOs must always be used with caution. Such RAO is viable for

small amplitude waves.

Figures 2.4a-2.4c show that the motion of the water surface in the moon pool is piston-

like. The phase across the whole area is the same, so the surface is moving as one unit.

For the high frequency 3.38 s waves in Figure 2.4d, this is clearly not the case. Here

the motion between the front and the back of the pool is in anti-phase, with the surface

pivoting about the centreline. When the water at the front is up, the water at the back
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is down, and vice versa. The motion in the middle is very small (Figure 2.3d). The water

surface at the front and back is given an RAO above 5, which is very large. A wave with

amplitude 0.5 m (height = 1 m), such as that used to generate these figures, would produce

motion in which the water surface would drop below the lip of the column. The motion

described by Figure 2.4d is sloshing motion, which is not good for energy conversion in

an OWC. While the water surface moves, the volume of air above the chamber does not

and therefore air would not be pushed through the turbine. This type of motion should

be avoided in OWC design. Here it is only seen for high frequency waves.

2.2.4 A shallow moon pool with breakwater

Section 2.2.3 described the response of the free water surface around an isolated fixed moon

pool. This is only part of what an OWC would really be like. Fixed OWCs are very likely

to form part of a breakwater structure, which has different hydrodynamics, particularly

with regard to diffraction or scattering. As such, the first step taken to modelling an OWC

which forms part of an array of OWCs along a breakwater is to model the hydrodynamics

around a single OWC, but still one which is fixed to a breakwater.

Figure 2.2b shows the layout of the breakwater system now considered. As for Figures

2.3 and 2.4, Figures 2.5 and 2.6 show the RAO and the phase, respectively, for the water

surface around a structure consisting of a single, shallow moon pool and a breakwater.

Again, the structure is shown whited-out in the surface contour plots.

A crucial difference between the responses of a circular moon pool that formed part

of a breakwater and those of an isolated system was described by Martins-rivas & Mei

(2009). They saw that the piston mode (with high RAO and uniform phase within the

pool) was dominant in the case of an isolated moon pool, but that this mode was not

achieved for a moon pool as part of a breakwater. In fact, the sloshing modes were seen

to be significant. The angle of incidence of the incoming wave also affected the motion,

with sloshing modes more apparent for angles further from the head-on angle.

For the low frequencies, Figures 2.5a and 2.5b, the motion within the pool has an

RAO larger than one. Note that the incident waves shown here are of longer period than

those shown in Figures 2.3a and 2.3b. Now the breakwater prevents the wave from flowing

through the domain and means that the water backs up at the centre of the breakwater. As

this is within the moon pool structure, this amplification is captured within the chamber.

However, it should be noted that the amplitude of motion of the wave on either side of
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(a) 17.49 second waves (b) 9.54 second waves

(c) 5.0 second waves

Figure 2.5: The RAOs for a single, shallow moon pool in front of a breakwater

the pool is also made large, so the difference is not due to the presence of the moon pool

structure itself. (Note that this is the case for the shallow moon pool. The deep moon

pool shall be covered in Section 2.2.7.)

Note the case of Figure 2.5c. For the case of an isolated structure with no breakwater,

as seen in Section 2.2.3, 5.0 s was the wave which resulted in the greatest amplification.

With the inclusion of the breakwater however, the RAO drops below 0.5 within the moon

pool. The increased displacement ahead of the structure produces an RAO there of 2.5.

Presumably the decreased response within the pool is due to the reflections from the

breakwater interfering destructively.

2.2.5 The effect of the angle of incidence of the regular wave

Although the coastline position of a breakwater will lead to waves being incident with a

prevailing direction, this will not be always 0 ◦. Thus, the effects of different angles of

incidence were investigated.

For the isolated moon pool, it was found that almost no change in response is noticeable

for changing the angle of incidence of the incoming wave. This is not the case for a system

with a breakwater. While Figures 2.5 and 2.6 show the free water surface response to

waves incident head-on to the breakwater and moon pool structure, for waves at an angle,
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(a) 17.49 second waves (b) 9.54 second waves

(c) 5.0 second waves

Figure 2.6: Phase response for a single, shallow moon pool in front of a breakwater

the response may be somewhat different, as in Figures 2.7 and 2.8, where the response

to waves incident at 30 ◦ to the normal is shown. Consider Figures 2.5a and 2.7a, which

both show the RAO for 17.49 s waves. In the case of waves incident perpendiular to the

breakwater, the motion is very small, but when the wave is incident at 30 ◦ from that

plane, the motion is very large: larger than the largest motion observed for the normal

alignment (0 ◦) case. The phases are now different, with the water surface bulging around

the structure, as can be seen on the right hand side of Figure 2.7b. As well as leading

to asymmetry along the length of the breakwater in terms of increased amplitudes to one

side of the column, there are also changes to motion prependicular to the breakwater.

In Figures 2.7c and 2.8c, the motion of the free water surface within the moon pool is

observed to have a phase which is uniform across the column, but an amplitude which is

greater at the back of the column than at the front.

As the angle of incidence increases, modes form which are along the line of the break-

water. For a 45 ◦ angle wave, the greatest amplitude mode within the chamber is still seen

at 5.0 s, however the greatest RAO occurs in the lee of the column.

One way of imagining the different behaviour under waves incident at different angles

to the breakwater is to consider the OWC from the direction of travel of the wave. The

structure may be considered to be stretched with respect to the wave at angle of incidence
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(a) 17.49 second waves (b) 9.54 second waves

(c) 5.0 second waves

Figure 2.7: The RAOs for a single, shallow moon pool in front of a breakwater with 30◦

incident waves. The waves are incident from the bottom right.

(a) 17.49 second waves (b) 9.54 second waves

(c) 5.0 second waves

Figure 2.8: Phase for a single, shallow moon pool in front of a breakwater with 30 degree
angle incident waves
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(a) Magnitude (b) Phase

Figure 2.9: Magnitude and phase for the RAO of the isolated moon pool system for waves
of various incident angle

which is not head-on. This would mean that some of the response is down to the apparent

shortening of the fraction of the wave covered within the extent of the pool. Thus, it is as

though the pool is experiencing longer waves.

2.2.6 Aggregate motion for the isolated moon pool system

If a simple average is taken over the area of the water column, the mean displacement and

phase shift of the free water surface of the column. The average free surface magnitude

and phase responses are shown in Figure 2.9. The magnitude is quite smooth for changes

in period longer than 4 s, with a peak RAO of 1.9 for a period of 5.0 s. For periods longer

than 7 s, the displacement is approximately in-phase with the incident wave. The resonant

phase response (90 ◦ phase shift) occurs for a period just shorter than 4 s.

Note that the angle of incidence makes barely any difference for the average surface

response of the isolated water column.

2.2.7 A deep moon pool with breakwater

Sections 2.2.4 and 2.2.5 concerned a shallow moon pool structure. The walls of the moon

pool structure may be extended to the sea bed on either side of the front lip. This makes

a structure which is more easily built than the cantilever moon pool. Applying the same

analysis as in the preceding sections shows that the most obvious difference in compar-

ison to the shallow-walled moon pool is that the motion at 6.56 s is more pronounced,

having a flatter internal water surface, moving to a greater amplitude of oscillation. The

amplification of the free water surface outside the pool, ahead of the structure, is also

49



a little larger. No RAO or phase plots are presented here because they do not serve to

particularly illuminate the water surface responses.

The deep-walled, single column structure may also be observed under different angles

of incidence of the waves. At the 30 ◦ angle of incidence, the flat surface, high amplitude

response is even more pronounced than for the 0 ◦ waves, with a calculated RAO of 4.0

for the 6.56 s waves. For the 5.0 s waves, however, the water surface remains very close to

the still water level within the chamber. This is a very different response to that seen for

the shallow walled structure, where Figure 2.8c shows a large RAO. Outside the column,

a large oscillation (RAO of 3.0) is seen to the left of the pool.

These effects are caused by the interaction with the deep walls on either side of the

moon pool. While the water can still access the pool under the front lip of the structure,

the side walls block the flow. This means that water can be blocked from any interaction,

or can build up with nowhere to go. Thus, the frequency and direction of a regular wave

have a stronger effect on the more complicated structure.

2.2.8 Three moon pools with a breakwater

Having investigated the free water surface response for single columns, moon pools are

added to either side of the central column. All of the surrounding walls extend to the

sea floor. Only the front lips have 2.5 m drafts. For the three column system with 0 ◦

incident waves, the low frequency wave free water response is similar to that seen for the

single block with breakwater, with a little more water concentrated in the central pool

because the submerged walls between the pools prevent the water from escaping around

the edges of the breakwater very easily. For the medium length waves, the amplification

of the free water surface in the central pool is more pronounced. The largest RAO for any

pool occurs for a longer wave than in the case of the single pools, both shallow and deep:

7.7 s rather than the 6.56 s of the deep, single pool case or the 5.67 s of the shallow single

pool case. This geometry appears to be very good at cancelling the wave immediately

ahead of the structure in the 7.7 s wave case, where the free water surface is observed to

be very flat, but this is only true for that particular incident period wave.

Rather than show the free water surface figures as for the single pool cases, in this

section schematic diagrams for the column water surface responses are shown. This is

because when there are three moon pools, there are more options for the arrangement and

phase of the motions and thus the free water surface figures are not so easy to read. (The
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Figure 2.10: Schematic diagram of three column free surface motion for 7.7 s waves incident
head-on to the breakwater

free water surface diagrams can be found in Section A.2 for completeness.) Figures 2.10 to

2.12 show schematic diagrams for how the motion can now occur in the three column case.

For 7.7 s waves incident head-on to the breakwater, Figure 2.10 shows that the motion

of the free water surfaces in the columns is similar to that seen in the case of the single

moon pool with breakwater. The central column has the largest amplitude of motion and

all three columns move in phase with one another.

For the same frequency, Figure 2.11 shows the response when the wave comes from

a direction 30 ◦ from the perpendicular. The free surfaces in the columns are no longer

symmetrical. The column that first experiences the wave has the highest amplitude, and

the amplitude falls off along the length of the breakwater. The motion is now a wave

which moves along the breakwater (the motion is no longer in phase).

If instead of the 7.7 s wave, the 5.67 s wave is investigated, the motion becomes more

like that shown in Figure 2.12. Here the right-most column surface moves 90 ◦ ahead of

the central one, with the phase of the left-most surface half-way between the two (i.e.

at 45 ◦). The amplitude of motion is highest for the left-most surface, with the central

surface having a very low amplitude of motion. The highest amplitude is in fact seen in

the lee of the left-most column, as was the case for the single column with breakwater for

the off-centre waves.

For the three column system, the behaviour of the free water surface in one column

clearly has a large impact on the response of its neighbours, as can be seen by the very

different responses shown in Figures 2.10 to 2.12. Making a small change to the motion

of a column is therefore likely to make a larger change to the oscillation of the rest of the

system. This is important to bear in mind for control of an OWC.

2.2.9 Five moon pools with breakwater

Finally, another chamber is placed on either side of the three in the previous section. There

are now considered five water columns with a breakwater. Again, the possible motions
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Figure 2.11: Schematic diagram of three column free surface motion for 7.7 s waves incident
30◦ from head-on to the breakwater

Figure 2.12: Schematic diagram of three column free surface motion for 5.67 s waves
incident 30◦ from head-on to the breakwater

are investigated.

Figure 2.13a shows the RAOs for a low frequency wave corresponding to a 13.14 s wave

incident head-on to a breakwater with five moon pools. Here the response is fairly uniform

for the different pools, with the central pool having the largest amplitude response. This

corresponds to the same general shape as was seen for the response of the single moon pool.

In Figure 2.13c, however, with a 6.59 s incident wave, the pools alongside the central one

show the greatest response. This is more like the 30 ◦ angle wave for three columns shown

in Figure 2.12. As is the case for the three moon pool system, the five moon pool system

allows for a greater number of distinct responses as the free water surfaces within the

columns may move together, as a wave or as combinations of in-phase and in anti-phase.

Figure 2.15 shows these different variations schematically for three different wave pe-

riods, for wave incident with an angle of 0 ◦. Motion with a central peak, a double outer

peak and in anti-phase is seen. This is clearly not like that observed for the isolated

system.

2.2.10 Conclusions from the study of free water surface maps

For the isolated system, the response was very uniform depending upon the direction.

Peak amplification occurred for a wave period of 5.0 s, with an RAO of 2. The 90◦ phase

response (resonant motion) occurs between 4.03 and 5.0 s.

Introducing the breakwater behind the column lead to a big difference in the periods

at which certain behaviour was seen. For perpendicularly incident waves, the period of

greatest amplification was 9.54 s, almost twice the period as for the isolated case. At 5.0 s,
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(a) 13.14 second waves (b) 7.53 second waves

(c) 6.59 second waves (d) 5.86 second waves

(e) 5.28 second waves

Figure 2.13: The RAOs for the five moon pool system with the inter-pool walls reaching
the seabed
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(a) 13.14 second waves (b) 7.53 second waves

(c) 6.59 second waves (d) 5.86 second waves

(e) 5.28 second waves

Figure 2.14: The phases for the five moon pool system with the inter-pool walls reaching
the seabed
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(a) 7.53 s waves

(b) 6.59 s waves

(c) 5.86 s waves

Figure 2.15: Schematic diagram of free surface water response for the system with five
moon pools showing linked motion between the columns. The waves are incident head-on
(0 ◦) and the columns are viewed from the front elevation

the RAO was less than 0.5 for the column with breakwater (suppressed motion). This is

clearly very different to the isolated case. Sloshing was not seen to be a particular problem

for periods longer than around 4 s, but the angle of incidence did have a large effect. For

non-zero incidence angles, the periods at which amplification occurred generally became

shorter. It was also observed that the maximum displacement happened in the lee of the

water column.

The introduction of extra columns lead to very different possible responses. For both

the three- and the five-column configurations, responses in which the maximum amplifi-

cation occurred in the centre column were seen (water surface motion like that for the

single column). It was also seen that there was motion where the outer columns had the

greatest amplification, or where there was some kind of motion in anti-phase. Thus, it has

been shown that adding in extra columns for a breakwater configuration leads to linked

behaviour for the water columns. This should be taken into account for modelling and

control of such breakwater OWCs.

2.2.11 Aggregate motion for the five moon pool system

In Figure 2.16, the aggregate motion is shown for the central column of the five-column

with breakwater configuration. The most notable differences between the five column

system and that of the isolated system is that the behaviour is less smooth and the angle

of incidence does now make a difference to the response.

The peak amplification is larger for the central column of the five-column configuration
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(a) Magnitude (b) Phase

Figure 2.16: Magnitude and phase for the RAO of the five moon pool system with break-
water for waves of various incident angle

than for the isolated system, but the sensitivity to period is large, so the water column

can respond with very different phase and magnitude for seemingly very similar waves.

For waves of long period, at all incident directions, the RAO is larger in the five-column

case, with an RAO somewhat greater than 1.

The phase of the response tends to move from approximately in-phase for the long

period waves, to phases which are not in-phase with the higher frequencies.

The aggregate internal water surface displacements are shown in Section A.11 for the

other structures described in Section 2.2.

2.2.12 Discussion of aggregate results

As for the single cliff-based cylinder of Martins-rivas & Mei (2009), the angle of incidence

made a difference to the response for a water column with breakwater in a way that is not

seen for an isolated column. This is assumed to be due to the back-board effect in which

the wave oscillates against the breakwater.

Note that for a high RAO, a wave of only moderate height is required to force the

motion of the surface in such a way that the water surface may drop below the lip of the

OWC, totally invalidating the linearity assumptions. This will clearly be noticeable for

the 6-8 s range of periods.

2.3 Discussion of hydrodynamic results

The major finding of this velocity potential water surface study is that the response of

a multi-column breakwater system is very different to that of an isolated system, as it
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can show linked modes of motion, unlike in the case of a single column with breakwater.

The single column cannot demonstrate displacements coupled to those of neighbouring

columns because there are no neighbouring columns.

2.3.1 Findings of the free water surface study

For an isolated single OWC, it was seen that the heave (piston) mode is the only one that

is significant in the response of the free water surface. The response is thus similar to that

seen by Sykes et al. (2007) for the fixed cylindrical moon pool.

It was also seen that for a column which is part of a breakwater, the response is

very dependent on the angle of incidence of the wave. This corresponds to the finding of

Martins-rivas & Mei (2009).

It has been shown that in the case of columns that form part of breakwater systems,

the neighbouring columns play an important part in the hydrodynamic response of any

individual column. Behaviour in which the water surface of the central column oscillated

with greatest amplitude and the outer columns had a lower amplitude was seen, as was

behaviour in which the opposite was true. It was also seen that modes exist in which the

water surfaces of the columns move in anti-phase.

As for the single-column breakwater system, the role of angle of incidence has also been

described. It was shown that for the same frequency of incident regular wave, a change

of angle can completely change the behaviour of the system, shifting it from one type of

resonant behaviour to another. Thus, for a breakwater more than for an isolated system,

the directionality of any given sea state will have a strong effect.

2.3.2 Relevance of the findings

The major finding, that the behaviour of a column is strongly influenced by its neighbours,

even in the head-on incident angle case is very important for the modelling of OWCs. This

is particularly true where control of OWCs is concerned, as any damping applied to one

water column will very much influence the response of another. From the shapes of the

excitation modes, it seems that it may be prudent in some conditions to turn off the PTO

of either the inner or the outer OWCs. In certain conditions, alternating the on/off status

of the PTO for the OWCs along the length of the breakwater could result in increased

energy conversion.
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2.3.3 Limitations of the free water surface study

Any velocity potential method would struggle to give relevant responses for highly non-

linear behaviour, for example that for high amplitude motion within the moon pool. This

is true for both large waves impacting upon the device (including those which over-top)

and for highly resonant motion within the chamber.

In addition, the ANSYS
TM

AQWA R© software is designed for ship hulls rather than for

actively damped moon pools. This means that the software is not generally structured

such that interaction with the sea bed is fully incorporated. Thus, in order to include

precise bathymetry for a specific project, another set-up should be used.

Additionally, ANSYS
TM

AQWA R© has not traditionally been used for port design, thus

configurations in which the sea surface does not extend around the whole system are not

straightforward to model.

This model does not take viscous or turbulent damping into account. The results are

therefore applicable to the linear regime, but more detailed study would be required for

nonlinear motion.

2.3.4 Extensions to this study

The major task for extension is the inclusion of an appropriate PTO and damping model

for the system. This can be done using the open chamber displacements in chapters 3

and 4. If a direct calculation in ANSYS
TM

AQWA R© is required, then this would involve

the inclusion of a lid above the column that acts to damp motion within the chambers.

Of course, in order to estimate this damping, a first test should be made that does not

include the lid.

Future work could study this type of structure under irregular waves. The time-domain

solutions obtained using ANSYS
TM

AQWA R© are only appropriate for wave spectra with

long period waves, but another velocity potential solver or a different method could be used

to investigate an irregular sea interacting with such a multi-column breakwater structure.

Using the same ANSYS
TM

AQWA R© software, it would be fairly straightforward to

extend this model to a floating device, including looking at its use at different angles, as

for Ruol et al. (2011). However, again, the inclusion of the PTO is the limiting factor.
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Conclusions

The hydrodynamics of a single OWC as part of a breakwater-mounted structure was

investigated using regular waves in the potential flow solver ANSYS
TM

AQWA R©. The

hydrodynamics are significantly more complicated than for an isolated structure as there

are many possible interacting motions of the different chambers. Some of the observed

coupled modes were described, including large central column motion, large outer column

motion and alternate columns in anti-phase.

Due to the complex possible hydrodynamic interactions, when modelling OWCs with

such near neighbours as may be found in a breakwater, the complete system should be

modelled rather than assuming that the response will be the same as for the isolated case.

In order to extend this study to an OWC rather than neighbouring moon pools, the

PTO damping should be included.

Summary

• ANSYS
TM

AQWA R© was used to find the internal water surface response of an iso-

lated moon pool, as well as for a single column with breakwater and three- and

five-column configurations.

• It was observed that the behaviour of the OWC as modelled using these simple

assumptions is very different when there is an isolated device in comparison to when

the column is backed by a breakwater.

• The effect of angle of incidence is very small for an isolated column. For a breakwater-

mounted system, the effect of angle of incidence is large.

• When columns neighbour one another, it is possible to excite different types of

motion for the internal water surfaces: coupled modes. For example, the central

column may have amplified motion in comparison to the outer ones, or vice versa.

Another example is motion with relative anti-phase between the columns.
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Chapter 3

A time domain model for an

OWC-WEC

In Chapter 2, the response of an OWC was investigated for a system with its column open

at the top. In this chapter, the turbine of the OWC-WEC will be included so that the

air is constrained by the chamber and the modelled OWC-WEC is capable of converting

energy. Due to the nature of the power take-off method, the numerical model should

be developed in the time-domain. This means that the frequency-dependent behaviour

described in Chapter 2 should be transferred into the time-domain. In Section 3.1 the

system identification method for modelling the OWC will be described, which will give

the description of the OWC behaviour in the time-domain without power take-off. Then,

in Section 3.2 the power take-off will be included and the OWC-WEC behaviour explored

for regular waves.

3.1 OWC-WEC behaviour in the time domain without PTO

In order to model the air in the chamber as described in Section 1.2.3, the OWC-WEC

model must be in the time-domain. This means that a model is needed in which the motion

described in Chapter 2 is captured. The system identification method used is described

in Section 3.1.1. In Sections 3.1.2 and 3.1.3, the method will be applied to the isolated

OWC and the central OWC of five, respectively. The PTO will then be introduced in

Section 3.2. In the interests of simplicity, only waves incident head-on to the structure

were considered.
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Figure 3.1: A force to displacement transfer function

3.1.1 System identification

If it is assumed that for the frequencies between those tested in Chapter 2, the magnitude

and phase of response change smoothly, it is possible to take a wave frequency and make

a response X(ω) = X̂ei(ωt+σ), where X̂ is the magnitude and σ is the phase.

For each frequency, X̂ and σ will have different values. Thus,

X(ω) = (X̂(ω)eiσ(ω))eiωt (3.1)

and (X̂(ω)eiσ(ω)) gives the response to the wave eiωt. If instead of eiωt, the force of the

wave is used, a new function, G(ω), can give the effect of the system:

X(ω) = G(ω)F (ω) (3.2)

where F (ω) is the incident wave force and G(ω) is a function yet to be identified. This

setup is shown diagrammatically in Figure 3.1 and is called a transfer function.

If some set of F (ωj) and X(ωj) are known for discrete values of frequency, ωj , then

G(ωj) may be calculated and G(ω) may be estimated. It is important that both the

amplitude and the phase match in the resulting estimation.

In order to find G(ω), the incident wave force at each of the frequencies used in Chapter

2 needs to be calculated, as this is the input to the function. The magnitude of this force

is given by

F̂ (ωj) = Awρwg
cosh k(d− h)

cosh kd
AE(ωj) (3.3)

where AE(ωj) is the amplitude of the wave at each frequency, g is gravitational acceleration

and k is the wavenumber (Gervelas et al., 2011). There is zero phase difference associated

with this incident force and k is defined as

k tanh kd =
ω2

g
(3.4)

The other variables used in Equation 3.3 are given in Table 3.1.
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Variable Value

Water density, ρw 1025 kg m−3

Water column area, Aw 105 m2

Water column draft, h 2.5 m
Water depth, d 7.5 m

Table 3.1: Values for the variables used in the numerical modelling

Figure 3.2: Fit for various orders of transfer function for the isolated OWC

3.1.2 Force to displacement transfer function for the isolated moon pool

Using the magnitude of the incident wave force at the different frequencies, and the subse-

quent phase and magnitude displacement, the MATLAB R© System Identification function

“ frd()” was used to create a system from the frequency response data. That is to say,

using the frequency of the incident wave and the magnitude and phases responses associ-

ated with this, a transfer function may be estimated which will produce such a response,

in effect estimating a transfer function from the Bode diagram of the system.

For the isolated OWC, the 9 longest period wave responses from the model of Chapter

2 were used to come up with a transfer function of order nz/np, where

nz = np − 1 (3.5)
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Figure 3.3: Magnitude and phase match for the force to heave transfer function approxi-
mation for the isolated column

and nz is the number of zeros and np is the number of poles. The percentage fit of the

tested transfer functions is shown in Figure 3.2. A three pole, two zero system was found

to give a good match in both magnitude and phase, with a 97.4% fit. The transfer function

which links force to displacement is then

Giso(s) =
8.829× 10−6s2 + 7.842× 10−6s+ 2.601× 10−5

s3 + 16.63s2 + 5.904s+ 29.68
(3.6)

and the resulting force to heave transfer function match is shown in Figure 3.3.

The transfer function was then converted to a state space model and the wave force

implemented in the time-domain using MATLAB R© Simulink (as for Jayashankar et al.

(2000); Taylor et al. (2009), etc.). The resulting heave response is given in Figure 3.4.

A fixed time-step of 0.005 s is used for all of the runs to ensure that the model is able

to calculate effectively for the most extreme cases, whilst being numerically comparable.

300.0 s (5 min) is simulated for the regular waves. The solver is an ode3 Bogacki-Shampine.
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Figure 3.4: Heave response for the time domain model of the isolated column without
PTO

3.1.3 Force to displacement transfer function for the central column of five

For the central column of five the same method was used to find a function that takes

incident wave force as input and estimates the heave displacement output. The function

chosen as a good approximation is of higher order than that for the isolated OWC, with

8 poles and 7 zeros. This is necessary due to the complicated nature of the internal water

surface response. The fit of the various tested transfer functions is shown in Figure 3.5.

The 8 pole, 7 zeros solution has an 88.5% fit and the chosen transfer function is

Gcen(s) =
Ncen(s)

Dcen(s)
(3.7)

where

Ncen(s) =0.0001822s7 + 7.587× 10−5s6 + 0.0007244s5 + 0.0002273s4

+ 0.0008901s3 + 0.0001603s2 + 0.0003348s+ 1.749× 10−5
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Figure 3.5: Fit of various orders of transfer function for the central column of five

and

Dcen(s) =s8 + 135.5s7 + 86.99s6 + 498.2s5 + 270.3s4

+ 535.8s3 + 227.9s2 + 173.8s+ 48.01

An alternative relationship between the number of zeros and poles was also tested:

nz = np − 2 but was found not to give as good a fit.

The response using the 8 pole, 7 zeros transfer function from force to displacement

is shown in Figure 3.6. Clearly the match is not perfect, especially in phase, but the

approximation is good across the range of periods considered.

This transfer function leads to a heave (rather than force) response amplitude operator

as shown in Figure 3.7.

3.2 OWC-WEC behaviour in the time-domain with turbine PTO

In order to have a WEC, the energy of the waves must be converted to electricity. The

OWC model should therefore have a power take-off (PTO) stage which models this con-
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Figure 3.6: Magnitude and phase match for the force to heave transfer function approxi-
mation for the central column of five

Figure 3.7: Heave response for the time domain model without PTO for the central column
of five
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Figure 3.8: Schematic diagram of the force to mechanical power calculation

version. A turbine model is therefore included.

3.2.1 Thermodynamics for the turbine

For the inclusion of a turbine, as suggested in Section 1.2.4, the thermodynamic properties

for the chamber are calculated using Equations 1.24, 1.25 and 1.28. Putting together the

wave force, the impedance model and these thermodynamic properties, the movement of

the water and changes in the air may be calculated. For a WEC, however, the crucial

value is the amount of energy that is converted.

Figure 3.8 shows how each step in the calculation is linked. The incident wave force

is supplied as input to the state space model, g(t), which gives the mean displacement of

the water surface of the OWC. That displacement is then used to calculate the pressure

difference, air flow and air density of the OWC-WEC. From these thermodynamic prop-

erties, the pneumatic power may be calculated, then the efficiency may be used to give a

measure of the mechanical power as described in Section 3.2.2.

3.2.2 Energy conversion

In any WEC, the purpose is to convert the maximum amount of energy (within some

limits). This means that the power converted at any instant should be calculated. Instan-

taneous pneumatic power, is given by

Pp = − ∆p

ρatm

dm

dt
(3.8)

However, the efficiency of the turbine is not the same over all operating conditions.

The difficulty in modelling the energy converted is then that the most reliable way of

testing the efficiency of the turbine is to make experimental measurements and these must

be converted into something that can be used in the numerical model.

In the model described herein, a curve is made which maps non-dimensional pressure,

Ψ, to turbine efficiency, η, after the turbine described in Falcão & Rodrigues (2002).
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Figure 3.9: The efficiency of the turbine

Ψ 0 0.05 0.1 0.15 0.2 0.25 0.3

η -0.1 0.3 0.6 0.4 0.1 0.1 0.1

Table 3.2: Coefficients to describe the efficiency of the turbine based on non-dimensional
pressure

Non-dimensional pressure is defined here as

Ψ = |∆p|/(ρatmN2
rD

2) (3.9)

where D is the diameter of the turbine and Nr is its speed of rotation in rad s−1. The

non-dimensional pressure difference, Ψ, is used rather than the pressure difference, ∆p so

that different turbine speeds may be included in the same categorisation.

This turbine was used due to the availability of its data, rather than because it is the

most perfect and suitable turbine for this particular application. The mapping is shown

in Figure 3 of that paper and the coefficients that were used in this thesis to describe

this mapping are given in Figure 3.9 and Table 3.2. The paper notes that this mapping

has a great deal of effect on the resultant performance of the turbine and that therefore

great pains should be taken to ensure that the mapping is a correct one. While this is

indeed true, for the purposes of this thesis, the particular mapping has been considered

less important than the opportunity for exploring control methods to exploit the more

efficient regions of operation identified by any such mapping.

Using this efficiency method then, the instantaneous mechanical power conversion is

Pm = η(Ψ)Pp. (3.10)
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Figure 3.10: Schematic diagram of the TDM including power

where η is the function which describes the efficiency of the turbine. Note that this power

estimation does not include electrical losses. The total energy converted over time may

be found by solving the equation

E =

∫ t

0
Pm.dt (3.11)

The equations of this section may thus be solved numerically to find the mechanical

energy converted under different conditions.

3.2.3 TDM response with turbine PTO

In order to test the system numerically, the driving force which maps incident wave force

to displacement is updated to include the pressure force on the water surface. This is

shown schematically in Figure 3.10, which is an updated version of Figure 3.8. The force

which drives the input to the transfer function is now

f(t) = fe(t)−Aw∆p (3.12)

where fe(t) is the excitation force and is defined at each frequency as in Equation 3.3.

The inclusion of the PTO is first tested for the isolated column, then for the central

column of five. For both systems, a turbine speed of 632 rpm is used and the diameter of

the turbine is 2.5 m. This is due to the performance optimisation of Chapter 4.

Response of the TDM for the isolated OWC with turbine PTO

The motion of the water column can be seen in Figure 3.11 for the case with the turbine.

The feedback from the pressure forces suppresses the motion of the surface of the water

column. The turbine is significantly damping the motion of the system and this has the

effect of suppressing the amplification of the motion for short periods. For long waves, the

RAO tends towards 1, but is still below this. It should be remembered that these turbine
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properties are those which are the optimum for the central column OWC rather than for

the isolated column.

The magnitude of the pressure response (that is, the mean amplitude of the pressure

oscillation) to regular waves of 0.5 m amplitude is shown in Figure 3.12. The pressure

variation follows more the trend of the displacement of the system without the PTO,

than that of the displacement with the PTO. The chamber pressure difference, rather

than the displacement, is what increases for the OWC with turbine. A magnitude of

around 2500 Pa is seen for the long period waves and 3000 Pa for the 6.0 s ones. In

comparison to atmospheric pressure, 3000 Pa is not very large (atmospheric pressure is

around 100,000Pa), only around 3%. This pressure difference is around half that estimated

by Amundarain et al. (2011) as a likely driving pressure, but the pressure here is taken as

the mean absolute difference, so the pressures seen are very similar to those elsewhere.

The same pattern is seen for the mass flow in the same figure, as mass flow is propor-

tional to pressure difference by equation 1.28. The magnitude of the mass flow is around

15-25 kg s−1. This corresponds to a volume flow of around 25 m3 s−1. For a wave with

period 8 s, the movement of the water surface is such that around 25 m3 is displaced each

second, so the mass flow is certainly close to that expected from the volume flow, although

of course some change due to the pressure fluctuation should be included.

The power plot in Figure 3.13 shows that the power follows this pressure difference.

There is a peak for waves with period 7 s. The magnitude of this response is around

20 kW, although the turbine properties are not optimised for this column, and the wave

height is low, at 1 m. Clearly the incident period is important in the conversion of this

power, as for high and low frequencies, the power is lower, at around 4 kW.

Response of the TDM of the central column of five with turbine PTO

The same analysis may be presented for the central column of the five column system.

Figure 3.14 shows the internal water surface displacement for the OWC-WEC operating

with a fixed speed turbine. For waves with period below 12 s, the heave motion is very

suppressed in comparison to the case with no PTO.

For the pressure and mass flow, shown in Figure 3.15, the shape from the displacement

with no PTO is visible, as it was in the isolated OWC case. Pressure and mass flow both

show very uniform behaviour for waves where the period is 8-16 s. This could be useful

in a real sea, where a strong dependence on wave period may not be favourable to energy
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Figure 3.11: RAO for the internal water surface displacement for the isolated OWC with
turbine PTO in regular waves, plotted with respect to period

Figure 3.12: Pressure and mass flow for the isolated OWC with turbine PTO in regular
waves, plotted with respect to period
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Figure 3.13: Power for the isolated OWC with turbine PTO in regular waves, plotted with
respect to period

Figure 3.14: RAO for the internal water surface displacement for the central column of
five with turbine PTO in regular waves, plotted with respect to period
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Figure 3.15: Pressure and mass flow for the central column of five with turbine PTO in
regular waves, plotted with respect to period

conversion. The magnitude of the internal water surface displacement is higher for the

central column of five than it is for the isolated OWC, thus pressure values of 2000-2500 Pa,

and mass flows of 30 kg s−1 seem to be in line with those seen for the isolated case.

The resulting average power is shown in Figure 3.16. Because power is based on

multiplying the pressure difference and the mass flow, the magnitude of the power response

is less uniform than the pressure and mass flow were themselves. In fact, there is a

noticeable, if not large, domed pattern for wave periods from 8 to 16 s, with a peak at

11-12 s. Over this domed region, the average power varies from 30 to 40 kW, which is a

reasonable value for an OWC-WEC of this size.

3.2.4 Comparing the TDM results of the different OWCs

The pressure and power plots show that for the model with the turbine under regular waves

for both the isolated and the central system, the power is concentrated at those frequencies

which are associated with maximum pressure difference, which is not necessarily the same

as that of maximum displacement of the internal water surface. Maximum displacement

in fact shifts to the longer period waves when the turbine is included. For the central
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Figure 3.16: Power for the central column of five with turbine PTO in regular waves,
plotted with respect to period

column of the five column system, the open column response has a peak at 6.5 s. This

peak is important for the power output of the column, but waves of this frequency lead

to the same level of power conversion as for those with longer period waves.

3.3 Discussion of the OWC-WEC time-domain model

In this chapter a numerical time domain model was made of an OWC-WEC forming the

central column of a five column breakwater structure.

3.3.1 Effectiveness of the time domain model of the OWC

In order to develop a numerical time domain model of an OWC-WEC forming the central

column of a five column breakwater structure, a mapping was made to take the force

of an incident wave and turn this into the expected displacement of the internal free

water surface. This mapping suitably matched the behaviour calculated using the velocity

potential method in Chapter 2. Because the mapping looked at force, the force caused

by the chamber pressure difference could be incorporated in the internal water surface

estimation.

74



A turbine with diameter 2.5 m, coefficient, Kt = 0.375 and fixed speed of 632 rpm

was used to test the response. Inclusion of the turbine lead to significantly suppressed

displacements for both the isolated and central columns in comparison to the open case.

The system identification force-displacement mapping model recreates the displace-

ments of the water surface seen in the velocity potential study very well. The method

seems able to handle a pressure force (feedback) caused by the PTO. This means that the

effect of control decisions are not tested in a vacuum - the thermodynamic properties and

the expected hydrodynamics can also be fed into the understanding.

This pressure force feedback is not small. When using ANSYS
TM

AQWA R©, for exam-

ple, the lid damping can be any value from 0 (no damping) to 1 (total damping). From

looking at the displacements seen for the isolated column and the central column of five,

it seems that a value of around 50% would give the right level for waves with periods

less than 10 s, and ranging to 0% for waves with periods of 16 s. For a greater level of

detail, different damping values could be tested for waves of different incident frequency.

However this could prove to be quite time consuming.

Comparison of the central column behaviour to that of the isolated column

Both the isolated and the central columns have thermodynamic properties with shapes

somewhere between those of the displacement of the internal water surface with turbine

and the displacement for the open case. The pressure is high for the short period peaks

seen for the open case in both the isolated and the central column of five.

For longer period waves in the isolated system, the pressure level falls away, but for

the central column of five, it does not. The central column shows behaviour which changes

quickly with small period changes, as it did for the open case, while the isolated column

has smooth behaviour. The output power reflects these trends.

3.3.2 Importance

This particular time domain model features a model for an OWC with near neighbours.

Even though the neighbouring columns do not have PTOs of their own, they still affect

the displacement of the water surface as a function of wave period, and so they affect the

expected energy conversion (Chapter 4) and the best control systems (Chapter 5).

The existence of the time domain model means that such performance can be estimated

and such control options explored. The resulting chamber pressures may then be incor-
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porated into the velocity potential model so as to estimate the response of the chambers

when a PTO is incorporated into each one.

3.3.3 Relation to other work

In order to look at how this time domain model relates to other models of OWCs, the

comparison will be split into two parts: first, the force-to-displacement model; second, the

model with PTO.

Comparison to other system identification models

The transfer function model of Nunes et al. (2011) maps incident waves to pressure and

mass flow such that power could be calculated quickly. The wave height was also matched

to displacement so that extreme motions could be eliminated. The initial data to match

was generated by a standard forced-based approach in which the radiation, buoyancy and

so on were estimated individually using a WAMIT velocity potential model.

Stappenbelt et al. (2013) looked at a mechanical oscillator model and did small scale

physical experiments, using free and forced vibrations, to estimate the parameters. Again,

this work assumed a specific list of forces and tried to estimate each parameter separately.

In the work described in this chapter, the whole system was modelled as a single

mapping.This simplifies the process and, importantly, allows different pressure-mass flow

relationships to be tested.

Comparison to other PTO models

The work by Gervelas et al. (2011) and Nunes et al. (2011) both use the same turbine

model as is used here, that of Falcão & Rodrigues (2002). The output pressures fit within

the range seen by these studies, and with the estimation from Amundarain et al. (2011),

in which the pressure is used as a driving quantity, rather than a specific wave. The power

is quite low, at around 10 kW. However, this is average power rather than the peak value.

It would be possible to model a different type of turbine, for example an impulse

turbine with a smoother efficiency response.

3.3.4 Limitations of the time domain model

The time domain model does not contain five OWCs, but only one WEC with a PTO. In

order to make an estimate of the PTO’s effect on the other OWCs, it could be possible to
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do a nonlinear system identification from the velocity potential data: mapping the water

surface displacement from one column to another.

A time domain model has only been made for the central column in the five column

system. It would be interesting to compare this to a similar model of the other columns.

No allowance is made in the time domain model for incident angles other than head-on.

A model which used a fine range of incident angles could give a much more realistic model

of the system. Methods for achieving this are discussed in more detail in Section 4.4.3.

3.3.5 Extensions to the time domain model

A major step is to apply irregular waves to the time domain model and investigate the

resulting performance. This will be covered in Chapter 4.

As well as testing control strategies, as will be done in Chapter 5, it would be possible

to test the response for different turbine types or properties using this model.

Concluding remarks

The magnitude and phase responses of the various columns of the velocity potential study

(Chapter 2) were turned into a mapping from the incident wave force to the resultant

average displacement of the surface of the water column.

Rather than using the displacements estimated by the force to displacement mapping

as a changing volume to drive all of the changes in the air, the mapping was used as a bridge

between the wave forcing and the thermodynamic equations. It is the difference of the

excitation force and the air pressure force which is used as input to the force-displacement

mapping. Thus, not only does the wave excitation force affect the displacement of the

internal water surface and therefore the air pressure in the chamber, but the air pressure

in the chamber effects the internal water surface. This means that different pressure and

mass flow relationships can be tested (and will be tested in Chapter 5).

The time domain model has been shown to be good enough to test out the expected

performance of the central column of a breakwater mounted OWC system, assuming that

the other columns are open, or at least almost not damped.

77



Summary

• OWC-WEC time domain models take frequency domain hydrodynamics and turn

these into the time domain, then combine them with thermodynamic and turbine

descriptions to model the system from wave to wire.

• A force-displacement transfer function was used to make a time domain model for

an OWC-WEC in the central column of a five-column breakwater OWC system.

• The time domain model used regular, single frequency, plane waves with an ampli-

tude of 0.5 m.

• The time domain model uses a Wells turbine with D = 2.5 m, N = 632 rpm and

Kt = 0.375.

78



Chapter 4

Performance of the breakwater

OWC-WEC in a real sea

The most important factor for a WEC is the amount of energy that it converts. In order

to know this for the breakwater OWC-WEC, the device should be tested under real sea

conditions. This means that it should be tested in irregular waves and for a particular

wave climate.

In Section 4.1, the methods for such describing such sea states and wave climates,

as well as ways of testing a WEC in them, will be discussed. The central column of the

breakwater system will then be tested in irregular waves with different sea states in Section

4.2. Finally, in Section 4.3, the annual performance of this OWC-WEC will be estimated

for a site in the south west of the UK. This performance will be discussed in greater depth

in Section 4.4.

4.1 Describing real seas

In order to describe a real sea in which to test the OWC-WEC, the spread of frequencies

in the different sea states must be specified and an estimation of how often the sea states

occur should be used to calculate an expected rate of energy conversion.

4.1.1 The real sea

In the open sea, the waves look quite different to those produced in most (numerical) wave

tanks. The waves come from many directions and have a large spread of frequencies and

phase shifts with respect to one another. The waves with different frequencies travel with
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different speeds, which makes the ocean surface a compelling structure to watch. In order

to describe this structure, the spread of directions and frequencies may be approximated

by some distribution, and a sum may be taken over the frequencies and directions.

The methods by which such distributions are created come from measurement of the

water surface by buoys (Saulnier et al., 2011), radar and ADCPs (Strong et al., 2012)

and by calculations involving the measurement of wind speeds, followed by subsequent

statistical manipulation.

The speed of a wave is influenced by the depth of the ocean and this depth has an

impact on the shape of the water motion and the amount of energy contained within

the waves. There is more energy in the deep ocean than at the shore where energy in

dissipated.

There is also a difference between the distribution of the wave frequencies between

waves which come from local and distant winds. Swell waves come from distant storms

and tend to have longer wavelengths than wind-driven waves which are more local. It is

obviously possible (and usual) to have two types of waves superimposed at a given site.

For example, off the north coast of Devon, a swell-sea may see waves coming from Atlantic

storms to the south-west, while the local winds may be driving waves from the north-west.

As well as varying in space, these wave fields vary with time: storms build, move and

die and winds change in strength and direction. Thus, there is quite some variation in the

waves that a WEC will experience hour-to-hour, day-to-day and season-to-season as well

as year-to-year. The differences occurring over these time scales are large, thus, in order

to convert energy effectively a WEC must be able to adapt to such changes.

All of these spatial and temporal effects mean that the waves at any point, say that

of a measuring buoy, can be very different to its near neighbours in both mean statistics

and distributions (Saulnier et al., 2011). Thus, although a WEC may be designed in its

geometry and expected PTO range for a certain area, each WEC (or collection of WECs)

must be able to adapt its operation to the specific environment in which it finds itself.

4.1.2 Frequency domain models of the real sea

If it may be assumed that the wave field is made up of several superposed waves of differ-

ent frequency and magnitude, then the relative proportions of different wave frequencies

observable in a given sea may be described by a spectrum. There are different ways of

approximating spectra mathematically.
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Figure 4.1: Wave spectra for waves with T = 8.5 s and Hs = 1.25m

The width of the spectral band may change such that there is a greater or lesser

range of wave frequencies represented within the sea state. As the waves are produced by

different atmospheric effects, different spectra result. Seas produced by local winds tend

to produce shorter crested seas with a narrower range of frequencies in comparison to swell

seas.

A Pierson-Moskowitz spectrum (Kiprakis et al., 2009) describes a sea based on winds,

which has become fully developed. This is the spectrum used to approximate the sea

states seen by the buoy in Section 4.3. The spectral density is given by,

SPM (ω) = H2
s

0.11T1
2π

(
ωT1
2π

)−5
exp

(
−0.44

(
ωT1
2π

)−4)
(4.1)

The units of spectral density are m2 s−1, which seems unphysical, but is defined such that

E =

∫ ∞
0

S(ω)ωdω (4.2)

gives the total energy in the spectrum.

Following Kiprakis et al. (2009) as above, for the amplitudes, AE , of the components
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within the spectrum at each frequency, ωj

AE(ωj) =
√

2S(ωj)∆ω (4.3)

where, ∆ω is the frequency band that is covering ωj .

4.1.3 Time domain models of the real sea

In order to make a time domain model, the spectral amplitudes must be turned into a

force. This force is dependent on the area of the structure, the depth at which the force

is acting, the frequency of the wave component and the depth of the ocean.

For waves which are formed from a spectrum, the total force in the time-domain is

given by using the amplitude of the waves at a given frequency, as in Section 3.1.1. Now,

there are many frequency components, so the force is given by the sum over all of these

frequencies:

fe(t) =
∑
j

δ(kj)AwρwgAE(ωj) sin(ωjt+ φj)∆ωj (4.4)

where ∆ωj is the weighting for each section of the spectrum and δ(k) is defined as

δ(k) =
cosh k(d− h)

cosh kd
(4.5)

where d is the ocean depth and h is the depth at which the force acts (here the draft of

the water column).

Note that in Equation 4.4, the phases φj are random. This describes a sea which

does not have interactions between its spectral components. Note also that this is a sea

state with all of the waves moving as a planes perpendicular to the breakwater (cross-

shore/beam-sea). The assumption of plane waves is obviously a simplification of the real

sea, although for a breakwater, the wave alignment is likely to be closer to this than would

be the case for an isolated WEC.

4.2 Performance in irregular waves (seas defined by spectra)

Chapter 3 showed the behaviour of the OWC in regular waves. However, this is not the

performance that would be seen in a real sea. In this section, the model of the central

column of the five column OWC-WEC will be tested using irregular waves, and with

different sea states.
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4.2.1 Testing the time domain model of the OWC of the central column of

five in the breakwater set-up for spectral waves

A fixed time-step of 0.005 s is used for all of the runs. 900.0 s (15 min) of model time is

run for irregular waves (the regular waves use only 300.0 s). Each irregular wave run takes

around 5 s to complete. As for the regular waves, the solver is an ode3 Bogacki-Shampine.

In the spectral waves, there are 81 frequency components, ranging from 0.31 rad s−1 to

1.57 rad s−1. Higher frequencies were not included owing to the range of frequencies for

which the impedance model is valid. The assumption is that the higher frequency response

would be low in the real sea situation.

4.2.2 Internal water surface displacement in irregular waves

Using the time-series of a spectral sea, the displacement can be investigated. An example

is shown in Figure 4.2. The magnitude of the internal water surface motion is similar to

that seen for the incident wave. There is a slight lag, and the amplification is positive

for longer waves, while shorter waves have a lower amplification. This reflects what was

observed for the regular waves in Figure 3.14.

4.2.3 Thermodynamics in irregular waves

Figure 4.3 shows that the pressure follows the same pattern as the displacement of the

internal water surface. The magnitude of the peaks at around 2000-4000 Pa is a little

larger than that for the regular waves, which is 2500 Pa for a 1 m high wave. It should

be noted that the regular wave figure comes from the mean of the the absolute variation,

and the the peak values of the variation are higher than this. The pressure variation is a

little smoother than the displacement.

The mass flow obviously follows the same pattern as the pressure difference. This

is also shown in Figure 4.3 so that the phase relationship is clear. The magnitudes are

similar to those seen under regular waves (around 20 kg s−1). Clearly, the mass flow is in

anti-phase with the pressure. This is because, for fixed turbine speed, Equation 1.28 leads

to dm/dt ∝ ∆p.

4.2.4 Power output in irregular waves

The power output is shown in Figure 4.4. The peaks come twice as frequently as for the

pressure and mass flow because the power shows conversion for both the in- and out-flow
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Figure 4.2: Displacement for the internal water surface, with Hs =1.25 m and Te =8.5 s.
(Turbine constant, Kt, is 0.375, fixed turbine speed, Nf , is 632 rpm and the diameter of
the turbine, D, is 2.5 m. These parameters are given in Section 4.3.2)

Figure 4.3: Pressure and mass flow for the same wave as in Figure 4.2
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Figure 4.4: Power trace for the same wave as in Figure 4.2

parts of the wave cycle. Note that for much of the time the power converted is much lower

than that at the peaks. For this particular sea state, with Hs = 1.25 m and Te = 8.5 s,

the average power output is 24.8 kW. The maximum power is 118 kW in the test section,

which occurs at stalling conditions. The standard deviation of the power is 33.0 kW, so

clearly there is a lot of variability in the power output. This can have implications for

generator design: because the generator has to be able to handle very large powers, the

generator will need to be over-rated, but will also need to be efficient at low powers.

The power output may be calculated like this for several sea states. The result is

shown in Figure 4.7, with the values given in Table C.1. The power converted is clearly

highly dependent on wave height, with most of the variation as a function of wave height.

However, the period also makes a difference. For a given Hs, it is clear that the power

converted will have a maximum for some period, with the 7-10 s periods the most effective

for energy conversion. The power outputs for the large wave heights, of 60-70 kW, are

much larger than the 30 kW seen for sea states where Hs is lower than 1.5 m.
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Figure 4.5: Non-dimensional pressure for the same wave as in Figure 4.2

Figure 4.6: Efficiency of the turbine for the same wave as in Figure 4.2
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Figure 4.7: The power output from the central OWC for various sea states using a Pierson-
Moskowitz spectrum

4.2.5 Power output in various sea states

The estimated average power converted by the OWC-WEC in various sea states is shown

in Figure 4.7. This shows that the power increases with wave height, with a peak for sea

state wave period of around 10 s. Note that for the sea state with Hs = 4.75 m, and T =

8.5 s the power is 0 as the internal water surface was found to reach the top of the water

column and it is therefore assumed that the OWC-WEC will be shut-off when such sea

states occur.

Note that the internal water surface reaching the top of the column is assumed to cause

shut-down, but it may fall below the OWC lip without causing shut-down. This is because

it is assumed that the OWC-WEC may continue to convert energy in such situations. If

the internal water surface has fallen this far, the behaviour is therefore far from linear, so

the assumptions regarding the wave-structure interaction will no longer hold. This means

that another method of modelling the OWC-WEC should be used in this nonlinear regime.

Further details are given in Section 4.4.2.
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4.3 Annual performance

To estimate annual performance, a specific site should be selected and representative

frequency of occurrence of spectra used to calculate overall energy conversion.

For the fixed breakwater, a coastal sea is envisaged and so the Channel Coast Obser-

vatory data was used to select a suitable site. The coastal sea is considered to be that of

the Bideford Bay buoy and the frequency of occurrence are shown in Figure 4.8. Bideford

Bay is on the north coast of Devon, where the Atlantic Ocean reaches towards the Bristol

Channel. The site is in 10 m water depth and the coastline faces west towards the Atlantic,

although is somewhat sheltered from full South-Westerly storms.

The range of periods seen is very similar to that of deeper water sites as swell waves are

a prominent feature, but the wave heights are decidedly lower, being confined to spectral

wave heights of 3 m or so, rather than ranging to spectra with Hs of 8 m.

4.3.1 The chosen wave climate

The yearly average sea is composed of mean data from the four years 2009-2012. The joint

occurrence is shown in Figure 4.8. The Environment Agency buoy situated in Bideford Bay

off the North Devon coast. The wave spectrum is measured in each 30 minute interval and

a Pierson-Moskowitz spectrum is fitted to this. The joint occurrence is then the fraction

of the year in which joint Hs and Te pairs occur. The most frequent joint occurrence is

that of Hs of 1-1.5m and Te of 8-9s. This sea state was observed to occur for 7.2% of the

time.

4.3.2 Selection of the parameters for baseline performance

A range of possible values for the diameter and speed of the turbine were tested in the

irregular waves. The energy outputs were calculated for different combinations of N

and D and for each combination of Hs and T . The energy output was assumed to be

zero where the water surface reached the chamber roof or where the turbine operated in

stalled conditions such that non-dimensional pressure, Ψ, was greater than 1. The energy

estimations were made on the basis of 15 minutes of spectral waves for each sea state.

These energy estimations for the given sea states were then multiplied by the frequency

of occurrence over the year to come up with an estimation of the total annual energy.

The resulting converted energy is shown in Figure 4.9 for various combinations of tur-

bine speed, Nf , and turbine diameter, D. Only combinations of 1, 1.5, 2, 2.5 m diameters
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Figure 4.8: Hs and Te joint occurrence (sea state occurrence) at Bideford Bay in percentage
of the mean year

and 500, 1000, 1500, 2000 rpm were tested due to a full wave climate test taking around

20 mins. The peak occurs for a turbine diameter of 2.5 m and a turbine speed of 1000 rpm.

The diameter was chosen to be as large as was deemed physically possible (2.5 m)

due to the shape of the contour figure. However, the fixed turbine speed could have its

maximum anywhere between 500 and 1500 rpm, so the MATLAB optimisation function

fminsearch()was used to optimize the turbine speed.

In order to reduce the computational time for this optimization, the different fixed

speeds were tested in the Pierson-Moskowitz sea state with Hs = 1.25 m, and T = 8.5 s.

Figure 4.10 shows the average power for the OWC-WEC for various values of turbine

speed (and using a turbine diameter of 2.5 m). The turbine speeds shown are those that

the fminsearch()function chose to search. This optimisation function uses a Nelder-Mead

simplex direct search and was started at both 500 rpm and 1000 rpm based on the values

suggested from Figure 4.9. The greatest converted energy is achieved using a turbine

diameter of 2.5 m and a turbine speed of 632 rpm.

The baseline performance for energy conversion therefore comes from the turbine size

and speed combination applied across the whole average year. This performance is shown
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Figure 4.9: Power estimated for various turbine diameter and speed combinations for the
central column of the breakwater system assuming that it was positioned in the Bideford
Bay wave climate

Figure 4.10: Selection of fixed turbine speed
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Figure 4.11: Energy output over the average year for a turbine with D = 2.5 m, N =
632 rpm

in Figure 4.11. Total energy converted is estimated to be 318 MWh, for waves incident

head-on, with no PTO for the surrounding columns and with no unexpected down-time.

If this were provided uniformly across the year, the power output would be 36.3 kW. Note

that this is lower than that calculated when a fixed speed of 1000 rpm was used. This

is because the lower speed is more effective for the smaller sea state, with the 1000 rpm

version converting more energy in the larger sea states.

4.4 Discussion of the modelled performance

The purpose of modelling the performance of the OWC-WEC with five columns and a

single PTO over the central chamber is to estimate the amount of energy converted by the

OWC-WEC in real sea conditions. This enables an estimation of the amount of damping

which a PTO applies to the internal water surface. It also enables the testing of different

control strategies on realistic seas. This in turn gives a better idea of the kinds of damping

which will be observed on the internal water surface and whether this happens steadily or

in a very time-varying manner. This will be covered in Chapter 5.
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4.4.1 Comparison of estimated energy conversion to published work

The pressure differences seen for an OWC are obviously vital to the estimation of converted

power. The magnitude of the pressure difference which Amundarain et al. (2011) assumed

to be driving the energy conversion is 7000 Pa. This is around twice as high as those seen

here, but is certainly of the same order of magnitude. This produced a power output of

around 20 kW, which is lower than anticipated here.

For operation at a fixed speed, Nunes et al. (2011) found an average power over the

whole year of 29 kW. This was for a single device deployed in the open sea and for a 7 m

diameter variable pitch Wells turbine, with turbine coefficient Kt = 3.6. The pressures and

mass flows described for their OWC-WEC are around twice those seen here: 10,000 Pa and

50 kg s−1 for regular waves. (A 1.5 m wave height was assumed by Nunes et al. (2011) in

the case of irregular waves, so it is assumed that a similar value was used for their regular

waves.) The power output of the Nunes et al. (2011) OWC-WEC could be increased to

98 kW by choosing a good fixed speed of rotation for each sea state.

4.4.2 Limitations to the performance estimation

Variation between years means that the estimation of annual energy is not necessarily

accurate. The estimation of which turbine speed would give best results in each sea

state is well characterised though, albeit only for waves incident head-on. However, such

characterisation is limited by the initial time domain model, in that the status of the

neighbouring devices have influence only as open chambers and not as WECs with PTOs

of their own.

These sea states themselves also provide a limitation, as they are defined by spectra

and thus are only approximations to real seas. No account is taken of seas which are

not single moded, nor of seas in which the waves do not all travel from a single head-on

direction. However, clearly the waves can come from alternative directions, and certain

wave groups within a prevailing sea can come from a greater spread of angles.

The temporal variability of the wave climate suggests that the system needs to have a

controller which can change the plant’s behaviour to match the sea. Optimisation which

assesses parameters fixed over a year will not use a good criterion for assessment. The

different years are as different as the different seasons within them. It is assumed that

any controller that is used in the real world will include switching between different rules

or models to deal with the very different wave climates that may present - Nunes et al.
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Figure 4.12: Percentage of time that the internal water level is below the lip of the OWC
in each sea state for a turbine with D = 2.5 m, N = 632 rpm

(2011), for example, uses switching in the sense that for each Hs and T , a different transfer

function is used to represent the TDM.

One major limitation comes from the linearity assumption of the wave-structure in-

teraction. Figure 4.12 shows the amount of time the internal water surface is below the

lip of the OWC. This may be used as an indication of when the linear velocity potential

approximation will not hold. For those sea states where the water surface does drop below

the front lip, the WEC may go on converting energy, but the values estimated here should

only be used as indicative. Thus the estimation of energy in the sea state with Hs =

1.25 m, and T = 8.5 s is most likely a good one, but the estimation for the annual energy

conversion is likely to be quite approximate with the energy converted in the larger seas

likely to be lower than that shown in Figure 4.7. However, the sea states for which the

internal water surface drops below the OWC lip are not very highly represented in Figure

4.11. For larger seas, a nonlinear model of wave-structure interaction should be used. This

could involve the CFD or physical modelling options described in Section 1.2.2.
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4.4.3 Extensions to the performance estimation

In order to extend the model and the performance measurement to include waves of

different incident angles, Equation 1.2 may be used. This requires a model which responds

to different angles of incidence. It would be possible to use a velocity potential method, as

in Chapter 2, to produce different force-displacement mappings based on different angles

of incidence, and drive them using the wave components from Equation 1.2.

A system identification method based on prevailing direction might be more appro-

priate than identifying each component. It would probably be faster to run and easier

to handle as fewer parameters are required. The accuracy, however, would depend very

strongly on the training of that model.

Another significant extension to the model is to look at how changes to the turbine

speed affect power take-off. This will be explored in the next chapter.

Conclusions

Using the constant speed turbine leads to an estimated annual average power of 36.3 kW,

based on operation with no extra down-time during the average year assumed from the

wave buoy measurements in Bideford Bay during 2009-2012. In the sea state for which

the fixed speed was chosen to be optimal, the average power was found to be 24.8 kW.

This will be used as a baseline when testing control methods in Chapter 5.

Summary

• The time domain model of the breakwater OWC was generalised to include irregular

waves.

• The time domain model was used to estimate energy converted in different sea states

as defined by a Pierson-Moscowitz spectrum.

• The frequency of occurrence of different seas was used to estimate annual energy

output for the central column OWC-WEC in a wave climate corresponding to the

Bideford Bay site. For a turbine with diameter, D = 2.5 m, turbine coefficient,

Kt = 0.375 and fixed speed Nf = 632 rpm, the energy converted was 318 MWh.
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Chapter 5

Control system design

Chapter 4 clearly showed that changing the rotational speed at which the turbine operates

can increase the energy converted by the OWC-WEC. In this chapter, the turbine will

be tested with control rules that change the speed of the turbine during the wave cycle.

To begin with, a very simple, feedforward control action is tested: the speed changes

linearly with chamber pressure difference from an offset speed. In Section 5.2, a nonlinear

feedforward controller is tested. This controller is designed to keep the turbine operating

at the speed which gives it maximum efficiency. This was used because the efficiency of

the turbine was shown to have a large effect on the effectiveness of the whole system - if

the pneumatic power is multiplied by a very small factor (or by a negative one), this will

reduce the energy converted in comparison to a case with a larger factor.

5.1 A simple linear controller

In order to test whether speed control could be effective, a very simple controller was

tested. This controller takes pressure difference as its input and calculates a value for

turbine speed. This control action was optimised by choosing the control parameters

which lead to the highest average power when tested on the sea state at Bideford Bay

which contained the most annual energy.

5.1.1 Definition of the linear controller

A simple feedforward linear controller may be envisaged, having two variables: an offset

speed, Nl and a constant of proportionality, Kl, such that the turbine speed is given in

rad s−1 by

Nr =
2π

60
Nl + ∆pKl (5.1)
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Figure 5.1: Action of the linear controller

Such a control action is shown in Figure 5.1.

5.1.2 Optimization of the linear controller

In order to choose a combination of Nl and Kl which leads to suitable performance, the

controller was tested in the sea state which has the largest annual energy at Bideford. That

sea state is defined as having a Pierson-Moskowitz spectrum with wave height 1.25 m and

period 8.5 s.

The cost function by which the controllers were tested is simply maximisation of aver-

age power. As in Section, 4.3.2, for those combinations which lead to displacements higher

than the chamber or to non-dimensional pressures, Ψ, greater than 1 a “not-a-number”

value of the cost function was recorded. Here, where turbine speed is changing, turbine

speeds greater than 3000 rpm also resulted in a “not-a-number” value of the cost function.

Initially, a large scale search was conducted over the Nl, Kl combinations. This is

shown in Figure 5.2. Here the Nl, Kl combination which lead to the highest aver-

age power was a turbine speed offset of 250 rpm and a constant of proportionality of

0.01 rad s−1 Pa−1, which resulted in an average power of 31.0 kW. In the upper left of the

figure, there is another (lower) peak where Nl and Kl are 650 rpm and 0.0 rad s−1 Pa−1.
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Figure 5.2: Optimisation of the linear controller coefficients

This lead to average power of 24.7 kW, and corresponds to the fixed speed control option.

These two Nl, Kl combinations were used as starting points for the MATLAB optimi-

sation function fminsearch() as in Section 4.3.2. Both starting points converged on an

Nl, Kl combination of 295 rpm, 0.0101 rad s−1 Pa−1. This convergence process is shown

in Figure 5.3.

This combination of speed offset, Nl, and constant of proportionality, Kl, gave an

average power in the optimisation sea state of 32.9 kW, which means that 33% more

energy is converted in this sea state using this linear controller than is converted when

using the optimum fixed speed control.

5.1.3 Performance of the linear controller in regular waves

The performance of the system with the linear controller is tested in regular waves, as it

was for the fixed speed case (Section 3.2.3). Figures 5.4 to 5.6 show how the OWC-WEC

performs using the linear controller. The displacements (Figure 5.4) are higher than in

the fixed speed control case (Figure 3.11), by about 0.1 at all periods.

In comparison to the fixed speed case (Figure 3.12), the mass flow in and out of the

chamber increases when the linear controller is used (Figure 5.5). The pressure difference
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Figure 5.3: Optimisation of the linear controller coefficients

Figure 5.4: RAO of the internal water surface displacement for the OWC-WEC with linear
controller for regular waves in regular waves, plotted with respect to period
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Figure 5.5: Pressure and mass flow for the OWC-WEC with linear controller for regular
waves in regular waves, plotted with respect to period

is very slightly lower in the linear case than under the fixed controller. The pressure and

mass flow phase trend is the same as for the fixed speed case, however the value of the

phase is around 5◦ ahead of the fixed speed OWC-WEC.

The mass flow and pressure changes thus caused lead to increased power at all wave

periods, as shown in Figure 5.6.

5.1.4 Performance of the linear controller in irregular waves

The controller must also be tested in irregular waves. Section 4.2 showed this response for

the system with fixed speed controller. The same irregular waves are used here for clarity

in comparison.

Figure 5.7 shows the displacement of the internal water surface seen when the linear

controller is used. The peaks and troughs are slightly larger here than in the fixed speed

case.

For pressure and mass flow (Figure 5.8), the pressure changes seem to be very similar

to the fixed speed case. The mass flow, however, is a little larger, and the peaks are

broader than under fixed speed control. This means that the power peaks are generally
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Figure 5.6: Power for the OWC-WEC with linear controller for regular waves in regular
waves, plotted with respect to period

a little higher and certainly are broader in the linear controller case, as can be seen in

Figure 5.9.

Figure 5.10 shows the turbine speeds which are used. The turbine’s lowest speed is

295 rpm or 30.9 rad s−1 (4.9 Hz). It does reach the speed at which the fixed speed controller

operates on two occasions, but for the most part, the turbine speed is lower for the linear

controller.

The sharpest change of speed that the turbine must go through is during one of the

larger peaks where the speed reaches 650 rpm within around 2 s. A change of 175 rpm in

one second is the equivalent of 18.3 rad s−1 (or 2.9 Hz). This represents a 60% change in

speed in 1 s, which is quite fast.

5.1.5 Performance of the linear controller in various sea states

The controller optimised for a single sea state may be tested in other sea states. Figure 5.13

shows the ability of the OWC-WEC to convert energy in each of these sea states using the

linear controller. The resulting conversion is shown as average power for that sea state. As

for the linear case, the OWC-WEC can give a higher average power in sea states where the
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Figure 5.7: Displacement of the internal water surface for the OWC-WEC with linear
controller for irregular waves, from a Pierson-Moskowitz spectrum, with 1.25 m wave height
and 8.5 s peak period
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Figure 5.8: Pressure and mass flow for the OWC-WEC with linear controller for the same
irregular waves as in Figure 5.7

Figure 5.9: Power for the OWC-WEC with linear controller for the same irregular waves
as in Figure 5.7
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Figure 5.10: Turbine speed for the OWC-WEC with linear controller for the same irregular
waves as in Figure 5.7

Figure 5.11: Non-dimensional pressure for the same wave as in Figure 5.7
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Figure 5.12: Efficiency of the turbine for the same wave as in Figure 5.7

wave height is large, but where the period is moderate, at around 8-10 s. The maximum

average mechanical power available in these sea states is now 177 kW, where using the

fixed speed controller, the maximum power was 107 kW. These mechanical power outputs

are given in Table C.1.

5.1.6 Performance of the linear controller in the Bideford wave climate

As was the case for the fixed speed controller, the linear controller’s power conversion

data may be used to estimate annual energy conversion for such an OWC-WEC at the

Bideford site by multiplying by the joint occurrences for each sea state. This results in a

total annual energy conversion of 512 MWh, which is the equivalent of an average annual

power of 58.4 kW. That is a 59.8% increase on the fixed speed case, where Nf is 632 rpm.

5.2 A controller based on turbine efficiency

From the performance of the linear controller, it seems that the efficiency of the turbine

plays a major role in the power conversion. Figure 3.9 showed the relationship between

non-dimensional pressure, Ψ, and efficiency, η. It is possible to invert this relationship
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Figure 5.13: Average power in each sea state using the linear controller

Figure 5.14: Energy converted under the Bideford wave climate using the linear controller
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such that the maximum turbine efficiency is always used.

5.2.1 Definition of the turbine efficiency controller

Non-dimensional pressure is a function of turbine speed, so the speed may be changed

such that the most efficient, Ψ is maintained. Thus,

Ψ =
|∆p|

ρatmN2
rD

2
(5.2)

so if the Ψ at which the efficiency is a maximum is used, Ψmax, can be substituted and

the equation rearranged so that

Neff =
60

2πD

√
1

Ψmax

√
|∆p|
ρ

(5.3)

The factor of 0.1 is the non-dimensional pressure at which the efficiency is greatest (Figure

3.9) and may thus be substituted for Ψmax such that

Neff =
60

2πD

√
1

0.1

√
|∆p|
ρ

(5.4)

where Neff is the speed of the turbine using this control action. For a given turbine

diameter, D, pressure difference, |∆p| and air density, ρ, the turbine speed which produces

the maximum turbine efficiency may be calculated. Note that this produces the maximum

turbine efficiency, which is not necessarily the same as the maximum efficiency for the

OWC-WEC system. This control action is shown in Figure 5.15.

Also, note that as the pressure difference decreases to zero, the turbine speed should

also decrease to zero. For the calculation of the turbine speed, such a consideration is

entirely possible. However, for a physical system such a speed change may be too large.

5.2.2 Performance of the turbine efficiency controller in regular waves

Figure 5.16 shows that for the turbine efficiency controller, the displacement is very similar

to that seen for the linear controller.

The pressure difference for the turbine efficiency case is reduced, with pressures of 2000-

2500 Pa, rather than the 3000 Pa seen for the fixed speed case, which again, is very similar

to those seen for the linear controller. See Figure 5.17. The mass flow is generally larger

with the turbine efficiency controller. The mass flow for the turbine efficiency controller
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Figure 5.15: Action of the turbine efficiency controller

Figure 5.16: RAO of internal water surface displacement of the OWC-WEC with the
turbine efficiency controller in regular waves, plotted with respect to period
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Figure 5.17: Pressure and mass flow with the turbine efficiency controller in regular waves,
plotted with respect to period

is very similar to that seen for the linear controller.

The similarities in displacement, pressure and mass flow between the linear and turbine

efficiency controllers is not at all surprising given the similarity in their control action, and

the fact that these values are based on the average of the variables. As such, the power

follows the same pattern, as shown in Figure 5.18, albeit with a slightly higher peak for

the central wave periods.

5.2.3 Performance of the turbine efficiency controller in irregular waves

The same incident waves are used as in the case of the fixed speed controller and the linear

controller. The displacements are very similar and are shown in Figure 5.19.

The most clear pattern from the pressure and mass flow trace of Figure 5.20 is that

the pressure and mass flow are not close to being in anti-phase using the turbine efficiency

controller: the mass flow shows broader peaks than for the other cases, while the pressure

difference is similar.

The power output is very similar to the linear case and is shown in Figure 5.21.

The turbine speed changes, shown in Figure 5.22, are even larger than for the linear
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Figure 5.18: Power with the turbine efficiency controller in regular waves, plotted with
respect to period

controller case. The change from 0-295 rpm has very little effect on the power output

due to the low pneumatic power available during this phase of the wave cycle. However,

this roughly doubles the change of speed required. This could have large implications for

controller energy requirements.

5.2.4 Performance of the turbine efficiency controller in various sea states

The average power output when using this turbine efficiency controller in each sea state is

shown in Figure 5.23. The peak power per sea state has risen from 177 kW for the linear

controller to 312 kW for the turbine efficiency controller. These mechanical power outputs

are given in Table C.3.

For the turbine efficiecny controller, the periods of the sea states for which most energy

is converted increase with increasing wave height. For the linear controller, which was

optimised for a specific sea state, the period at which the OWC-WEC is converting most

energy remains the same with increasing wave height.
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Figure 5.19: Displacement of the internal water surface with the turbine efficiency con-
troller for irregular waves, from a Pierson-Moskowitz spectrum, with 1.25 m wave height
and 8.5 s peak period

110



Figure 5.20: Pressure and mass flow for the OWC-WEC with linear controller for the same
irregular waves as in Figure 5.19

Figure 5.21: Power for the OWC-WEC with linear controller for the same irregular waves
as in Figure 5.19
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Figure 5.22: Turbine speed for the OWC-WEC with linear controller for the same irregular
waves as in Figure 5.19

Figure 5.23: Average power in each sea state using the turbine efficiency controller
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Figure 5.24: Energy converted under the Bideford wave climate using the turbine efficiency
controller

5.2.5 Performance of the turbine efficiency controller in the Bideford wave

climate

Figure 5.24 shows the energy converted using the turbine efficiency controller across the

average year. This gives an annual energy conversion of 604 MWh, which is the equivalent

of an average annual power of 69.0 kW, and increase of 90.1% over the fixed speed con-

trol option. In the sea state for which the other controllers were optimised, the turbine

efficiency controller gives an average power of 33.5 kW, which is 35.6% more energy than

for the fixed speed control.

5.3 Discussion of the controller findings

This chapter has shown that the energy converted by the central column OWC-WEC can

be increased via the use of a turbine speed controller. Table 5.1 gives the average power

calculated for the sea state with Hs = 1.25 m and Te = 8.5 s, and the annual performance

for each of the control options.

In comparison to the Pico plant, the range of average power is similar. Tables 1
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Control type Hs = 1.25 m, Te = 8.5 s sea state Bideford wave climate

Fixed speed 24.7 kW 36.3 kW
Linear 32.4 kW 58.4 kW
Turbine efficiency 33.5 kW 69.0 kW

Table 5.1: Comparison of controller performance under different conditions

and 2 of Brito-Melo et al. (2007) show that the range of pneumatic power over a certain

period was 19.21-141.94 kW, while the range of electrical power was 19.12-65.82 kW. This

is similar to the mechanical powers seen for the linear controller in Figure 5.13 and Table

C.1. However, losses in moving from mechanical to electrical power are not included in

this thesis. The range of mechanical power output for the turbine efficiency controller is

larger, as shown in Figure 5.23 and Table C.3. This may more closely correspond to these

Pico values. That said, Monk et al. (2013) shows that a value of 68 kW is now possible

under a new control scheme. Thus high efficiency in moving from mechanical to electrical

power would be required to match this if it is a true reflection of the annual value. The

Pico chamber is of a similar scale to that described in this thesis, but the wave climate

that it experiences is larger, so it would not be surprising to find larger power outputs for

a converter located on an Atlantic island.

5.3.1 Discussion of the linear controller

The linear controller has a single input and a single output (SISO). It is the turbine speed

which is controlled, and this is only based on the magnitude of the pressure difference. As

was done for the fixed speed controller, the MATLAB function fminsearch()was used to

optimise the coefficients of the linear controller for the sea state with Hs = 1.25 m and

Te = 8.5 s, the most frequently occurring sea state for the Bideford Bay site.

Findings for the linear controller

For the sea state for which it is optimised, the linear controller increases the amount of

energy converted by the OWC-WEC in comparison to the fixed speed case. It does this

by increasing the mass flow through the turbine without greatly changing the pressure

difference.

The changes of speed required for the control action are quite fast. The peaks require

a change of around 100% in 1-2 s. This might be achievable on a physical system, but

would certainly require a lot of energy to make such a change so quickly.
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Limitations to the linear controller

The linear controller is very simple, having only two parameters. It is possible to make a

more detailed controller which is still linear. For example, it would be possible to include

more terms in the controller, for example to have a coefficient proportional to the derivative

of the pressure and so on.

Another limitation of this controller is that it was only optimised for a single sea

state. Combining linear controllers optimised for three or four different sea states might

prove valuable, as more energy could be converted if the optimisation of the controller

parameters reflected the range of chamber pressure for the larger seas.

Energy cost of the linear control action

The major limitation is that there is no calculation of the energy required to change the

turbine speed, so the cost function uses converted energy rather than net converted energy.

This is suitable during an initial investigation, but would need to be remedied in order

to calculate whether the controller gave a benefit good enough to implement. That the

average power in this sea state increases from 24.7 kW to 32.4 kW (31.2%) does mean that

there is a lot of energy available that makes a net energy conversion increase likely even

if the control action were found to be energy intensive.

Including the energy cost could be done via modelling the inertia of the turbine directly.

It would be wise to include within such a model an estimate of the actuation behaviour

that could be used to influence such changes. This is the behaviour described by Cross

et al. (2011) for a WEC with hydraulic PTO. If the speed changes do take some time

to have their full effect, the control parameters which are found to be optimal on such a

system are likely to be different to those seen here. For example, the amount of speed

change would be reduced.

Inclusion of further variables by the controller

The linear controller has a single input and a single output. That is, only the pressure

difference is used to change the turbine speed. This means that it cannot incorporate

other variables, such as mass flow, a valve position, or the current efficiency of the turbine.

Extensions such as this could prove very useful.
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5.3.2 Discussion of the turbine efficiency controller

A nonlinear turbine speed controller was applied to the central column of a five column

OWC-WEC. This was a controller was ensured that the turbine was always operating

at its most efficient point. Because efficiency of the turbine has a major influence on

the mechanical power conversion of the system, this was found to significantly increase

converted energy.

In Starzmann et al. (2013), such a turbine efficiency method was used. Their primary

concern was with reducing acoustic noise due to stall, but their Figure 11 shows an increase

the shaft power as stall is avoided. Peak shaft power is around 3 kW for the Starzmann

et al. (2013) case, for a pressure of 3000 Pa. However, the turbine used is much smaller,

with a diameter of 0.4 m.

Limitations of the turbine efficiency controller

The turbine efficiency control action required very large changes in turbine speed. For the

sea states with large waves, this lead to very large increases in converted energy. However,

for the sea states of similar size to that for which the linear controller was optimised, there

was not a very large change in average power. Thus, because as for the linear controller,

no account was taken of the energy required to change the turbine speed, or the time in

which this change could take place, the turbine efficiency controller may not be the best

option for a physical system.

5.3.3 Combining controllers

The linear controller is optimised to work in a single sea state. It would be possible to

produce more controllers of this type, but optimised for different sea states. An overall

controller could switch between these linear options depending on the incident sea state.

Such switched control could also use any other controllers: for example, a control action

designed to work in those sea states for which the wave-structure interaction is highly

nonlinear.

Such a controller would thus combine control in a manner shown schematically in

Figure 5.25, where switching is between four linear controllers and a nonlinear controller

on the basis of the incident sea state. The nonlinear controller may be the one under

discussion in Section 5.2, but could alternatively be a controller determined for those

sea states where the linear wave-structure interaction model does not hold. The linear
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Figure 5.25: Schematic diagram of switching control

controllers are shown as the linear controller for medium period waves with moderate

wave height (discussed in Section 5.1), with extra linear controllers included which are

optimised for sea states where the waves are small in amplitude - with optimisation for

short and for long periods, and where the waves are large in amplitude and short in period

such that the wave-structure interaction is still approximately linear.

If it were deemed worthwhile given the turbine speed actuation cost, some of these

control regions could use the nonlinear, turbine efficiency controller instead of variations

on the linear controller. The most pressing need for further work is thus clearly for

calculation of net energy conversion, rather than basing the optimisation and comparison

on converted energy. With this information, combining controllers would then be useful

to understand the likely annual (net) energy conversion.

Conclusions regarding the controllers

Using both controllers, the converted energy was found to increase. For the linear con-

troller in the sea state of interest, an average power of 32.4 kW was found, while for the

turbine efficiency controller, the average power was 33.5 kW in this sea state: a 31% and

36% increase on the fixed speed controller’s conversion, respectively.

The linear controller was found to approximate the control action of the turbine effi-

ciency controller for the sea state over which it was optimised. Although it did not convert
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as much energy, the control action was less extreme than that of the turbine efficiency con-

troller. It is very important therefore that the net converted energy, rather than only the

converted energy is tested, as this will allow a more secure judgement between the control

schemes.

Summary

• A linear and a nonlinear controller were tested on the most frequently occurring sea

state for the Bideford Bay site.

• The controllers mapped the magnitude of pressure difference in the chamber to the

speed of turbine rotation

• The linear controller was found to approximate the control action of the turbine

efficiency controller for the sea state over which it was optimised.

• The nonlinear (turbine efficiency) controller was found to be the most effective at

converting energy, converting 33.5 kW in the relevant sea state, to the 32.4 kW of

the linear controller and the 24.7 kW of the fixed speed controller.
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Chapter 6

Discussion

This thesis describes a method by which an OWC-WEC forming a breakwater may be

investigated numerically. The investigation provides a method for estimating the PTO

forces on the water surface that may then be used in further investigations into the effect

of an OWC on its neighbours. It also provides a framework in which turbine speed (or

other turbine properties) may be investigated for their effect on the amount of converted

energy.

In this chapter, the discussion of the various parts of the investigation will be explored.

First the hydrodynamic interaction will be discussed in Section 6.1. Then the time domain

modelling of the OWC-WEC with PTO and its baseline performance will be discussed in

Section 6.2. Finally, in Section 6.3, the control investigation will be discussed.

6.1 Hydrodynamics

In this thesis a study of the wave structure interaction was described for an open isolated

OWC and for a breakwater OWC with five columns, as well as for stages in between. Of

particular note is the difference in response between the structures. The isolated column

responds smoothly across all frequencies and for different incident angles of the wave. For

the breakwater structures, this is not the case, with both incident wave angle and period

playing important roles in the response of the OWC due to coupled modes between the

columns.

6.1.1 Major findings

For the head-on waves with long periods, the response of the five column OWC looks

broadly similar to that of a single-chamber with a back-board. However, as the period
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decreases, other modes can be excited which allow for the OWCs to interact with each

other.

For an isolated column, the angle of incidence makes almost no difference to the re-

sponse. The period of the wave does make a difference, with amplification of the motion

at 5 s for this particular geometry, and a phase lag with respect to the incident wave which

increases as the period gets shorter.

For an OWC system which forms part of a multi-column breakwater, it was found that

the response of the internal water surface is sensitive to period and to the direction of the

incident wave.

6.1.2 Importance

Knowing that there are likely to be different modes excited while in operation is important

for the design of multi-column OWCs. This is true for power estimation, of course, but

also for the calculation of fatigue and extreme loading.

6.1.3 Relation to other work

Previous work by Martins-rivas & Mei (2009) used a cylindrical OWC which was cliff-

mounted. Hong & Hong (2012) investigated a rectangular OWC which was bottom-

mounted. Both of these studies used geometry-specific analytical frameworks, which means

that if the geometry is altered, the equations must be redefined. With the velocity poten-

tial solver ANSYS
TM

AQWA R©, the extension to include different geometries and multiple

columns is relatively straightforward.

Martins-rivas & Mei (2009) noted that the internal water surface displacement for a

column with a cliff behind it was often not flat and piston-like. They also saw that the

magnitude of the displacement was increased in comparison to that seen for an isolated

column due to reflection from the cliff. Such shape change and amplification was seen in

this work.

Other research has been done into multiple-column OWCs using physical testing. In

physical testing, the impact of waves from many directions is simple to simulate, and scaled

PTOs can be modelled. The effects of turbulence are included, although the effect of scale

is not simple. Both Kelly et al. (2013b) and Ruol et al. (2011) looked at rectangular

chambers arranged in lines, at an angle to the prevailing/incident wave direction. Both

studies use non-return-valves and a single turbine PTO across their columns, so details of
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individual OWC motion are not given.

6.1.4 Limitations

ANSYS
TM

AQWA R© is a velocity potential solver and, as such, turbulent motion is not

included. This means that where the water interacts with the structure or the ocean floor,

the potential must be smooth. This is a limitation on the modelling of the lip of the OWCs

and also at the foot of the the breakwater wall.

The turbulence issues are just one aspect of the limitation due to approximate linear

theory. The water may never drop below the lip of the OWC, and only small motions

around the equilibrium are mathematically accurate. Results for any larger motion should

be taken as purely indicative and tested physically or with Navier-Stokes CFD solvers.

The ocean floor is a difficulty for ANSYS
TM

AQWA R© in that it will only work where the

ocean extends around and behind the structure. This makes using it for direct comparison

between the breakwater-type and the cliff-type OWCs impossible. The software is not at

all limited for floating structures, however, and would in fact have no difficulty in modelling

the water interaction around a moored, floating version of a similar structure. For example,

a structure like that described by Ruol et al. (2011) as breakwater protection in the Venice

Lagoon.

6.1.5 Further work

More numerical work that examines the interactions of neighbouring OWCs in a breakwa-

ter would be interesting to see. Including the PTO as a linear damping lid in ANSYS
TM

AQWA R©, or another velocity potential method, could show the effect of the PTO on the

water around it, rather than solely the effect of the water on the PTO. The challenge is

in getting the damping from the PTO included correctly, as the hydrodynamic damping

is linear. Obviously the real situation is more complicated, especially if a controller is

implemented.

A relatively simple extension which would be applicable for cases such as that de-

scribed by Ruol et al. (2011) and Kelly et al. (2013b), would be to run the ANSYS
TM

AQWA R© analysis for a floating structure. ANSYS
TM

AQWA R© can incorporate mooring

properties as standard. Floating versions may involve using the structure as an atten-

uating device and so a different range of directionality would be assumed important for

PTO. Such a floating device would be more complex to model with an impedance-type,
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force-displacement mapping time domain model. The initial hydrodynamics would not be

more complex to model using this software package.

6.2 Time domain modelling

In order to describe the hydrodynamics of the central column of the five-column, breakwater-

mounted OWC-WEC in the time-domain, a force-displacement mapping model is used.

This allows the PTO force to be fed back such that the hydrodynamics and the PTO may

interact.

6.2.1 Major findings from the time domain modelling

For WECs, and OWCs in particular, the difficulty in modelling occurs with the combina-

tion of waves, which are best described using the frequency domain, and thermodynamic

and turbine properties, which are best described using the time domain.

In spar-type buoys, or OWCs where the water moves as a single unit, individual forces

(buoyancy force, radiation damping, etc.) may be calculated. For the system described

here, this approach is not reliable. The water does not oscillate as a solid unit and thus

the sum over forces method does not represent what is really happening. Thus, the time

domain model described in this thesis used a simple system identification method to give

magnitude and phase motion of the internal water surface matching that which was seen in

the hydrodynamic modelling (Section 3.1). This approximation was assumed to be valid

across a range of frequencies. Crucially, the system identification approximation allows for

appropriate behaviour in phase (moving from motion in-phase for waves with long periods,

through resonant motion to motion in anti-phase for high frequency waves), which is very

important for power prediction and for control.

The thermodynamic and turbine modelling were based on previously applied set ups.

These appear to function well in this context, with the thermodynamic properties showing

phase and shape shifts seen elsewhere. Although the turbine efficiency was modelled with

a look-up-table, the power outputs behaved quite smoothly.

The performance of the OWC-WEC in the annual wave climate off North Devon was

estimated to be 300 MWh, which would be 34.2 kW of power if it was distributed uniformly

throughout the year. This assumed a single year in which were seen the mean wave

conditions over the four year period 2009-2012, and that a fixed speed of 632 rpm was

used. Zero energy was assumed to be converted for those sea states that experienced
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an extreme internal water surface where the displacement was equivalent to reaching the

chamber roof (and thus flooding the turbine), but this limit was never reached for any of

the Bideford sea states. This assumption was due to the likelihood of the shut-down of the

device during such seas. The internal water surface was allowed to drop below the 2.5 m

draft front lip of the device. Clearly this means that the model is no longer within the

regime covered by the velocity potential method, but such motion is possible, and such

displacement was only achieved for the very largest sea states.

6.2.2 Importance of the time domain modelling

A wave to wire model was developed which used a simple force-displacement hydrodynam-

ics model, along with a thermodynamics and turbine model which included the efficiency.

The simple modelling method may well be of use to those looking to understand WECs

in which the OWC is sensitive to wave period.

The methodology for forming the time domain model is quite straightforward. It

could easily be applied where known forces and displacements exist, such as for physical

models. The findings regarding the scale of the pressure force and the damping of the

water surface motion could be very useful for those looking at the first stages of array

modelling. However, for fully interacting columns with PTOs, further work would need

to be done.

6.2.3 Relation to other work

Force-displacement mapping

The force-displacement mapping method described in this thesis is somewhat like the

impedance method applied in standard WEC modelling. However, it is not based on

finding coefficients to represent separate terms associated with radiation damping, added

mass and so on, but is instead concerned with the identification of the whole hydrodynamic

system.

The force-displacement mapping used here is also similar to the transfer function

method used by Nunes et al. (2011). In that case, the transfer functions were used to

simplify the processing of a calculation which already included the PTO, rather than as

the first part of a calculation of converted power.

Because the system identification used a force to displacement map, the thermody-

namic and PTO system can interact with the hydrodynamic one via the chamber pressure
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force. Such an interaction enables the testing of changing turbine parameters.

Thermodynamics and turbine modelling method

The thermodynamic equations and turbine set-up are the same as those tested for a

floating OWC-WEC by Falcão & Rodrigues (2002). Broadly the same model was used by

Nunes et al. (2011) and Gervelas et al. (2011). However, neither of these studies included

the efficiency of the turbine in converting energy. These studies therefore over-estimate

the energy converted by the OWC-WEC by using a wave to pneumatic power setup rather

than a wave to mechanical power setup.

Performance

The performance at the Bideford Bay site in the South West of England is calculated

using a standard methodology, estimating the energy converted for a series of sea states

and then weighting these by their frequency of occurrence over an average year.

There is no sea state seen at the Bideford site for which the OWC-WEC must be in a

survival mode. This suggests that the WEC is probably suited to a larger wave climate.

6.2.4 Limitations

There are some limitations of the model which are due to moving from the velocity po-

tential model to the time domain model (TDM). Others are due to the TDM itself and

some are due to the application of the TDM.

Limitations due to moving from the velocity potential model to the time domain model

The behaviour of the multi-column OWC showed a dependence on the incident angle of

the wave. The time-domain model does not include this directionality. While the Bideford

Bay site would have a prevailing direction for waves, there would be some spread.

It would be possible to include the non-perpendicular incident angles in the excitation

force by summing over spectra at different angles. However, because the behaviour is

different at different angles, a new force-displacement mapping model would be required.

While such a mapping could be based on a series of linear models for each angle, a nonlinear

system identification approach may be easier to handle.
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Limitations due to the time domain model itself

With the TDM itself, because of the need to remove degrees of freedom, the water surface

is effectively assumed to be horizontal when this is not true in reality. For the purposes of

idealised thermodynamic properties, a flat water surface is not a difficulty. On the other

hand, there is no inclusion of turbulence in either the water or the air. Thus the chamber

properties may differ and have greater damping than is modelled.

The thermodynamics is assumed to be adiabatic, which is approximately true. How-

ever, no possibility then exists for loss of energy in the thermodynamic system. The

properties might also allow for a greater spring effect in the chamber. Thus both the

damping and the spring terms that are associated with the chamber are likely to be

under-predicted, which means that the real OWC-WEC behaviour would be less linear

than the time domain model predicts.

A major issue with the turbine of the time domain model is that it has not been

designed for this particular system of waves and structure. Thus the range specified for

good efficiency had not been optimised for this application. The turbine is therefore not as

efficient as it might be and so the power estimated is likely to be lower than in comparable

applications.

Another issue with the application of the TDM to a real sea situation is that spectral

waves are not the same as those in the real sea. For example, no tests have been made in

multi-modal seas.

Limitations to application of the time domain thermodynamics to the hydrodynamic

system

Finally, in moving back from the time domain model to the velocity potential model,

there is not a good model of what changes about the water interaction when the PTO

force is imposed as the initial velocity potential model has open columns. If the water

were to behave very differently due to PTO forcing, the surface displacement, chamber

pressure and power output may change significantly. It is likely that an iterative process

could be effective, of which this modelling is the first step: the damping found with the

time domain model is approximated and fed back into the velocity potential model, where

new hydrodynamic force approximations are calculated; a new time domain model is then

constructed based on the new force-displacement mapping; the damping force thus found

is fed back into the velocity potential model, and so on.

125



6.2.5 Further work

It would be of great benefit to the performance modelling of the OWC-WEC to have a

turbine design which was optimised to work well for this application. In effect, a turbine

coefficient and efficiency curve which were achievable, but better suited to this OWC-WEC

and wave climate should be produced. One way of finding this is to calculate performance

under some options, e.g. a range of Kt, different turbine efficiency shapes, and test turbine

performance for the resulting pressure difference to find out whether a turbine may be built

which has these properties. Again, an iterative process would be required.

In order to see more clearly how this particular OWC-WEC set-up corresponds to

others, a sensitivity study on the model parameters could be done. This would show the

effect that the different sections have on energy conversion. For example, whether or not

small changes in hydrodynamics, chamber size or turbine properties cause large differences

in power. As has been seen in Chapter 4, where turbine speed and diameter were chosen,

seemingly moderate changes in one parameter can lead to large changes in power.

Another aspect of sensitivity is how sensitive the overall system is to changes in wave

climate. Given that the wave climate is not fixed year-to-year, the OWC needs to be able

to work well across very different situations. It is assumed that much of this alignment

can be done by the controller. Changes in wave climate cover a range of wave heights and

periods, but also could involve sensitivity to multi-modal seas.

6.3 Controller

The baseline performance estimation was calculated by assuming a turbine rotating with

a fixed speed of 632 rpm. This speed was chosen by estimating the converted energy for

a year at the Bideford Bay site for a range of turbine sizes and speeds, and choosing

the turbine size which converted the most energy annually, and the turbine speed which

converted the most energy in the sea state which was the most frequently occurring.

A feedforward linear controller was tested which turned the magnitude of the pressure

difference into turbine speed. This was a controller with an offset speed and a term

proportional to absolute pressure difference. Both the proportional coefficient and the

offset speed were coefficients were then optimised for the most frequently occurring sea

state at the Bideford site. The optimisation was done using the MATLAB fminsearch()

function, with maximisation of average power converted as its target.
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The resulting control action gave a turbine speed which moved quickly from the offset

with each wave. The rates of change of speed were high, but appears to be possible for a

real system. The energy cost required to make such a change in speed was not included

in the optimisation. It was only converted energy, and not net converted energy that was

used used to determine the optimum values.

Having found that turbine efficiency was a major factor in the effectiveness of the

overall system, a turbine efficiency controller was also tested. Here, the turbine speed was

chosen such that the turbine was always operating at its maximum efficiency. This turbine

speed controller was found to require very fast and significant changes in turbine speed,

although converted energy was also significantly greater.

Having tested the linear and nonlinear controllers on the most frequently occurring

sea state, their performance was next tested across all of the sea states observed in the

Bideford wave climate.

6.3.1 Major findings for the controller

It was found that the controller could significantly increase the energy converted by the

OWC-WEC in the sea state for which the turbine speed controllers were optimised. The

linear and turbine speed controllers increased average power conversion in the most fre-

quently occurring sea state from 24.7 kW to 32.4 kW and 33.5 kW, respectively.

The linear controller proved quite effective especially in the sea state for which it was

optimised. Note that the linear controller’s speed control law approximates that of the

turbine efficiency controller over that range of pressure difference seen in this sea state.

The turbine efficiency controller is effective in converting energy in all of the sea states.

However, large and fast changes in turbine speeds were required in order to achieve this.

6.3.2 Importance of this controller

For OWC control it is the generation of the controller reference which is key. In Amundarain

et al. (2011), a reference for generator slip was made by trial and improvement using lab-

oratory data. Their control studies then consider different methods to have the generator

system follow this reference. The mass flow controller of Nunes et al. (2011) also has a

previously generated reference to follow.

Monk et al. (2013) used an artificial neural network (ANN) to find those valve positions

that work well for different combinations of wave properties.
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The campaign of controller testing described in this thesis describes a method by which

a controller reference may be found by numerical testing offline. It shows that even a very

simple speed controller can have a large impact on the performance.

6.3.3 Relation of the controller to other work

For the generic model described here, while the chosen controller is specific to this geom-

etry, turbine and wave conditions, the method for control and optimisation is certainly

applicable to other projects. For example, projects that are in the planning stage. Once

an OWC plant exists, a controller tuned to its specifics is then viable.

In Monk et al. (2013) an ANN is used to change the valve position at the Pico plant.

It is difficult to extend such an ANN model to sea conditions other than those already

observed, or to other plants.

In their eqn (22), Nunes et al. (2011) look at changing the amount of mass flow directly

(as a variable pitch turbine rather than any kind of valve). The extra mass flow, α, can

range from 0 to 1000 kg/s. The value of 1000 kg/s is a lot more than is seen in normal

conditions, and corresponds to approximately a 10 m by 10 m by 10 m volume of air moving

through the turbine per second. The powers that they look at are purely pneumatic (or

a 100% efficiency turbine). This means that the power calculated for this thesis is more

realistic.

The ideal method would be a nonlinear MPC. (See Section 1.4.1.) This would take

all of the information that is available at a given time and calculate the current best

settings for maximum energy conversion (or alternatively a combination of maximum

energy conversion and damage limitation) given some knowledge of future inputs and

an expectation of plant behaviour ahead in time. In fact, as such MPC for maximum

energy conversion increases its premonition time, the controller tends to the ideal “optimal

control” solutions (Hals et al. (2011), Falnes (2002b)) that rely on long (technically infinite)

future premonition times. However, such MPC requires that the model be very close to

reality, especially in extreme scenarios where the point of operation for maximum energy

production must be balanced against the safe limit for the device.

6.3.4 Array control

Hierarchical control would also be very important when applying control to more than one

column at any time. There has already been quite some research published into arrays of
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WECs, but the most common version of these arrays is to have spaced point absorbers

(Westphalen et al., 2011; Child & Venugopal, 2010). Control for multiple units has also

been investigated by Zhang (2011) who described a 3-body point absorber and investigated

control for each arm. Lucas et al. (2012) shows control for a flap-type WEC array, although

this only describes results when the PTO force approximates a pure damping.

Research into OWC neighbour control has scope for improvements in energy conver-

sion: the way that such neighbours work together, especially where the linked column

modes of Chapter 2 are possible is clearly a very interesting topic.

This study does not allow the PTOs of neighbouring devices to interact, but the

motion of the water around non-interacting PTOs is included. Thus the control action of

one device does not interact with the control action of another. In order to include this,

the time domain model would have to be completely reformulated. One aspect that could

be investigated using this set-up would be to find the best lid damping properties for each

chamber for maximum overall power output.

6.3.5 Limitations of the controller

A particular geometry of device was used, as was a particular turbine. The modelled

turbine was not optimised for this particular OWC device, so in order to increase converted

energy a different turbine, and thus different controller settings are likely.

Limitations of the controller due to optimisation region

The controller has only been optimised in one sea state. Thus, although the controllers

may be tested in the other sea states, the control which would be optimal in these other

sea states has not been tested. In order to have an appropriate linear controller in each sea

state, the optimisation procedure could be undertaken for each one. However, identifica-

tion of the sea state may be incorrect, so these linear controllers should have speed offset

and proportional coefficients which work well for neighbouring sea states. Optimisation

which ties a controller too closely to a given sea state can also fail in the real sea, where

the waves are not formed from a mathematically exact spectrum (and include different

incident angles). In large seas, optimisation against this time-domain model may also be

unwise as the wave interaction with the structure will be far from linear.
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Energy cost

A crucial limitation is that the energy cost of actuating the turbine to give the desired

speeds is not included in the optimisation. This means that the optimisation of the linear

controller and the comparison between the baseline, linear and turbine efficiency controllers

is based on the converted energy rather than the net converted energy. If changing the

speed of the turbine requires a lot of energy, this could be a severe limitation. However, it

is also possible that holding the turbine at a fixed speed requires energy. This cost is not

included in the baseline time domain model. Such considerations are dependent on the

specific turbine and generator combination and as such were not included in this study.

The controller is assumed to act instantaneously which (especially with the importance

of phase for power output) could change the optimal controller settings. Non-instantaneous

control may require a reliance on prediction of the wave. This would change the controller’s

inputs, but also possibly the nature of the controller, making model predictive control

(MPC) more necessary.

Other aspects that were not included in the cost function were maximum and minimum

power spikes, which may need to be avoided so as to limit damage to the machine or

to avoid financial costs from the grid operator. Again, these considerations are highly

dependent on the particular project.

This model does not look at the effect of power smoothness. The eventual price for

energy will be likely to depend on the smoothness with which it is delivered to the grid.

Thus, a smooth power profile is likely to be of benefit. This was not taken into account

for these controllers, but could be incorporated in a more detailed model.

6.3.6 Further work on the controller

Energy cost

Including the energy cost, or an approximation to it would give a better understanding

of whether inclusion of control is good for net energy conversion. Energy cost clearly

depends on the specific turbine and generator combination, but testing control strategies

with assumptions about the limitations of different generator combinations would allow

designers to focus on the specifications which are of most importance for increasing energy

conversion, for example, the range of rotational speeds or the speed at which these may

be changed.
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Actuator delay

A crucial aspect is that the controller is assumed to act instantaneously. If this were not

the case, the optimised controller action would not remain the same. It would be very

interesting to see the nature of the change to the controller action for non-instantaneous

actuation.

Predictive and model-based control

In this study, no prediction of the future wave displacement, chamber pressure or flow

rate has been used to influence the turbine settings. Such prediction could lead to more

effective control, especially in the non-instantaneous control action case.

Although the controller clearly has feedback in the form of the system itself, direct

feedback about the current turbine speed has not been used. Incorporating this within the

controller or using a hierarchy of speed controller and speed actuation feedback controller

would be vital for non-instantaneous control, as mentioned in Section 1.4.4.

Findings from this discussion

The multi-column OWC model and the wave-to-wire time-domain model of the OWC-

WEC are a stage towards array modelling for multi-chamber OWC-WECs. The coupled

modes seen in the hydrodynamic study of Chapter 2 drive the necessity for a time do-

main model which can deal with an OWC-WEC which is sensitive to the incident wave

period. A force to displacement transfer function model is a simple way of capturing the

hydrodynamic behaviour of the OWC.

Equations for the thermodynamics and turbine can be incorporated to produce a wave-

to-mechanical power time-domain model of the OWC-WEC.

The linear controller tested here is optimised offline to give a reference for the turbine

parameters to follow. Turbine efficiency was found to have a very large effect on mechanical

power, so a turbine efficiency controller was also tested. In order to make the optimisation

and comparison process more appropriate, the energy cost and actuation delay of the

controller should be included.

Control for different sea states was seen to improve performance, but here no esti-

mations were made about the improvements that could be generated if the PTOs of the

various columns were to work together.
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Summary

• The velocity potential and time domain models give a good base from which to

investigate multi-column OWCs

• This should be extended to incorporate the effect of each PTO on its neighbours so

as to enable the investigation of multi-chamber OWC-WECs.

• The linear and nonlinear control testing showed that simple controllers can have a

large effect on the energy converted by the OWC-WEC

• The net energy converted should be investigated. This requires a turbine model

which can calculate the energy expenditure for speed change, and give a reasonable

prediction for the time over which such changes will occur.
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Chapter 7

Conclusions

For a breakwater-mounted, multi-column OWC-WEC, the influence of neighbouring columns

leads to coupled modes of motion. These linked displacements give an OWC within a

multi-column structure a particular sensitivity to the period and direction of incident

waves.

Very simple turbine speed controllers were found to have a significant influence on the

conversion of energy.

7.1 Summary of research undertaken

The hydrodynamics of a five-column, breakwater-mounted OWC was modelled using the

velocity potential method. A geometrically similar isolated OWC was also modelled, as

were a single column with breakwater, a single column with breakwater and deep side-walls

and three columns with breakwater.

A transfer function which maps incident wave force to the internal surface displacement

of the water column was used to model the isolated OWC and the central column of five

in the time domain. This force mapping can incorporate the force due to the pressure

difference of the chamber, thus the pressure force can be fed back to the hydrodynamic

system and therefore so can any changes due to turbine parameter control.

A time domain numerical model was developed of an OWC-WEC formed of five cham-

bers arranged as a breakwater. The central column had a turbine power take off (PTO)

and performance was tested in the wave climate of a shallow coastal region in South West

England. A linear controller and a turbine efficiency controller were tested for this column.
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7.2 Research findings

7.2.1 Hydrodynamics for multi-column structures

When extra OWCs are positioned next to an original OWC, the existence of the others

affects the movement of water within the original. The internal water surface displacement

for the original OWC is thus not simply the same as it was without neighbours. When

wave periods which are close together are considered, the behaviour for a multi-column

system is very different because coupled modes may be excited. This means that for an

individual column, the motion may be very large for one wave period, but very small for a

period only a little longer than this. A similar phenomenon is seen as the direction of the

wave changes, with coupled modes making each OWC sensitive to changes in direction.

7.2.2 Time domain modelling

An OWC such as that with five columns in a breakwater formation may be modelled

using a transfer function based on a system identification using force to displacement.

The incident force and the damping force generated by the pressure difference between

the chamber and the atmosphere may be combined as the input to the transfer function.

This enables any changes made to/by the turbine system to be fed back such that the

internal water surface displacement of the OWC is acted on by this force.

7.2.3 Control of OWCs

The average power converted in any sea state (or wave climate) can be significantly in-

creased when using a controller, although this is tempered by the amount of energy which

is required to achieve the changes in turbine parameters.

A linear control rule which was based on turbine speed with an offset and a term

proportional to absolute pressure difference, led to energy conversion of 32.4 kW in the

investigated sea state, in comparison to 24.7 kW for the fixed speed controller for the sea

state for which they were optimised. It achieved this by increasing the mass flow through

the turbine without significantly changing the chamber pressure.

A turbine efficiency controller was tested which ensured that the turbine was always

operated at its maximum efficiency. Because the turbine efficiency has such a large effect

on the overall mechanical power converted, this controller was found to lead to large

energy conversions. In the sea state for which the fixed speed, and the linear controller

134



coefficients were optimised, the turbine efficiency controller converted energy such that its

average power was 33.5 kW.

Extending these control choices over all sea states and using the Bideford Bay wave cli-

mate, the annual average power was estimated to be 36.3 kW for the fixed speed (632 rpm)

controller, 58.4 kW for the linear controller and 69.0 kW for the turbine efficiency con-

troller. Clearly the two controllers which were optimised for the small wave sea states

were outperformed by the turbine efficiency controller based on the converted energy cri-

terion.

7.3 Suggestions for further research

7.3.1 Further research for the time domain model

Incorporating the damping values estimated from the time domain modelling into the

velocity potential model would give a better indication of the behaviour of this multi-

column breakwater when acting as a WEC.

Investigating the effects of PTO, or damping values, for each chamber on its neighbours

requires a model in which this influence may be tracked. This could be done by breaking

down the motion by changing the damping of one chamber at a time. Use of PTOs on all of

the chambers is clearly crucial here. A model which uses system identification techniques

would be a good method for identifying these effects of neighbouring PTOs on each other.

A neural network model for example would be able to include the nonlinear effects of the

water motion.

Another area in which system identification techniques could be beneficial is in mod-

elling the effect of directional spread of the incident wave. A model in which the directional

properties were also included would be useful because the velocity potential modelling of

Chapter 2 suggests that systems with a breakwater back-board, and systems with multiple

chambers (and thus coupled modes) are particularly affected by the incident wave angle.

Therefore, any model that could include this would give a much more accurate picture of

the real-sea situation.

Using the same time-domain model, different turbines could be compared. For exam-

ple, an impulse turbine could be tested on the system, using similar mass flow and turbine

efficiency approaches.
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7.3.2 Further research for the controller

The OWC-WEC modelled in this thesis used neither a by-pass valve nor a shut-off valve.

Such a valve can have a large effect on the chamber pressure and thus on the overall re-

sponse and level of energy conversion. If valves were included in the model, their positions

could be changed to help to increase energy conversion. The valve positions could then be

incorporated into the nonlinear controller as extra variables. As well as the valve positions

leading to extra control rules, more complicated controller actions could be tested.

The inclusion of the energy cost of implementing the control action is needed to deter-

mine whether the controller is worth implementing. Calculation of this control energy cost

should come with a more detailed model of the turbine so that the cost of maintaining the

turbine speed is correctly accounted for. Any actuator which changes the speed or allows

changes in speed will not be able to act instantaneously, so an actuator delay function may

be included and a new optimisation run to find the types of controller which are effective.

If there is then the situation in which there is a model with PTOs which may interact,

then control over multiple units may be tested. This could include a master controller

which predicts the workings of each model, or tests different rule groups across all of the

OWCs. It could also use hierarchical control in which each OWC is given an objective by

a higher controller which aims to help the OWCs work together to increase total energy

conversion.

Concluding remarks

This thesis presents the methods by which certain steps on the road to multiple chamber

OWC control may be modelled and understood. It presents as likely the possibility of

using different units to different maximum powers in different sea states and directions. It

also shows that great increases in average output power may be achieved through turbine

speed control.

Clearly there is much to learn about the OWCs’ interaction with one another, especially

the interaction of their PTOs. This leaves open exciting possibilities in multiple column

control.
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Appendix A

Background data for wave-structure

interaction

This appendix has background data for the wave structure interaction including the extra

plots for the single column, deep-walled structure with breakwater and the three column

moon pool structure.

A.1 RAO and phase for the single moon pool, with breakwater

and deep walls

Figures A.1 and A.2 show the magnitude and phase response of the deep-walled moon

pool structure with breakwater.

A.2 RAO and phase for the three moon pool system

Shown in Figures A.3 to A.6 are the free water surface responses on which Figures 2.10

to 2.12 are based.
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(a) 17.49 second waves (b) 9.54 second waves

(c) 5.0 second waves

Figure A.1: The RAOs for a single, deep-walled moon pool in front of a breakwater with
waves incident head-on.

(a) 17.49 second waves (b) 9.54 second waves

(c) 5.0 second waves

Figure A.2: The phase responses for a single, deep-walled moon pool in front of a break-
water with waves incident head-on.
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(a) 12.34 second waves (b) 7.7 second waves

(c) 5.67 second waves

Figure A.3: RAOs for the free surface around three moon pools with a breakwater with
waves incident head-on.

(a) 12.34 second waves (b) 7.7 second waves

(c) 5.67 second waves

Figure A.4: Phase response for the free surface around three moon pools with a breakwater
with waves incident head-on.
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(a) 12.34 second waves (b) 7.7 second waves

(c) 5.67 second waves

Figure A.5: The RAOs for the free surface around three moon pools with a breakwater
with 30 ◦ angle incident waves

(a) 12.34 second waves (b) 7.7 second waves

(c) 5.67 second waves

Figure A.6: The phases for the free surface around three moon pools with a breakwater
with 30 ◦ angle incident waves
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(a) Magnitude (b) Phase

Figure A.7: Magnitude and phase for the RAO of the single moon pool with breakwater,
for waves of various incident angle

(a) Magnitude (b) Phase

Figure A.8: Magnitude and phase for the RAO of the single moon pool with deep walls
and breakwater, for waves of various incident angle

A.3 Aggregate motion results for additional structures

A.3.1 The single moon pool with breakwater

Figures A.7 and A.8 show the aggregated surface displacement for the single moon pool

with breakwater for shallow walls and deep wall respectively.

A.3.2 The three column moon pool with breakwater

Figures A.9 and A.10 show the aggregated surface displacement for the single moon pool

with breakwater for shallow walls and deep wall respectively.
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(a) Magnitude (b) Phase

Figure A.9: Magnitude and phase for the RAO of the three column moon pool with shallow
walls and breakwater, for waves of various incident angle

(a) Magnitude (b) Phase

Figure A.10: Magnitude and phase for the RAO of the three column moon pool with deep
walls and breakwater, for waves of various incident angle
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(a) Magnitude (b) Phase

Figure A.11: Magnitude and phase for the RAO of the five column moon pool with shallow
walls and breakwater, for waves of various incident angle

A.3.3 The five column moon pool with shallow walls and breakwater

Figure A.11 shows the aggregated surface displacement for the five column moon pool

with shallow walls and breakwater.
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Appendix B

Wave climate information

Table B.1 shows the joint occurrence data for the spectra at the Bideford Bay site using

the mean of the years 2009-2012.
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Table B.1: Joint occurrence of spectral seas determined by wave height and period at the Bideford Bay site
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Appendix C

The power performance of the

OWC-WEC

In this appendix, the performance matrix is given for the OWC-WEC using different

controllers.

C.1 Fixed speed control

Figure C.1 shows the average power output in kW for the OWC-WEC in various sea states

using the fixed speed controller with a speed of 632 rpm.

C.2 Linear control

Figure C.2 shows the average power output in kW for the OWC-WEC in various sea states

using the linear controller.

C.3 Nonlinear control

Figure C.3 shows the average power output in kW for the OWC-WEC in various sea states

using the turbine efficiency controller.
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Table C.1: Average mechanical power (in kW) in various sea states using fixed speed control

156



Table C.2: Average mechanical power (in kW) in various sea states using the linear controller
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Table C.3: Average mechanical power (in kW) in various sea states using the turbine efficiency controller controller
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