
This copy of the thesis has been supplied on condition that anyone who consults

it is understood to recognise that its copyright rests with its author and that no

quotation from the thesis and no information derived from it may be published

without the author’s prior consent.





Modelling Learning to Count in Humanoid Robots

by

Marek Ruciński
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Abstract

This thesis concerns the formulation of novel developmental robotics models of em-
bodied phenomena in number learning. Learning to count is believed to be of
paramount importance for the acquisition of the remarkable fluency with which hu-
mans are able to manipulate numbers and other abstract concepts derived from
them later in life. The ever-increasing amount of evidence for the embodied nature
of human mathematical thinking suggests that the investigation of numerical cog-
nition with the use of robotic cognitive models has a high potential of contributing
toward the better understanding of the involved mechanisms. This thesis focuses
on two particular groups of embodied effects tightly linked with learning to count.
The first considered phenomenon is the contribution of the counting gestures to the
counting accuracy of young children during the period of their acquisition of the
skill. The second phenomenon, which arises over a longer time scale, is the human
tendency to internally associate numbers with space that results, among others,
in the widely-studied snarc effect. The PhD research contributes to the know-
ledge in the subject by formulating novel neuro-robotic cognitive models of these
phenomena, and by employing these in two series of simulation experiments. In the
context of the counting gestures the simulations provide evidence for the importance
of learning the number words prior to learning to count, for the usefulness of the
proprioceptive information connected with gestures to improving counting accuracy,
and for the significance of the spatial correspondence between the indicative acts
and the objects being enumerated. In the context of the model of spatial-numerical
associations the simulations demonstrate for the first time that these may arise as
a consequence of the consistent spatial biases present when children are learning to
count. Finally, based on the experience gathered throughout both modelling ex-
periments, specific guidelines concerning future efforts in the application of robotic
modelling in mathematical cognition are formulated.
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Chapter 1

Introduction

1.1 Motivation

The ability to perceive and process quantities and amounts appears to be one of

the fundamental skills of animals (Dehaene, 1997). It is hard to argue with the

observation that being able to choose a bigger pile of food, a larger prey, a tree that

bears more fruit or a less densely populated area to inhabit, increases the chances

of the creature’s survival in the competitive natural environment. It is therefore not

surprising that throughout a century of study of animal quantitative skills, numerical

competence has been confirmed in a wide spectrum of species, at different levels of

the biological complexity (Brannon, 2005; Pepperberg, 2006).

The quantification skills of animals cannot however be compared with, let alone

match, those of humans. Developed and refined over the course of the last few

thousand years, mathematics is regarded as deep, essential and fundamental to hu-

man experience (Lakoff & Núñez, 2000). Based on symbol manipulation and formal

proofs, mathematics lies at the core of all other sciences. We use mathematical

equations to describe the laws governing the world around us — be they physical,

chemical, biological or sociological. In fact, being able to capture a phenomenon in

an equation is often considered equivalent to actually understanding it. As mathem-

atics can be put forward as a prime example of abstract thinking, it is not surprising
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that it has been receiving a lot of attention from scientists who study human be-

haviour, the nature and structure of thought, and the inner workings of the brain.

What makes it possible for the brain to construct the most fundamental abstract

concepts, such as sets and numbers? How are these acquired in the course of the

human cognitive development? How does the brain discover and formalise the rules

that govern these concepts? What enables these ideas to be extended toward con-

cepts that have so little connection with our material experience, such as negative

numbers or algebras? What perceptual and cognitive mechanisms are necessary to

achieve the required level of abstraction? Addressing these and many other related

questions has been the subject of research that has been put together under the

collective name mathematical cognition (Campbell, 2005).

The scientists who study mathematical cognition employ a broad range of means

to find the answers to the questions they tackle. The research in experimental psy-

chology provides both cross-sectional and longitudinal behavioural data about the

quantitative skills of animals and humans. Anthropologists study how mathemat-

ical concepts and notations have been changing along with the expansion of the

human civilisation, and together with the related aspects of human culture, such

as language. Cognitive scientists investigate the nature of mathematical thought.

Neuroscientists in turn, endeavour to pin down the neural circuitry that is involved

in the representation and processing of numbers. Finally, the models of human nu-

merical capabilities, formulated based on the data gathered by all the above, can

be subjected to both qualitative and quantitative analysis with the use of computa-

tional modelling (Zorzi, Stoianov & Umiltà, 2005).

There is however another, relatively recently proposed tool to study cognition,

which — to the best of my knowledge — up to this day has not yet been em-

ployed in the context of mathematical thought, namely developmental cognitive

robotics (Asada, MacDorman, Ishiguro & Kuniyoshi, 2001). Originally proposed as

a paradigm for the design of intelligent robots, it provides an appealing framework

for the implementation and assessment of cognitive models. The main reason for
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the attractiveness of the developmental cognitive robotics in the context of human

mathematical thought lies in the fact that there is a growing amount of evidence for

the highly embodied character of the latter (Lakoff & Núñez, 2000). Developmental

cognitive robotics elegantly supplements the ‘traditional’ computational modelling

methodology by taking into account an artificial model of the human body and, by

extension, of the environment in which the body exists. In line with the embod-

ied view of cognition, according to which the body and the learning environment

play an important role in the emergence of intelligence, it can be argued that ro-

botic modelling reduces the arbitrariness of the cognitive model, and increases its

plausibility.

1.2 Objectives, Scope, and Contribution

of the Thesis

In general terms, the main goal of the research described in this thesis is to apply

developmental cognitive robotics in advancing the state of the art of the knowledge

in certain areas of mathematical cognition. The focus is put on those aspects of

human mathematical thought which have strong relevance to the notion of embod-

iment, as this is the area where robotic modelling can be expected to be the most

advantageous. More specifically, I look at learning to count, which is a distinct mile-

stone in the human cognitive development, believed to be of profound importance

for the scaffolding of mathematical reasoning. According to one of the hypotheses,

through the acquisition of counting we link our pre-verbal and approximate quanti-

fication skills (available also to lower animals) with our precise symbol manipulation

capabilities (Le Corre & Carey, 2007). This enables us to employ the power of the

latter in the context of operations on quantities, giving birth to mathematics. Due

to its importance, learning to count has been receiving significant attention on the

part of the experimental psychologists and of the computational cognitive modelling

community for a considerable time now. Despite this, there are still many open ques-
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tions about the acquisition of counting which require further investigation. Present

work aims at answering the following four research questions:

Research Question 1. How does mastering the count list prior to learning to

count within the respective range of collection sizes affect the subsequent process of

learning to count?

Research Question 2. Can counting gestures, represented in the form of the values

of arm joint angles that change over time, contribute toward the improvement of

the counting accuracy?

Research Question 3. Is the spatial correspondence between the items being enu-

merated and the indicating act performed during counting an important character-

istic of the counting gestures?

Research Question 4. Can consistent spatial biases present in children’s learning

to count be a source of the spatial-numerical associations later in life?

In the search for the answers to these questions, this thesis looks at two embodied

phenomena connected with learning to count, which are associated with different

developmental time scales. The first one, connected primarily with the research

questions 2 and 3, is the contribution of the counting gestures to learning to count

(Graham, 1999). Ample experimental evidence shows, that during the critical period

of the development of the skill, the counting gestures, such as pointing to or touching

the items one by one as they are enumerated, play an important facilitating role.

This takes place over a relatively short period of no more than 4 years during infancy.

Although several hypotheses concerning the phenomenon exist, as of today the exact

mechanism of this contribution has not been established.

The second embodied effect connected with learning to count, considered herein

in relation to the research question 4, are so-called spatial-numerical associations

(Göbel, Shaki & Fischer, 2011). They are believed to emerge in the childhood and

continue to be present in the adulthood. In general terms, they are evident in

that humans tend to internally associate small numbers with the left side of space
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and large numbers with the right side of space. One of the most-widely studied

experimental manifestations of the spatial-numerical associations is the snarc effect

(Dehaene, Bossini & Giraux, 1993), a particular pattern found in the left- and right-

handed response times in timed execution of simple numerical task. The significance

of the investigation of the spatial-numerical associations is connected with the insight

it is hoped to provide into the nature of the representation and processing of numbers

and quantities by the brain. Their ontogeny — referred to in the research question 4

— is one of the questions about the spatial-numerical associations which still remain

to be answered, despite the intensive study they have been subject to since their

discovery.

As the result of this dual point of view on learning to count, the present thesis

comprises two sets of robotic simulation experiments. Although distinct and asso-

ciated with separate computational models, these experiments are unified by the

central role of the same developmental phenomenon (i.e. learning to count) in the

matter under investigation, and by the general framework of the model formulation

and realisation (i.e. developmental cognitive robotics).

In the light of the available past work in the considered areas, the original con-

tribution of the present PhD research can be summarised as follows:

� first extensive application of the developmental cognitive robotics methodology

in the context of mathematical cognition;

� formulation of a novel, developmental neuro-robotic model of learning to count,

aimed at the investigation of the contribution of the gestures to the acquisition

of the counting skill;

� validation of the model in terms of its ability to generalise to novel input

patterns;

� evidence found through the model simulations for the importance of the ac-

quisition of the count list prior to the commencement of learning to count

(research question 1);
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� evidence found through the model simulations for the usefulness of the proprio-

ceptive information conveyed by the counting gestures in the context of learn-

ing to count (research question 2);

� evidence found through the model simulations for the importance of the spa-

tial correspondence between the counting gestures and the enumerated items

(research question 3);

� formulation, based on the experience gathered throughout the implementa-

tion and simulation of the model, of specific guidelines for future research in

cognitive modelling of learning to count;

� extension of an antecedently published model of spatial-numerical associations

(Chen & Verguts, 2010) with richer representations of the relevant embodied

aspects of the human sensorimotor development, and formulation, as a res-

ult, of a neuro-robotic model which focuses on the ontogeny of the spatial-

numerical associations;

� validation of the model in terms of its ability to qualitatively reproduce a

range of behavioural effects encountered in the context of the spatial-numerical

associations, namely the number size effect, the numerical distance effect, the

snarc effect and the Posner-snarc effect;

� demonstration through the model simulations that the effects connected with

the spatial-numerical associations (such as the snarc effect) may emerge as

the result of the systematic spatial biases present when children learn to count

(research question 4). This is a prediction resulting from the proposed model,

which has found additional support in the experimental findings published in

parallel (Opfer, Thompson & Furlong, 2010).

� as a consequence of the above, validation of the model of Chen and Verguts

(2010) in terms of the plausibility of the assumptions made by its authors

regarding the ontogeny of the spatial-numerical associations;
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� formulation, based on the experience gathered throughout the implementation

and simulation of the model, of specific guidelines for future research in cognit-

ive modelling of spatial-numerical associations and their acquisition, including

a concept of an extended model argued to be able to account, for the first

time, for certain additional properties of the snarc effect.

1.3 Structure of the Thesis

This thesis is divided logically into three parts. Part I, consisting of three chapters,

introduces the appropriate background for the present study. Chapters 2 and 3

provide an overview of the relevant past research. Chapter 2 summarises what

is known about the elementary human numerical skills, focusing primarily on the

results of studies in experimental psychology. I introduce the most important find-

ings about the behavioural phenomena that are at the centre of interest in this

thesis, namely the ability to non-verbally process quantities, the ability to count,

and the spatial-numerical associations. At the same time, the evidence is provided

in support of the view that mathematical thinking in humans is, to a large extent,

embodied. This constitutes the primary argument for introducing herein develop-

mental cognitive robotics as an aid in its study. Chapter 3 establishes the context

for the modelling experiments presented in this thesis, by reviewing the past efforts

in the computational modelling of the aforementioned aspects of human numerical

capabilities. The importance of this is based on two reasons. First, my modelling

work builds on the already existing models, in the sense that past work is often

being referred to, for example when design decisions are explained. Second, having

a thorough review of the existing research at hand allows the novel contribution to

knowledge of my work to be clearly highlighted. Finally, chapter 4 introduces the

methodological aspects of the present neuro-robotics study. This starts with a brief

presentation of the embodied view of cognition and of the developmental cognitive

robotics paradigm. This chapter also deals with the issues related to the implement-
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ation of the models presented in this thesis. I describe the humanoid robot that is

used as the target platform for the experiments, discuss the artificial neural network

frameworks, on which the implementation of my cognitive models is based, and also

briefly review a particular experimental study, after which some of the simulations

conducted herein have been modelled.

The second and third part of this thesis present, respectively, two neuro-robotic

models of the embodied phenomena connected with learning to count. Both these

parts consists of two chapters. The first chapter in each part presents the model

itself, and the associated procedures connected with its training and evaluation. The

second chapter in each part describes the simulations conducted using the model and

their results. The model introduced in part II (chapters 5 and 6), aims to tackle

the research questions 1–3, and looks at the contribution of the counting gestures

to learning to count. The second model, which is the subject of part III of this

thesis (chapters 7 and 8), considers a more extended developmental time scale and

attempts to provide an answer to the research question 4. The thesis concludes with

chapter 9, in which the obtained results are summarised and discussed.
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Part I

Background
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Chapter 2

Numerical Knowledge in Humans

In this chapter the current knowledge about the fundamental human numerical

abilities is reviewed. Given that the range of topics in mathematical cognition is

extremely broad (see Campbell, 2005), the discussion presented here is necessar-

ily limited to focus only on those that are directly relevant to the present study.

Unfortunately, this implies that several exciting themes, such as the research on

quantification skills of animals or the anthropological findings about the number

notation systems used by humans throughout the centuries, had to be omitted al-

together.

This chapter starts (section 2.1) with an overview of the methods of investiga-

tion and of the basic findings about two principal numerical skills of humans — the

capability to non-verbally process numerosity, and an activity in which it is believed

to become linked with language, that is counting. This is followed by section 2.2

which presents the selected arguments that can be put forward in support of the

hypothesis that the origins of the human numerical knowledge are embodied. This

includes a discussion of the phenomena which are addressed by the four research

questions considered in this thesis: section 2.2.2 discusses what is known about the

contribution of the counting gestures to learning to count, while section 2.2.3 is an

overview of the findings connected with spatial-numerical associations. Finally, sec-

tion 2.3 provides in-depth information about the developmental trajectories of these

two phenomena. The decision to review the research on the ontogeny separately
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was motivated by its importance from the point of view of the developmental cog-

nitive robotics methodology (cf. section 4.2), the principal tool chosen to tackle the

research questions posed in this thesis.

2.1 Elementary Human Numerical Abilities

2.1.1 Non-verbal Magnitude Processing

Among the most fundamental numerical skills possessed by humans is the ability to

perceive and process the numerosity of a set conveyed non-verbally, that is directly

through its spatial or temporal characteristics. This skill has been shown to be

available to some of the animal species as well, it is widely accepted to reflect

our ability to represent mentally the magnitudes of numbers in an approximate,

‘analogue’ way, and is sometimes called ‘the number sense’ (Dehaene, 1997). It is

manifested for instance in the ability to estimate the size of a set or to tell which

of the two sets is larger, without counting. While numerosity estimation requires

the possession of a symbolic representation of numbers of some sort (e.g. number

words), the comparison does not; therefore, the latter is among the most ubiquitous

tasks in the cognitive study of non-verbal mathematical abilities both in humans

and in animals.

The magnitude processing by human adults is characterised by several robust

effects, that can be observed through the analysis of the response times (rt) or of

the error rates, and that provide insight into the nature of the number representation

in the brain. The numerical distance effect (Moyer & Landauer, 1967) is evident

in the increasing time required to compare two numerosities (or in the decreasing

accuracy of such a comparison) as their difference decreases. In other words, it is

more difficult to discriminate a display of 5 dots from that of 6 than from that

of 10. When the numerical distance between the numerosities is held constant,

the comparison performance decreases as the magnitudes of the numbers increase
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(e.g. one compares 1 against 2 faster than 8 against 9) This is usually called the

number size effect (Parkman, 1971; Moyer & Landauer, 1973). Furthermore, the

magnitudes of the compared numbers interact at the semantic level with the question

asked to the experiment participants. Banks, Fujii and Kayra-Stuart (1976) found

that, for symbolic numbers, subjects who are instructed to ‘choose smaller’ number

respond faster when comparing relatively small numbers (e.g. 2 versus 3), and

conversely, the subjects are faster to ‘choose larger’ number when the numbers

being compared are large (e.g. 7 and 8). This phenomenon is called the semantic

congruity effect. Finally, the snarc effect (Dehaene et al., 1993) found, among

others, in the comparison task, is related with the number-space congruency, and

refers to the fact that the answer ‘larger’ is given faster with a right-sided response

(e.g. with a press of a button located to the right) than with the left-sided one.

As the latter phenomenon is given a prominent attention in present work (in the

context of the research question 4), it is discussed in detail in section 2.2.3.

Despite the decades of research, the exact nature of the mechanisms on which

the human ability to process number magnitudes is founded is still the subject of

debate (see Noël, Rousselle & Mussolin, 2005, for review). The most fundamental,

and as of today still unresolved, question is whether humans are equipped with a

dedicated cortical machinery that enables them to process the information of strictly

numerical nature already at birth. Gallistel and Gelman, Wynn and Dehaene are

among the prominent researchers in the field that advocate such a view (Gallistel &

Gelman, 1992; Wynn, 1998; Dehaene, Dehaene-Lambertz & Cohen, 1998). There

are however scientists who point out that the behaviour observed in human infants

that is taken as the evidence of their innate numeracy may also result from the

general cognitive capacities that are not specifically numerical (Simon, 1997, 1999;

Uller, Carey, Huntley-Fenner & Klatt, 1999; Clearfield & Mix, 2001; Mix, Hutten-

locher & Levine, 2002). The perceptual systems that are most often put forward as

potentially providing the cognitive basis for the processing of numerical magnitude

are reviewed below.
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Feigenson, Dehaene and Spelke (2004) describe two ‘core systems of number’ on

which our numerical abilities could be based and for the existence of which there

is evidence already in infancy. What they refer to as the core system 1 deals with

the approximate representation of magnitude and is engaged in the imprecise pro-

cessing of large numbers (> 4). This system has two signature properties: the

Weber’s law, which states that the similarity of the representations of two quant-

ities is the function of their ratio; and the scalar variability, which states that the

representations become less and less precise with increasing magnitude. These two

properties are required for the system to be able to account for the numerical dis-

tance and the number size effects. The second system put forward by Feigenson et

al., the core system 2, is responsible for keeping track of small numbers of individual

objects (≤ 4), and, in contrast to the first system, is precise. The crucial difference

between these two systems is that in the case of the core system 2, the discrimina-

tion performance no longer depends on the ratio between the numerosities, but on

their absolute magnitude. The employment of such two systems in operations on

non-verbal magnitudes is consistent with the observation that in adults there is a

qualitative difference in enumeration performance for numerosities within the range

1–4 and those greater than 4. For the former, the speed and accuracy of enumer-

ation is very high, while for the latter the latencies and error rates climb sharply

(Mandler & Shebo, 1982; Trick & Pylyshyn, 1994). The ability to recognise the nu-

merosity of small sets immediately and accurately suggests a dedicated enumeration

process, which in the literature is referred to as subitising (Kaufman, Lord, Reese

& Volkmann, 1949). It has to be acknowledged however, that there are prominent

researchers who question its existence (Gallistel & Gelman, 2000; Cordes, Gelman,

Gallistel & Whalen, 2001).

In addition to the two core systems of number described above, Le Corre and

Carey (2007) propose a third preverbal representation in which human numerical

skills could be rooted, the set based quantification system. This system is closely

linked to language — more specifically, it is argued to provide the grounding for
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the quantifiers and the singular/plural distinction — and ‘explicitly distinguishes

the atoms, or individuals, in a domain of discourse from all the sets that can be

comprised of them’ (Le Corre & Carey, 2007, p. 398). This system is hypothesised

to be available to both non-linguistic primates and preverbal infants.

Finally, there are researchers who argue that ‘numerical’ abilities (at least those

of infants) can be explained without resorting to systems which are inherently nu-

merical in nature, as is the analogue magnitude representation system (core system

1 in the nomenclature used by Feigenson et al., 2004). Instead, they postulate that

the infant ‘quantification’ skills are based on non-numerical perceptual cues that

naturally co-vary with number, such as volume, area, or length for visual stimuli,

and frequency, total duration, or acoustic power for auditory stimuli (Clearfield &

Mix, 2001; Mix et al., 2002). This argument is plausible in light of the fact that it is

not easy to design stimuli in which some continuous perceptual variables would not

change together with the numerosity of the set (Mix et al., 2002). This observation

has important implications for the possibility of misinterpretation of the results in

studies that employ such stimuli. For example, it has been demonstrated that careful

control of the perceptual variables causes the children to fail on tasks like compar-

ison of 1 against 2, which should be easy for them, should they possess the abilities

of purely numerical nature as it is often presumed (Clearfield & Mix, 1999; Lipton &

Spelke, 2004). Furthermore, the continuous nature of the non-numerical perceptual

variables in question provides a natural explanation for the observed number size

and numerical distance effects. In 2005, Noël et al. admitted that at that time there

still was ‘a lack of strong empirical evidences to rule out the perceptual account [for

the infant quantification skills]’ (Noël et al., 2005, p. 184).

Irrespective of the actual nature of the processes involved, it is quite clear that

humans are able to process numerosity before receiving any kind of formal edu-

cation in mathematics, and even before they start to learn to count (a detailed

discussion of the developmental trajectory is presented in section 2.3.1). In the light

of this, learning to count can be viewed as a process of grounding the meaning of

19



the symbolic codes for numbers (number words, followed by e.g. Arabic notation)

in the more primitive, non-verbal representations (Le Corre & Carey, 2007). There

is a considerable amount of evidence that such a mapping indeed eventually takes

place (Dehaene, 1997; Cordes & Gelman, 2005). Notably, the processing of numbers

conveyed in the symbolic form is characterised by the same effects that are found

with non-symbolic stimuli, such as the numerical distance and number size effects

(see for instance Moyer & Landauer, 1967; Duncan & McFarland, 1980; Schwarz &

Stein, 1998; Whalen, Gallistel & Gelman, 1999; Verguts & van Opstal, 2005; Izard

& Dehaene, 2008). This suggests that the same underlying representation is used in

both cases. Therefore, the study of the ability to count is of paramount importance

for the investigation of the human numerical abilities.

2.1.2 Counting

Counting is a process in which the cardinality of a set is determined by shifting the

attention from one item of the set to another in some order, establishing at the same

time a bijection between the items of the set and the sequence of number words at

one’s disposal, and retrieving the final result as the number word assigned to the

last item (Beckwith & Restle, 1966). In contrast to what can be achieved using the

non-verbal quantification abilities that are at humans’ disposal (cf. section 2.1.1),

the result of a correctly executed counting procedure is always exact. This comes

however at the cost of the response time increasing proportionally to the size of

the set. As implied by the definition of the counting process given above, correct

counting requires having a stable count list, an ability to navigate the set in such a

way that all its items are visited exactly once, and, finally, being able to coordinate

the articulation of the former with the latter. Since counting is considered one of

the fundamental numerical skills and is believed to play a key role in the acquisition

of the number concept, it is not surprising that it has been drawing the attention of

psychologists for a long time (Piaget, 1952).

Several attempts to decompose the process of counting have been made in order
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to aid its study from the point of view of cognition. Already quoted Beckwith and

Restle (1966) distinguished three elements of counting: ‘chanting the numerals’,

‘shifting the indicator response’, and ‘grouping objects into those already counted

and those still ahead’ (Beckwith & Restle, 1966, p. 437). Somewhat later, Schaeffer,

Eggleston and Scott (1974) proposed that the development of the human number

knowledge can be seen as a ‘hierarchic integration of six skills’, the first two of which

were ‘the counting procedure [. . .] defined as the consistent coordination of ordered

number names and counted objects’ and ‘the cardinality rule [which] states that

the last number named during counting denotes the number of objects in an array’

(Schaeffer et al., 1974, p. 358). A more detailed decomposition, which over the years

proved itself useful in the study of the development of the counting skill in children

and is widely accepted as the classical standard by the researchers in the field, has

been proposed by Gelman and Gallistel (1978). Based on the observation that the

number words could be viewed just as arbitrary tags, the five counting principles of

Gelman and Gallistel are formulated as follows:

The one-one principle

each object in the counted set must be tagged with a unique tag;

The stable ordering principle

the tags must be drawn from a stably-ordered list;

The cardinality principle

the last tag used indicates the cardinality of the counted set;

The order-irrelevance principle

the order in which the items are tagged is irrelevant;

The item-kind irrelevance principle

any items can be collected together for counting.

Looking at the counting skill from such a fine-grained perspective allows for a more

precise analysis of its development. For example, a child might adhere to the count-

ing principles but using an incorrect, although stable, sequence of number words.
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Dismissing such counting as altogether incorrect could obscure the real picture of

the child’s competence. This illustrates that rather than looking at the acquisition

of counting holistically, more insight may be gained by attempting to observe the

onset of the child’s understanding of the particular counting principles.

An integral part of counting is what Beckwith and Restle (1966) call ‘shifting

the indicator response’, and what during the years when the children learn to count

takes the form of touching or pointing gestures. Such gestures are spontaneous,

present across the cultures and it is well documented that they improve the counting

accuracy throughout the period when the children acquire the skill (see Graham,

1999, for review). Since the role of the pointing gestures in learning to count is

another important theme in the present study (cf. research questions 2 and 3), it is

discussed in detail in a devoted section (2.2.2).

Assessing the children’s counting competence is not easy, as the experimental

design and the task instructions may affect the obtained results. Furthermore, the

children’s behaviour may be ambiguous and different researchers may interpret it

differently (Cordes & Gelman, 2005; Le Corre, Van de Walle, Brannon & Carey,

2006). One of the most commonly used tasks in the behavioural study of counting is

the How Many? task (often abbreviated hm, Gelman & Tucker, 1975). In this task,

the experimenter confronts the child with a set of objects and asks a question like

‘How many elephants?’. Multiple parameters of the task may be varied, such as the

nature of the objects (e.g. actual objects versus their pictures, static versus temporal

and visual versus auditory stimuli), homogeneity of the set, or the specificity of the

instructions which may explicitly encourage counting or not. A particular variant

of this task is the What’s on This Card? task (woc), introduced by Gelman (1993)

in order to reduce the performance demands and minimise the possibility that the

children may misunderstand the task instructions due to their language limitations

(Cordes & Gelman, 2005). This task uses cards with stickers and always starts

with the presentation of a card containing one sticker. The question asked by the

experimenter (‘What’s on this card?’) prompts the child to name the object on the
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card (e.g. ‘a bee’). This is followed by the experimenter saying ‘That’s right, it’s

one bee’ in an attempt to help the child understand that the task is to report the

number rather than to label.

Since the children’s accuracy in a task can be affected by its performance de-

mands, it may be argued that the failures in applying the counting principles do not

prove the lack of their understanding. In order to alleviate this problem, instead of

asking the children to count, one can ask them to watch and assess the correctness

of counting performed by someone else, usually a puppet controlled by the experi-

menter (Gelman & Meck, 1983; Gelman, Meck & Merkin, 1986). A big advantage of

this approach is the fine degree to which the children’s sensitivity to the violation of

the particular counting principles can be tested by an appropriate orchestration of

the puppet’s counting. Possible variations include here the controlled commitment

of various types of counting errors as well as employing the counting strategies which

are unconventional but correct, like starting to count in the middle of a row.

Quite early on it has been recognised however that being able to execute the

counting procedure correctly does not necessarily imply that one understands fully

its meaning in the sense of being able to employ counting as a tool to solve a task

for which it is required (Schaeffer et al., 1974). In order to study this issue in more

detail, additional experimental paradigms have been developed. In the Point-to-X

task (p2x, Wynn, 1992b), two cards with different numbers of stickers are shown to

the children. They are then asked to indicate the card containing the given number

of objects (e.g. ‘Can you show me the four balloons?’). Pairing a card containing one

item with a card with N items allows one to test whether the child understands that

the number word for N refers to a numerosity. In turn, a card with N objects may

be paired with the one with N ±1 objects in order to assess if the child understands

which numerosity the word refers to exactly. Another task, Give a Number (gn,

Wynn, 1990) consists of asking the child to give the experimenter a specific number

of items from a large pile at their disposal. It has proved itself to be among the

hardest counting tasks, and the fact that children who succeed in the simpler hm
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task may very well fail in the gn task is well documented (see for instance Cordes

& Gelman, 2005; Le Corre et al., 2006).

At this point it should be evident that the assessment of the counting skills of an

individual in not trivial. Many experimental paradigms exist, and up to now there is

no consensus among the respected researchers in the field regarding the adequacy of

the specific tasks to address particular scientific questions (Cordes & Gelman, 2005).

Finding the definitive answers to the outstanding issues will therefore require further

work on the part of the experimental psychologists in terms of new robust experiment

designs and consistent data analysis procedures. The evidence available at the time

of writing which I review in this chapter indicates that the more plausible hypothesis

is that the knowledge of the principles governing counting is not innate (in contrast

to what has been advertised for many years by Gelman and affiliated researchers) but

that the understanding of these principles is acquired through learning to count and

thus emerges from the interactions between the structure of the symbolic number

representation (the counting list) and the properties of the non-verbal numerical

capabilities (which are either acquired earlier or innate) as a result of a link being

established between the two (Le Corre & Carey, 2007).

2.2 Embodied Facets of Human Number Know-

ledge

Having provided the elementary background information about the two aspects of

the human numerical knowledge that the present study focuses on — non-verbal

processing of the number magnitude and counting — I now discuss the selected

lines of evidence that human mathematical thinking is embodied, in other words

that it has its roots in our everyday interactions with the world around us. At first,

the argument that the most abstract concepts that human mind has conceived — the

mathematics — is tightly connected with down-to-earth ‘material’ activities, may

seem counterintuitive. This is a consequence of the still widely prevailing Platonic

24



view of mathematics, according to which this domain of science is transcendent

and conveys ultimate truths about the universe. The growing body of research

on the cognitive science of mathematical thinking suggests however that this view

needs to be revised. It seems that rather than assuming, like Maximillian Cohen, the

protagonist of the memorable Darren Aronofsky’s 1998 movie Pi, that ‘mathematics

is the language of nature’, it may be more appropriate to refer to it as the ‘language

in which we [. . .] try to read it’ (Dehaene, 1997, p. 252).

From the point of view of this thesis it is important to demonstrate that the hu-

man numerical skills have embodied origins, because it is one of the main arguments

in support of my attempt to tackle the research questions posed in the introduction

with the aid of the developmental cognitive robotics (see chapter 4). In the present

section, three examples of the embodied contribution to mathematical thinking are

discussed. First, I briefly review the embodied bases for arithmetic proposed by

Lakoff and Núñez (2000). Second, I discuss the research which focuses on the ways

our hands are involved in counting. Finally, I delve into the evidence that in the

human mind the representation of numbers is tightly linked with the representation

of space.

2.2.1 The Origins of Mathematical Ideas

The embodied aspects of the human mathematical ideas are the central theme of an

influential book written by Lakoff and Núñez (2000). Therein the authors explore

how fundamental mathematical concepts like arithmetic, sets, logic, abstract algebra

and infinity could be grounded in the every-day sensorimotor experiences.

The approach of Lakoff and Núñez to the analysis of the mathematical ideas

from the point of view of embodied cognition is based on three theoretical concepts.

The image schemas are the basic conceptual primitives that can express ideas (e.g.

such as spatial relations) and appear to be universal across cultures. The conceptual

metaphors reflect the mechanism of understanding abstract concepts in terms of

more concrete ones via metaphor. Finally, conceptual blending entails forming com-
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plex metaphors by putting together simpler ones across the conceptual domains.

In order to show the way in which the properties of arithmetic may come from the

sensorimotor experience, Lakoff and Núñez put forward four conceptual metaphors,

which they call the 4Gs. Arguably, these ‘allow human beings [. . .] to extend

arithmetic beyond the small amount that we are born with, while preserving the

basic properties of innate arithmetic’ (Lakoff & Núñez, 2000, p. 77). The 4Gs are:

Arithmetic Is Object Collection, Arithmetic Is Object Construction, The Measuring

Stick Metaphor and Arithmetic Is Motion Along a Path. As an example, the first

metaphor is briefly described below.

Lakoff and Núñez define the conceptual metaphors by specifying a mapping of

certain elements of one domain (the source domain) to another (the target domain)

Arithmetic Is Object Collection metaphor is stated as (Lakoff & Núñez, 2000, p.

55):

� Collections of objects of the same size → Numbers

� The size of the collection → The size of the number

� Bigger → Greater

� Smaller → Less

� The smallest collection → The unit (One)

� Putting collections together → Addition

� Taking a smaller collection from a larger collection → Subtraction

The evidence for this metaphor can be found in the language, for instance a state-

ment ‘Two is smaller than four’ refers to the physical size of numbers, which are not

physical objects and thus do not, literally, have a size. More importantly however,

Lakoff and Núñez demonstrate the entailments of the Arithmetic Is Object Collec-

tion metaphor, showing that the laws governing our interactions with collections of

objects correspond exactly to the laws of arithmetic, such as the stability of results,
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inverse operations, closure, commutativity, associativity, symmetry, transitivity, etc.

(Lakoff & Núñez, 2000, pp. 57–59). For example, for two object collections A and

B, either A is bigger than B or B is bigger than A or A and B are of the same

size. Similarly, two numbers A and B follow the law of trichotomy. Finally, the

theory of Lakoff and Núñez predicts that multiplication and division are cognitively

more complex than addition and subtraction, because, in contrast to the latter, de-

fining the former requires referring to both collections and numbers themselves, for

example expressing multiplication as performing certain operations on collections a

specific number of times. Therefore, Arithmetic Is Object Collection metaphor is

an an example of conceptual blending.

Each of the three remaining 4Gs facilitates extending the arithmetic concepts

with novel elements. For example, Arithmetic is Object Construction enables con-

ceptualisation of simple fractions. The Measuring Stick Metaphor allows forming a

concept of rational number. Finally, Arithmetic is Motion Along a Path provides

natural extension for concepts of zero and negative numbers. Lakoff and Núñez

argue that taken together, these four metaphors can explain all the most important

laws of arithmetic, based solely on the ordinary interactions of humans with their

environment.

Although Lakoff and Núñez delve much deeper into the investigation of the

embodied aspects of mathematics than presenting the 4Gs, a thorough review of

their book would unfortunately be much beyond the scope of this work. Already at

this point it should be evident that despite the abstract appeal the mathematical

concepts have, they may in fact be tightly grounded in very ‘material’ sensorimotor

knowledge.

2.2.2 The Involvement of Hands in Counting

It is well established that pointing to, touching, or moving items during counting

is an integral part of the development of children’s number knowledge (Graham,

1999). Children use such gestures spontaneously and several independent studies
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have confirmed that this facilitates the counting accuracy (Schaeffer et al., 1974;

Gelman, 1980; Saxe & Kaplan, 1981; Gelman & Meck, 1983; Fuson, 1988; Graham,

1999; Alibali & DiRusso, 1999; Carlson, Avraamides, Cary & Strasberg, 2007). Ac-

cording to Schaeffer et al. (1974), preventing the children from pointing severely

disrupts their counting: in such case a child most often either emits an indefinite

stream of numbers or does not count at all. The studies by Gelman (1980) and

Gelman and Meck (1983) provide further evidence for the importance of the actual

physical contact with the counted items. The children in these studies experienced

more difficulties after the objects being counted have been put behind a transparent

cover, which allowed them to point to the objects but not to touch them. Alibali

and DiRusso (1999) in turn addressed the issue of active and passive gestures. The

former refers to the pointing performed by the child itself and the latter to the point-

ing performed by somebody else, for example an experimenter-controlled puppet.

As it turns out, both active and passive gestures significantly improve the children’s

counting accuracy over the situation in which the gesture is prevented. The count-

ing competence in children develops over a significant period of time (see section

2.3.2), and accordingly, the contribution of the counting gestures has a clearly de-

velopmental character. This conclusion is supported for example by the results of

Saxe and Kaplan (1981) who showed that 4-year-old children significantly benefit

from pointing, in contrast to 2- and 6-years-olds.

Following the ample experimental evidence for the supportive role of the counting

gestures in learning to count, a number of hypotheses concerning the specific nature

of this contribution have been put forward in the literature. Among these, three

main themes can be distinguished.

The first group of hypotheses views gesturing as a way to overcome the limitations

in the available cognitive resources. For instance, it can be argued that the gestures

may ‘externalise’ some of the contents of the working memory. According to one of

the earliest proposals, pointing while counting is a way to keep track of the counted

items (Schaeffer et al., 1974). In order to adhere to the one-one principle (Gelman &
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Gallistel, 1978, see section 2.1.2), one has to separate the objects that have already

been counted from those that still remain to be counted, otherwise some items may

be counted more than once while others may be omitted. A hand pointing toward

an object can fulfil the role if an ‘external memory register’, identifying the current

object being counted, and, indirectly, all the objects counted so far. This is especially

plausible when the counted set is arranged in a way that can be followed by a smooth

hand trajectory (such as a single row) and is consistent with the observation that the

children find certain arrangements of items easier to count than others (Beckwith &

Restle, 1966). The study by Alibali and DiRusso (1999) provides however evidence

that keeping track is not the only function of the counting gestures. Should that be

the case, the children would count most accurately in the passive gesture condition,

that is when they follow a flawless pointing performed by somebody else. The results

of Alibali and DiRusso did not confirm this prediction — they found no statistical

difference between the active and passive gestures in terms of counting accuracy.

The second category of the hypotheses focuses on the possible coordinative role

the counting gestures may play in synchronising the production of the number words

and matching them with each counted item so that the one-one counting principle is

preserved. As pointed out by Fuson (1988), counting gestures combine in a natural

way two correspondences: a correspondence in space (between the gesture and the

objects), and a correspondence in time (between the gesture and the recited number

words). This enables the gesture to perform the role of a ‘cognitive hub’ between

the recitation of the number words (characterised only by the temporal aspect) and

the objects being counted (characterised only by the spatial aspect). The evidence

in favour of this proposal was found by Alibali and DiRusso (1999) in the patterns of

the counting errors made by the children in the active and passive gesture conditions.

The children in the study committed less coordination errors when they gestured

themselves than when the pointing was done by somebody else, suggesting that the

active gestures help the children to coordinate the reciting of the number words

with assigning them to the objects being counted. A related issue is the observation
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that the rhythmical nature of the counting gestures may help the children to better

control the shifts of attention and facilitate the correct segmentation of the counting

task. In turn, this would help to treat the counted items as separate entities and

therefore highlight more prominently the correspondence between the items and the

number words. This proposal is consistent with the fact that touching the objects is

more effective than merely pointing to them (interestingly, also in the passive gesture

condition), as the former is a less ambiguous indication (see Alibali & DiRusso, 1999,

p. 52).

Finally, the social aspect of gestures should not be neglected. Pointing in par-

ticular is an example of a gesture that plays important communicative roles very

early in the development (Behne, Liszkowski, Carpenter & Tomasello, 2012). Sev-

eral studies could be named that looked at the gestures from the perspective of

social learning in various contexts (see Graham, 1999, pp. 352–353). For in-

stance, the lack of correspondence between the children’s gestures and speech can be

taken as an indication that their understanding of a matter undergoes change and

therefore that they are ready to learn and would benefit from additional instruc-

tions (Breckinridge Church & Goldin-Meadow, 1986; Perry, Breckinridge Church &

Goldin-Meadow, 1988; Goldin-Meadow, Nusbaum, Garber & Breckinridge Church,

1993). Such gesture-speech mismatches can be directly observed by the tutor,

providing the latter with the feedback about the child’s learning progress (Goldin-

Meadow, Wein & Chang, 1992; Goldin-Meadow, Alibali & Breckinridge Church,

1993). The plausibility of this proposal is reinforced by the studies that show that

the adults indeed understand the information conveyed by the children’s gestures

and that they subsequently use them to adapt the provided instructions (Goldin-

Meadow et al., 1992; Perry, Woolley & Ifcher, 1995).

While there is no doubt that the counting gestures allow the children to improve

their counting accuracy, as of today the exact mechanism of this contribution has not

yet been pinned down, as demonstrated by the variety of the hypotheses presented

above. Importantly, two of the four research questions posed in section 1.2 are
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directly related to these considerations. By answering the research question 2, I aim

to contribute toward the better understanding of the nature of the phenomenon in

general. Research question 3 is in turn linked directly with the second group of

the hypotheses presented above, as it focuses on the observations about the spatial

correspondence between the gestures and the counted items.

Another motor activity that is omnipresent during the development of the math-

ematical skills in humans across virtually all geographic areas and cultures is finger

counting (Fuson, 1988; Dehaene, 1997; Butterworth, 2000). Children around 4 or

5 years of age commonly use strategies involving fingers (such as counting of raised

fingers or recognition of the hand configuration) in solving simple arithmetic tasks

(Bisanz, Sherman, Rasmussen & Ho, 2005; Siegler & Shrager, 1984). In adults, there

is evidence for the involvement of the cortical circuits responsible for finger motor

control in numerical processing (see Andres, Seron & Olivier, 2007). Brain imaging

studies report an overlap between the areas involved in number processing tasks

and in finger movements (Kaufmann et al., 2008), and numerical deficits are often

observed together with finger agnosia (Roux, Boetto, Sacko, Chollet & Trémoulet,

2003). These and related findings suggest that finger counting is a prominent ex-

ample of grounded and embodied cognition, where the construction of abstract in-

ternal representations is tightly related to motor actions (Fischer & Brugger, 2011).

2.2.3 The Association of Numbers and Space

Considering the very abstract character of the number concept and the very material

aspect of space, it may seem unlikely that these two domains could be associated in

the human brain. Nevertheless, the reports providing the evidence of the existence of

such a connection can be traced back to as early as the works of the British polymath

Francis Galton. In his works published in the 1880’s (Galton, 1880a, 1880b, 1881),

he describes ‘persons who invariably think of numerals in visual imagery’, that

is who perceive numbers as arranged along spatial layouts. Galton reported that

this peculiarity ‘originates at an early age’ (Galton, 1881, p. 92) and ‘consists
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in the sudden and automatic appearance of a vivid and invariable “Form” in the

mental field of view, whenever a numeral is thought of, and in which each numeral

has its own definite place’ (Galton, 1881, p. 88). Although the early reports of

this phenomenon were based solely on introspection, the numerous inter-subject

consistencies supported their authenticity (Seron, Pesenti, Noël & Deloche, 1992).

The phenomenon is now recognised to be the number-space synæsthesia (see Kadosh

& Gertner, 2011, for a review) and its study is believed to provide useful insight

into the nature of the representation of numbers by the brain (Seron et al., 1992).

Although number-space synæsthesia affects only a fraction of the human population

(Kadosh and Gertner provide the estimate of 20%), it is not the only finding that

suggests that the we link numbers and space.

The additional evidence for the interactions between numbers and space comes

from the timed experiments with simple numerical tasks. Dehaene, Dupoux and

Mehler (1990) used the magnitude comparison task in order to investigate whether

the human subjects compare multi-digit numbers digit-by-digit or by first converting

the number to a magnitude representation. In their study, the participants compared

the numbers shown on a screen against the fixed standard of 55. To indicate if the

number was smaller or larger, the subjects pressed one of the two buttons, either

with their left or right hand. The response was to be given as fast as possible but

also with as few errors as possible. One of the findings reported by Dehaene et al. is

that the subjects who gave the ‘larger’ response with their right hand and ‘smaller’

with their left hand were significantly faster than subjects who used the reversed

response mapping (‘larger’ with the left hand, ‘smaller’ with right).

This discovery was further explored by Dehaene, Bossini and Giraux (1993).

Here the parity judgement task was used, where the subjects have to press one of

the two buttons with their left or right hand, depending on the number parity. Nine

experiments were conducted in total, looking at the relations between the parity

and the magnitude information. The intriguing results from the previous paper

were reproduced. Despite the fact that the magnitude information is not relevant in
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the parity task, a robust interaction between the side of the response and the num-

ber magnitude was found: left-handed responses of the subjects were faster than

their right-handed responses for small numbers, and the converse was true for large

numbers. Dehaene et al. called the phenomenon the snarc effect (what stands for

Spatial-Numerical Association of Response Codes). Since the publication of the sem-

inal paper by Dehaene et al., the effect has been reproduced by several independent

research labs (see Wood, Willmes, Nuerk & Fischer, 2008) and is believed to be a

manifestation of an intimate connection between the numerical and spatial domains

in the brain (for extensive reviews see Fias & Fischer, 2005; Dehaene & Brannon,

2011). In the year marking the 20th anniversary of its discovery, the snarc effect

is central to the modelling experiments presented in chapters 7 and 8 of this thesis,

and therefore it is more than appropriate to review the most important facts about

this phenomenon.

Although the snarc effect is still not understood completely, through the years

of research several interesting characteristics of this effect have been established.

For instance, it is evident that the snarc effect depends on the task context. The

numbers 4 and 5 can be classified as ‘large’, and thus yield a faster right hand

response, if the range of numbers used in the task is 0–5. The same numbers will be

considered ‘small’, resulting in a faster response with the left hand, if the range used

in the task is 4–9 (Dehaene et al., 1993; Fias, Brysbaert, Geypens & d’Ydewalle,

1996). The flexibility of the snarc effect extends also to the orientation of the

number-space mapping. Among the subjects originating from the ‘western’ cultures,

the most commonly found variant of the effect is the one in which the small numbers

are associated with the left side of space and the large numbers with the right side of

space (Dehaene et al., 1993; Zebian, 2005; Shaki, Fischer & Petrusic, 2009). In other

cultures however, the reverse effect — in which the small numbers are associated with

the right side — can be found (Zebian, 2005; Shaki et al., 2009). Furthermore, it is

possible to manipulate the participant’s momentary numbers-space mapping. One

way to achieve this is via explicit task instructions — for instance, asking the subject
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to imagine an analogue clock face while performing the task leads to obtaining an

adequately modified effect, with faster right-hand responses for the numbers smaller

than 6, which are located on the right side of the clock face (Bächtold, Baumüller &

Brugger, 1998). In a similar vein, Shaki and Gevers (2011) were able to obtain the

opposite number-space association by asking the subjects to differently interpret the

same set of symbols, which in their language (Hebrew) can function both as numbers

(used left-to-right) and letters (read right-to-left). The snarc effect is susceptible

to even more subtle manipulations. Notebaert, Gevers, Verguts and Fias (2006)

demonstrated a temporary reversal of the effect by the means of the inducer task

paradigm. Shaki and Fischer (2008) showed that in bilingual subjects familiar with

both left-to-right and right-to-left reading directions, reading a paragraph in either

language affects the subsequent snarc effect. In a later study by Fischer, Shaki and

Cruise (2009), for the same type of subjects a similar modulation of the effect was

obtained without prior priming, solely in response to a number word being presented

in one of the two languages. In yet another experiment, Fischer, Mills and Shaki

(2010) affected the number-space association of the subjects by varying the bias of

the horizontal placement of numbers in a text. Finally, in addition to the association

along the horizontal axis, the vertical variant of the effect can be obtained as well

(Schwarz & Keus, 2004; Ito & Hatta, 2004; Gevers, Lammertyn, Notebaert, Verguts

& Fias, 2006; Hung, Hung, Tzeng & Wu, 2008), in which, usually, small numbers

are associated with bottom, and the large numbers with top.

The snarc effect can be evoked not only by one-digit Arabic numbers, which are

the most commonly used stimuli in its context. Studies can be found which report

the effect for multi-digit numbers (Dehaene et al., 1990; Brysbaert, 1995) as well

as the number words (Fias, 2001; Nuerk, Iversen & Willmes, 2004; Fischer et al.,

2009). Despite the failure to obtain the snarc effect for letters by Dehaene et al.

(1993), later research showed that snarc-like effects can be obtained also for non-

numerical stimuli. This includes not only the series which are inherently ordinal,

like letters, days of the week, months (Gevers, Reynvoet & Fias, 2003, 2004), or
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extensively trained sequences of arbitrary symbols (van Opstal, Fias, Peigneux &

Verguts, 2009), but also some not obviously ordinal ones, for instance certain musical

features (Rusconi, Kwan, Giordano, Umiltà & Butterworth, 2006; Lidji, Kolinsky,

Lochy & Morais, 2007), face expressions (Holmes & Lourenco, 2011) and fruits and

vegetables (van Dijck & Fias, 2011).

The snarc effect is not affected by the subject’s handedness (Dehaene et al.,

1993) and seems to be connected with the relative position of the response, rather

than with the response hand. The evidence for the latter comes from the crossed-

hands condition in the experiments of Dehaene et al. (1993), the studies which used

pointing with one hand as the means to provide the response (Fischer, 2003; Ishihara

et al., 2006), and those which avoided using the hands as task effectors altogether

(Fischer, Warlop, Hill & Fias, 2004; Schwarz & Keus, 2004).

A slightly different variant of the snarc effect has been discovered by Fischer,

Castel, Dodd and Pratt (2003). Their experiments utilised the attention cuing

paradigm (Posner, 1980). The task of the subjects was to detect a visual target

that appeared either in the left or right side of their visual field. The subjects had

to press a single button as soon as they have detected the target, therefore the

response was not spatially coded. Fischer et al. found that presenting a number at

fixation causes an involuntary shift of attention toward either left or right side of

the visual field in the subsequent trial, which was evident in the detection times.

More precisely, when a small number was shown before the target, the subjects were

faster to detect the target on the left than on the right, and the converse was true

for large numbers. Importantly, this happened despite the fact that the numbers did

not statistically predict the locations of the targets and that the subjects were made

aware of this fact beforehand. The effect is robust and similar to the classical snarc

effect in terms of flexibility — in later research it has been demonstrated that it is

possible to evoke the alternative number-space mappings via the task instructions,

including reversed and vertical (Galfano, Rusconi & Umiltà, 2006; Ristic, Wright &

Kingstone, 2006). In order to distinguish it from the ‘canonical’ snarc effect, the
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effect discovered by Fischer et al. is sometimes called the Posner-snarc effect (Chen

& Verguts, 2010), in reference to the inventor of the attention cuing paradigm.

Another line of evidence for the existence of a link between numbers and space

in the brain comes from experiments with patients who suffer from brain damage

which results in hemispatial neglect. Such patients, usually having experienced right

parietal lesions, exhibit an impairment of attention toward the stimuli occurring on

their left side. Zorzi, Priftis and Umiltà (2002) examined such patients using the

physical line bisection task and the mental number line bisection task. In the former,

the subjects are asked to point to the middle of a line. In the latter, they are required

to estimate the middle of a numerical interval. Zorzi et al. showed that in the

physical line bisection task the answers of the patients affected by the hemispatial

neglect are biased toward right, consistent with their indifference to the left side of

space. In addition however, it was also discovered that a similar pattern is found

in the mental number line bisection task — the patients tended to overestimate

the middle of the numerical interval, for example responding that the number lying

in the middle between 1 and 9 is 8. This suggests that an intimate connection

exists between the numerical and spatial representations in the brain. Vuilleumier,

Ortigue and Brugger (2004) conducted a study with subjects affected by the same

condition using the magnitude comparison task. They found that the participants

were consistently slower to compare numbers located left to the reference than to the

right, irrespective of the absolute magnitude of the reference (thus the number 6 was

responded to significantly faster for reference 5 than for reference 7). Additionally,

Vuilleumier et al. considered the clock task used earlier to show the reversal of

the snarc effect in healthy subjects (Bächtold et al., 1998) and found that the

performance of the subjects with neglect for large numbers (placed on the left side

of the clock face) was particularly affected. It seemed therefore that the hemispatial

neglect affects the spatial structure of the mental representation of numbers in the

same way as that of space. Recently however, double dissociations between the

spatial and numerical tasks considered by Zorzi et al. have been reported (Doricchi,
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Guariglia, Gasparini & Tomaiuolo, 2005; van Dijck, Gevers, Lafosse, Doricchi &

Fias, 2011). This illustrates that the nature of the interactions between numbers

and space is quite complex and the understanding of it is still an ongoing endeavour.

Two important questions about the snarc effect, and about the spatial-numerical

associations in general, that still remain to a large degree open, are when does it

appear and what are its origins. The former matter is discussed in the dedicated

section 2.3.3 of this chapter, while the current understanding of the latter is briefly

reviewed below. Quoting some of the most prominent researchers in the field, al-

though ‘it is clear that the origin of the relationship between numbers and space is

multifaceted and cannot be reduced to one single mechanism’ (Fias, van Dijck &

Gevers, 2011, p. 145), ‘there is [. . .] good evidence that the direction of the number

line is [to a large degree] culturally determined’ (Fias & Fischer, 2005, p. 52). In

fact, the cultural factors were hypothesised to play an important role in shaping the

snarc effect as soon as it has been discovered. In their seminal study, Dehaene et al.

(1993) included an experiment aimed at assessing if the subjects’ reading direction

interacts with their spatial-numerical association (see experiment 7, Dehaene et al.,

1993). Although the expected reversal of the snarc effect in the Iranian subjects as

a group was not found, a correlation was observed between the amount of exposure

to the ‘western’ culture the subjects have had received (in terms of the number of

years since their settlement in France and of the age at which they acquired the

second language) and the slope of their snarc effect, with some of the individuals

exhibiting the ‘reversed’ snarc. It is plausible to expect that the reading direction

may be contributing to shaping the person’s number-space association, because, as

Göbel et al. put it, ‘acquisition of writing and reading in a particular language entails

uncounted hours of spatially directional perceptual and motor routines’ (Göbel et

al., 2011, p. 551), and this is of course likely to leave a mark on one’s cognition. As

pointed out earlier in the discussion of the properties of the snarc effect, numerous

studies confirmed that the scanning patterns connected with reading correlate with

snarc both in long and short term.
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Crucially however, the correlation between the reading direction and the orient-

ation of the snarc effect cannot be taken as the evidence for causation. Further-

more, there are other spatial biases of various kinds persistent across the cultures to

which young people are exposed. The examples of such biases are the directionally-

oriented aids omnipresent in the mathematics education, such as rulers, axes of

charts and number lines (Fueyo & Bushell, 1998), as well as the finger counting

habits (Butterworth, 2000). Especially the latter drew a special attention of some

of the researchers, since a link between the finger counting strategy employed by

an individual and their magnitude of the snarc effect has been found by Fischer

(2008) in Scottish participants. Fischer and Brugger argue that finger counting is

‘a prime candidate for the origin of directional snas [spatial-numerical associations]

and their cross-cultural variation’ (Fischer & Brugger, 2011, p. 3), pointing out the

problems with assuming the reading direction to be the main contributor. First, the

reading-induced snarc is easily manipulated (Fischer et al., 2009, 2010). Second,

in some cultures the opposite orientation of the ‘default’ snarc effect to the the

dominant reading direction can be found (Ito & Hatta, 2004), and the associations

orthogonal to the reading direction exist as well (Schwarz & Keus, 2004; Gevers,

Lammertyn et al., 2006).

The most compelling evidence that one’s direction of the spatial-numerical as-

sociation cannot be shaped solely by reading is the fact that spatial biases can be

found in children before they actually start to learn to read. Tversky, Kugelmass

and Winter (1991, p. 519) review research which shows that the children’s percep-

tual exploration is spatially biased in a culturally-specific way already during the

early years of learning to read. Similarly, Opfer and Furlong (2011) have found in

their experiments with pre-reading American preschoolers that the children spon-

taneously counted from left to right, and that the numeric information consistent

with the left-to-right ordering (dominant in the culture of the participants) helped

the children to encode spatial relations with higher accuracy. When the ordering

was opposite, the children ‘experienced tremendous difficulty’ (Opfer & Furlong,
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2011, p. 691). The results led the researchers to conclude that ‘numeric effects on

spatial encoding develop far too early to be caused by reading practice or school-

ing’ (Opfer & Furlong, 2011, p. 682). Instead they hypothesised that ‘some of

the interesting links widely observed between numeric and spatial coding [. . .] are

laid down in early childhood as children repeatedly engage in the physical action of

counting’ (Opfer & Furlong, 2011, p. 691). An identical hypothesis underlies my

research question 4, which is an attempt to contribute additional evidence toward

the still-open discussion about the ontogeny of spatial-numerical associations.

It is important to acknowledge that, regardless of their actual nature, the cul-

tural factors may not be the sole determinant of the spatial-numerical associations

and that alternative hypotheses about their origins also exist (see Fias et al., 2011,

for review). Some researchers speculate that numbers and space may become as-

sociated at the conceptual level as the result of people talking about the spatial

and numerical concepts using the same language (see Srinivasan & Carey, 2010, for

similar considerations in the context of space and time domains). Other recent ex-

perimental results suggest that the tendency to relate the representations of number

to spatial length may even be innate (de Hevia & Spelke, 2010). Furthermore, there

is an increasing amount of evidence that the mechanism behind the number-space

associations may be altogether different than previously thought, with the serial

ordering in the working memory being the crucial factor (van Dijck & Fias, 2011;

Fias et al., 2011).

Concluding, the body of evidence for the embodied origins of the mathematical

concepts is convincing and constantly growing. The studies that demonstrate the

involvement of the hand motor circuits in counting and the existence of a connection

between the representations of numbers and space in the brain, together with the

theoretical considerations of Lakoff and Núñez (2000) suggest that it should be

promising to supplement the efforts in computational modelling of mathematical

cognition with an artificial, robotic body.
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2.3 The Development of Human Numerical Skills

The study of the development of the mind is important for several reasons. First,

gathering the knowledge about the ontogeny of a mental capability is one of the

crucial steps toward understanding it as a whole. Second, knowing how the devel-

opment of a cognitive skill typically progresses allows us to diagnose its dysfunction.

In the case of a typical development, understanding how it works holds a promise

of designing more efficient teaching guidelines and refining the existing educational

curricula. Finally, the findings concerning the development of cognition in humans

are of great interest for roboticists who envision creating autonomous, robust and

truly intelligent machines, and who believe that the rules governing human learn-

ing and development holds the key to finally achieving this long-lasting dream (see

section 4.2).

In the following subsections I review the literature which focuses on the devel-

opmental trajectories of the three aspects of human numerical skills that have been

discussed earlier in this chapter. The preverbal magnitude processing is considered

first, followed by counting, and, finally, the spatial-numerical associations. At the

end, this short review is summarised by a sketch of a timeline of the development

of the early human mathematical knowledge.

2.3.1 The Development of Non-verbal Magnitude Processing

First, I focus on the developmental trajectory of the elementary non-verbal quantific-

ation abilities, that were introduced in section 2.1.1. To investigate the development

of the pre-verbal numerical skills in humans, specialised experimental paradigms are

necessary, because the traces of such skills can be found in children very early on

in the development (i.e. hours after birth), when not only any kind of communic-

ation with the subject is ruled out, but also the repertoire of the behaviours that

can be observed is extremely limited. Most of the existing studies therefore are

based on methods like preferential looking, dishabituation or violation of expecta-

40



tion (Colombo, Brez & Curtindale, 2013). These approaches exploit the fact that

infants are sensitive to novelty, and that it is possible to observe if they experience

something as novel from various cues in their behaviour, such as the gaze direction

or duration.

Human infants can, to a certain extent, discriminate numerosity already at very

early age. The first studies of the development of this ability focused on establishing

its onset and its limits. Antell and Keating (1983) found that as early as 21 to 44

hours after birth, neonates can discriminate between the sets of two versus three

dots. The ability to detect changes in small sets presented visually, as long as the

number of items does not exceed about 4, has been confirmed in multiple studies

with infants of ages ranging between 31⁄2 to 13 months (Starkey & Cooper, 1980;

Strauss & Curtis, 1981; Van Loosbroek & Smitsman, 1990). Later on, it has been

demonstrated that, in addition to being able to discriminate between small sets,

6-month-old children also notice a difference between much bigger numerosities,

provided that their ratio is sufficiently large. In studies by Xu and Spelke (2000)

and Xu, Spelke and Goddard (2005), infants were able to discriminate between large

numerosities when their ratio was 1 : 2 (8 versus 16 and 16 versus 32), but not 2 : 3

(8 versus 12 and 16 versus 24).

The ability to discriminate numerosity does not seem to be exclusive for the

visual stimuli presented in the form of the static images, suggesting that abstract,

amodal representations are involved. In the study by Wynn (1996), 6-month-old

children discriminated visual stimuli with a temporal aspect, namely the sequences

of jumps of a puppet (2 versus 3 jumps). Bijeljac-Babic, Bertoncini and Mehler

(1993) monitored the sucking rate of neonates (3 to 4 days old) and have found

the evidence of dishabituation using two- and three-syllable pseudo-word utterances

as the stimuli. Lipton and Spelke (2003) tested 6- and 9-month-old infants using

auditory sequences, and discovered the ratio effect very similar to the one reported

by Xu and Spelke (2000) for static images, furthermore showing that the precision

of numerosity discrimination increases along with the age. The study was followed
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up by the same authors (Lipton & Spelke, 2004) extending the findings to smaller

numerosities. Other researchers have also looked at the auditory-visual cross-modal

matching using various experimental paradigms (Starkey, Spelke & Gelman, 1983;

Kobayashi, Hiraki & Hasegawa, 2005), although their findings turned out to be fra-

gile and difficult to reproduce (Mix, Levine & Huttenlocher, 1997; Moore, Benenson,

Reznick, Peterson & Kagan, 1987).

In an influential study Wynn (1992a) demonstrated that at the age between 4

and 5 months children are sensitive to the elementary numerical transformations on

small sets, such as addition and subtraction. The experiments used the violation

of expectation paradigm with the children’s gaze duration acting as the index of

the level of surprise. For example, for the addition experiment, the children were

shown a puppet which was subsequently occluded by a screen. The children then

saw the experimenter’s hand placing another puppet behind the screen, after which

the screen was lowered revealing one of the two possible outcomes. In the expected

outcome, two puppets appeared behind the screen (1 + 1 = 2). In the unexpected

outcome, after the screen was dropped, only one puppet remained (1 + 1 = 1). The

analysis of the gaze duration revealed that the children showed surprise when faced

with the unexpected outcomes (e.g. 1 + 1 = 1 or 2−1 = 2), providing evidence that

already around 4 months of age they form arithmetically correct expectations toward

the results of simple addition to and subtraction from small sets. The experiment

has been replicated by several independent researchers, who showed in addition that

the children are not confused by the motion of the objects (Koechlin, Dehaene &

Mehler, 1997) and that in the considered set-up they do not attend to the object

identity at 5 months of age (Simon, Hespos & Rochat, 1995). The latter means that

the children detect the violation of the numerical outcome of the experiment, but

not a physically impossible transformation of one object into another (e.g. a duck

+ a duck = a duck and a car). This persists until they are 10 months old, with

12-month-old children finally demonstrating the sensitivity to the object identity as

well (Xu & Carey, 1996).
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The decades of experimental research have provided a lot of valuable data on

the development of the non-verbal magnitude processing in humans, but, as already

mentioned in section 2.1.1, the debate about the exact nature of the mechanisms

underlying it is not fully resolved yet. Independently of establishing what preverbal

quantification systems are actually at our disposal, several questions about the rules

governing the interactions between them remain open. Among the most puzzling

facts is the interaction between the set size and the set sizes ratio that is found in

the infants’ discrimination of the static visual and the temporal auditory stimuli.

That is, for a fixed ratio between the numerosities, the children succeed on the large

sets but fail on the smaller ones which supposedly should be easier for them to

discriminate (Xu & Spelke, 2000; Clearfield & Mix, 1999; Lipton & Spelke, 2004).

Providing satisfactory explanations for such phenomena remains the part of the

future work not only for the experimental psychologists but also for the theorists

and cognitive modellers.

Of course number magnitude comparison can also be studied using the symbolic

stimuli (see for instance Sekuler & Mierkiewicz, 1977; Duncan & McFarland, 1980).

This alleviates the problems related to the perceptual variables that correlate with

number, however the obvious requirement is the prior acquisition of an appropriate

repertoire of verbal codes for numbers by the subjects. As mentioned in section

2.1.1, this is believed to be achieved through the process of learning to count, which

is outlined in detail in the next section.

2.3.2 The Development of Counting

As discussed in section 2.1.2, a crucial ingredient of counting is the recitation of

the number words. The studies of Fuson, Richards and Briars (1982) were entirely

devoted to the investigation how children’s mastery of the counting list develops

with age. They distinguished two overlapping phases of the development. The

initial acquisition phase typically begins around 2 years of age and lasts more or

less until 6–7 years of age. During this period the children learn the conventional
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sequence of number words, and begin to use it to count objects. During the later

elaboration phase, the children refine their understanding of the structure of the

counting sequence — how it is divided into the individual number words and what

are the relations between them. Fuson et al. argue that when this elaboration phase

is completed ‘the words in the sequence themselves become items which are counted’

(Fuson et al., 1982, p. 33), and that this subsequently scaffolds the learning of the

rules of arithmetic. Therefore, the main qualitative difference between the two

phases is that in the former the ‘sequence functions as a single, connected, serial

whole from which interior words cannot be produced independently’, while after

the latter the counting list ‘has the structure of an associative chain’ (Fuson et al.,

1982, p. 34) in the sense that children can for example recall the counting sequence

between two arbitrary numbers and count in the reverse direction. An important

observation is that because the learning of the counting list spans over several years,

different parts of it can be at different stages of the development at the same time.

Furthermore, the early parts of the counting list typically precede in development

the later ones (Fuson et al., 1982, p. 34).

Because it is the initial acquisition phase that overlaps with the children’s learn-

ing to count, it is appropriate to review it in a bit more detail. According to Fuson

et al. (1982), learning the number words up to ‘twenty’ is, in principle, a serial recall

task, in other words, this part of the counting list has to be learnt by rote. Above

‘twenty’, the structure of the number words becomes regular, changing the nature

of the task. The children learn to distinguish the number words from other words

very early and intrusions of other words in the counting context are rare and usually

limited to the letters of the alphabet (probably because they are learnt in a similar

way to counting words, Fuson et al., 1982, p. 35). During the initial acquisition

phase, while the children learn number words up to approximately 30, the count-

ing sequence used by a child can be typically divided into three portions. In the

initial, stable conventional part, children recall the number words correctly. This is

followed by a stable non-conventional portion consisting of number words which do
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not follow the correct ‘adult’ sequence, but are used consistently by the particular

child in repeated trials. Finally, the counting list of the child reaches the nonstable

portion characterised by no or little inter-trial consistency. The length of the stable

conventional portion increases with age. According to the data gathered by Fuson

et al., a considerable extension of this portion occurs on average when the children

are between 41⁄2 and 5 years old. They report the mean length of the single best trial

in the number list recitation task for children between 4 years and 6 months and

4 years and 11 months to be 29.59 (Fuson et al., 1982, table 2.2). This is accom-

panied however by a large standard deviation (28.19) which is the consequence of

a vast between-subjects range (reported to be 12–100). Overall, Fuson et al. report

‘extreme’ variability within age groups, with some 3-year-olds having longer conven-

tional portions of the counting list than some 5-year-olds. This variability persists

‘into the early grades of the elementary school’ (Fuson et al., 1982, p. 39). Based on

longitudinal data, in which an interaction between the level of consistency and time

has been found, Fuson et al. distinguish two aspects of the stable portion acquisition

process: the ‘extension of the sequence and consolidation of this extension so that it

is always produced’ (Fuson et al., 1982, p. 42). It takes approximately five months

to thus ‘consolidate’ the most recent extension.

The non-stable conventional portion of the counting list produced by children is

usually formed by the omission of certain number words from an otherwise correctly

ordered sequence, which is consistent with the serial recall hypothesis (Fuson et al.,

1982, p. 43). Initially, the children omit multiple number words most frequently

in the range from ’thirteen’ to ’seventeen’. Over time, the ‘gaps’ are filled-in with

correct number words. The English-speaking children tested by Fuson et al. exper-

ienced particular difficulties with the number word ‘fifteen’, which often turned out

to be the last remaining omission. Fuson et al. hypothesise this may be caused by

the irregular structure of this word in comparison to the surrounding words (i.e. ‘fif-

teen’ is not ‘fiveteen’). Above ‘twenty’ the structure of the stable non-conventional

sequence is somewhat different, likely resulting from the children’s struggle with
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mastering of the decade system (for details see Fuson et al., 1982, p. 46).

Learning the correct sequence of number words, although important, is of course

only one of the several aspects of learning to count. Another distinctive dimension

of the counting competence are the counting gestures, discussed in section 2.2.2. As

mentioned therein, such gestures appear to be particularly helpful during a specific

stage of the development of the counting skill. The investigation of the develop-

mental aspect of the contribution of pointing gestures to the accuracy of counting

was the topic of the study by Saxe and Kaplan (1981). They attempted to estab-

lish the developmental differences in the children’s reliance on gestures in counting

by comparing their performance in two conditions: one in which the children were

allowed to point, and one in which the experimental design prohibited it. Having

tested the children in three different age groups (2-, 4-, and 6-year-olds) Saxe and

Kaplan discovered that only for the middle group the pointing significantly improved

their counting accuracy. 6-year-olds scored near ceiling in both conditions and ac-

tually rarely used gestures when these were allowed. 2-year-olds in turn counted

inaccurately regardless of their use of the gestures. This suggests that the support-

ive role of pointing in learning to count has a clearly developmental character, and,

while they are useful during the period of the acquisition of the skill, by approx-

imately 6 years of age the cognitive aid that comes from the gestures is no longer

needed.

Somewhat later, Graham (1999) looked at the role of the spontaneous gestures in

children’s counting in the course of their development as well as at the relationship

between the gestures and the one-one counting principle. In her study, 2-, 3-, and

4-year-olds participated in the hm task and in a puppet counting assessment task.

Since the focus was on the spontaneous use of pointing, the hm experiment did

not include any specific instructions nor feedback regarding the children’s gesture.

In the puppet task, the subjects were asked to tell whether the puppet’s counting

was correct, and if not, to explain the reason. The children’s explanations were

then analysed for their reference to the number words and to the gestures. In
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Graham’s study, nearly all children pointed as they counted, even though no specific

encouragement was given. It was found that with age, less and less mismatches

between the children’s gestures and speech occur, in other words the children got

better and better in coordinating pointing with the recitation of number words as

they grew older. In addition, the adherence of the children’s pointing and speech

to the one-one principle was measured separately. Interestingly, it turned out that

the 2- and 3-year-old children adhered to the one-one principle in gestures more

often than in speech. Thus, it seems that the one-one principle appears first in the

gestures and is then transferred to speech. The analysis of the puppet task results

provided additional evidence that the children’s sensitivity to the gestures increases

with the age, as the children referred to the puppet’s gestures in their explanations

the more often the older they were. The results of Graham suggest that the motor

competence acquired along with the ability to point to the objects according to the

rules of counting may facilitate the acquisition of the conceptual understanding of

the counting principles.

A large body of the experimental studies looked at the acquisition of the counting

skill from a holistic perspective. Already from early on, these studies attempted to

establish the approximate age at which the understanding of the particular counting

principles emerges. Schaeffer et al. (1974) studied the development of the counting

competence in children between 2 and 6 years of age. They focused on three aspects

of counting: the cardinality rule, the counting procedure and what they called the

‘x+1 > x principle’, which meant understanding that, for instance, 6 denotes a larger

set than 5. By analysing the age of children who were able to count items correctly

but did not apply the cardinality rule (i.e. did not recognise that the last word they

used in counting denotes the size of the set), they showed that the understanding

of the latter emerges between 31⁄2 and 41⁄2 years of age. In addition, Schaeffer et al.

conducted an experiment looking at the importance of the ability to build a spatial

plan in order to execute the counting procedure correctly. They used homogeneous

and heterogeneous arrays of objects, in the latter case grouped together by kind
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(e.g. a set of toy tigers, cars and buttons). They have found that when counting

heterogeneous arrays, children (around 41⁄2 years old) autonomously tended to count

items accordingly to the sub-groups (i.e. first all cars, then all tigers, etc.), what

apparently facilitated their ability to build a correct motor plan for counting, as it

enabled them to overcome their current limit of counting in the homogeneous case,

lifting the average accuracy from 51% to 95%. These results suggest that the motor

planning abilities are an important factor affecting the correctness of counting.

Beckwith and Restle (1966) and Potter and Levy (1968) also investigated the

impact of the spatial arrangement of the counted objects on the performance of the

counter. In the former study, the speed and the accuracy of counting of children

aged between 7 and 10 years was assessed on homo- and heterogeneous arrays of

objects arranged in four different patterns: a line, a circle, a rectangle and a random

one. The results suggested an increasing difficulty of these patterns in the following

order: rectangle, line, circle, and random, in terms of both the counting latency

and the number of errors made. Schaeffer et al. (1974) later hypothesised that this

may be caused by the fact that when the objects are arranged in a rectangle, it is

easier for a child to build a consistent and easy-to-follow spatial plan for counting,

thus helping the child to remember which objects have already been counted. In

addition, the study by Potter and Levy (1968) revealed an interaction between the

spatial arrangement and the homogeneity of the sets in younger children (2 to 4

years old), indicating that the ability to exploit the arrangement of objects and

their category in order to build a motor plan for counting increases with age, as

does the capacity to deal with the multiple (potentially contrary) cues from these

two sources.

Using her own elaborate decomposition of the counting competence, Gelman

(1980) showed the emergence of the understanding of the one-one principle between

3 and 5 years of age. The children were the better in applying the principle the older

they were, often achieving near-perfect accuracy for numbers below 5 already at the

age of 4 (‘near-perfect’ was defined by Gelman as using N ± 1 tags for a set of N
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objects). For numbers up to 5, even 3-year-olds used N ± 1 tags in more than 80%

of the trials. Gelman suggested that the primary reason for the children’s errors

were the performance demands, arguing that the most of the children’s mistakes

were related to the coordination of the pointing gestures with the production of the

number words. Concerning the stable order principle, more than 80% of the 3-year-

olds already used a consistent list of tags in all trials (numbers up to 19), the fraction

being of course larger for older children. The data on the acquisition of the cardinal

principle provided evidence that the adherence to this rule is a function of both the

age and the set size — the children of all tested ages adhered to the principle less

frequently for larger sets, including the 5-year-olds, who applied the rule 100% of

the time for numbers up to 4. Gelman reports that in the study the variations of

the object kind yielded ‘little, if any’ (Gelman, 1980, p. 62) effect on the counting

performance of the tested children. One of the conditions which did affect the

counting accuracy was whether the children were allowed to touch the items being

counted or not. For the 3-year-olds, the counting performance of the same 3-item

sequence dropped from 87% to 49% after putting the items behind a transparent

cover. In contrast, the performance of 4-year-olds in the same experiment dropped

only for the set sizes greater than 7.

Later study by Gelman and Meck (1983) used the error detection paradigm

instead of the hm task in an attempt to separate the effects of the performance

demands of the task from those of the children’s conceptual competence on their

counting accuracy. Here the children assessed the correctness of the counting of a

puppet which was controlled by the experimenter so that the child’s understanding

of the particular counting principles could be investigated. Gelman and Meck looked

in particular at the one-one, stable order and cardinality principles, discovering that

in some cases even 3-year-old children are able to detect the violation of these rules,

although they are significantly worse than the 4-year-olds in the case of the first two

rules. This provides evidence that the errors children make in more difficult counting

tasks may result from the task performance demands rather than from the child’s
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lack of the understanding of the counting principles. An extended version of the

study published by Gelman et al. (1986) confirmed these findings and in addition

indicated that the social factors, such as the unambiguity of the task instructions,

influence the child’s performance, the stronger the younger the child is. The effect

of the type of the question asked on the child’s counting performance was found in

later studies as well (Cowan, Dowker, Christakis & Bailey, 1996).

In order to investigate the onset of the children’s understanding of the cardinality

principle, Wynn (1990) conducted a series of experiments in several paradigms,

including the standard hm task as well as the gn task. The central issue of the

study was to address the ambiguity of the behaviours which in the earlier works were

taken as an evidence for the children’s understanding of the cardinality principle.

For example, Wynn argued that putting the emphasis on the last number word may

simply result from a meaningless imitation of the adults or just be an indication

of the end of the procedure. Such doubts, reinforced by the experimental results

showing the children’s failures in tasks requiring counting at the relatively late age

(see for instance Schaeffer et al., 1974) called for a more scrutinised investigation of

the issue. Combined results of the performance of children in the hm and gn tasks

in the Wynn’s study indicated that the true understanding of the cardinal principle

can be observed around 31⁄2 years of age. For example, participants able to reliably

succeed in the gn task appeared only in the oldest considered age group (3 years 6

months on average). Another important finding was that the patterns of children’s

success in the gn task showed a gradual progression through being able to give a

subsets of up to 1, 2, and 3 items. The children who could construct a set of 4

items, succeeded for higher numbers as well. Crucially, the children’s limit in the

gn task was not connected with their ability to count, as all children could execute

the counting procedure correctly up to numbers higher than their gn task limit.

The highest number for which the children succeeded also correlated significantly

with their age. This led Wynn to conclude that the ‘children learn the meanings

of smaller number words before the larger ones, even for number words well within
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their counting range’ (Wynn, 1990, p. 180), in other words, that the knowledge of

numbers seems to be separate from the knowledge of counting.

With the aim to study more closely how the children’s understanding of the

meanings of the small number words develops, Wynn followed her results up in

a longitudinal study (Wynn, 1992b). One of its aims was to establish how long

does it take a child to go through the individual stages of understanding the early

number words. The children’s competences were assessed using the hm, gn and p2x

tasks. The results from the latter indicated that already early on in the numerical

development (i.e. when they reliably pass the gn task for 1-item sets only) the

children do know that the larger counting words refer to numerosities, although they

do not know to which numerosities they refer to exactly. Moreover, the results from

the gn and p2x tasks were consistent in that the limit of the children’s performance

in giving the sets of items predicted their ability to distinguish between the sets with

consecutive numbers of items. The experiment results showed also that a significant

amount of time (of the order of one year) is needed for a child to advance from

knowing only the meaning of ‘one’ to fully mastering the cardinal word principle,

indicated by the success in the gn task for numbers 4 and larger. Furthermore, the

consecutive phases were confirmed to be distinctive and prolonged, with the average

duration of the first two phases (‘knowing’ 1 and 2) reaching 5 months. Importantly,

the analysis of the age of the children at which they progress to the next ‘number

stage’ revealed large individual variations. The mean age at the transition from

a group to the next one did not correlate significantly with the group number.

Furthermore, according to the Wynn’s sample, at the age of just above 3 years

the children could belong to any of the four distinguished competence groups. This

suggests that the absolute age of a child might not be the best index of their number

knowledge.

It may be argued that the tasks used by Wynn (1992b), especially the gn task,

are excessively difficult for young children (Cordes & Gelman, 2005). Therefore, in

parallel, other researchers focused on formulating the experimental paradigms that
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would further reduce the posed performance demands. Gelman (1993) tested the

children between 21⁄2 and 31⁄2 years of age on the woc task with set sizes ranging

from 1 to 7. In the study, the two oldest groups of children (i.e. 3- to 31⁄2-year-olds)

succeeded in at least 80% of the trials for numbers up to 6. Moreover, the scores

in the woc task were consistently higher than those obtained in the hm task across

the children’s age group and the set sizes, supporting the claim that the former task

is more sensitive to the children’s early numerical competence.

Le Corre, Van de Walle, Brannon and Carey (2006) attempted to reconcile the

apparent conflict between the results of Wynn (1992b) and those of other studies

(for instance Gelman, 1993; Gelman et al., 1986). The Wynn’s study suggested that

the children’s numerical understanding undergoes a significant qualitative change

which is not complete until around 31⁄2 years of age. The other studies, which used

arguably less-demanding tasks (Cordes & Gelman, 2005), provided the evidence for

the children’s knowledge of the counting principles at earlier ages than predicted

by Wynn. Le Corre et al. pointed out that this discrepancy may result from a

hidden pitfall connected with the standard practice of grouping the children by

age. According to the results of Wynn, the age at which the children acquire the

understanding of the small numbers, in the sense of the success in the gn task, is

highly variable. Therefore, grouping them by age carries a high risk of mixing in one

group the children with qualitatively different numerical competences. Le Corre et

al. argued that it may be more appropriate to determine the current developmental

stage of a child using the gn task rather than their age, and then analyse the

children’s performance in the other tasks as the function of the former.

Le Corre et al. (2006) introduced a term N-knower to indicate the biggest num-

ber for which a child reliably succeeds in the gn task (e.g. ‘2-knower’). They used

the term cp-knower to refer to a child who succeeds on the gn task for arbitrary

large numbers (cp stands here for the ‘cardinality principle’). The term subset-

knower refers to all children who have not yet become cp-knowers. In their study,

having established the children’s knower levels using the gn task, they subsequently
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analysed their performance on the woc task and an easy variant of the puppet

counting assessment tasks. Although their results provided traces of evidence that

the gn task may indeed slightly underestimate the children’s numerical compet-

ence, it nevertheless proved to be a good predictor of the children’s performance on

the other tasks, and therefore a good index of the children’s numerical knowledge.

The individual children’s knower levels were consistent across the tasks, with the

maximum difference of one level. Crucially however, qualitative differences in per-

formance of cp-knowers in contrast to the subset-knowers have been found. For

instance, in the puppet assessment task, only the cp-knowers scored statistically

above chance, despite that the employed variant of the task could have been solved

simply by using the last word principle (i.e. simply matching the last word used with

the desired result of counting). Overall, the study provided the evidence against the

argument that the poor performance of young children in the studies of Wynn (1990,

1992b) was caused primarily by the task performance demands. Instead, the results

supported the view that the subset-knowers indeed posses a qualitatively different

understanding of how counting represents number than the cp-knowers, and that

the transition from a 0-knower to a cp-knower takes more or less one year.

In later work, Le Corre and Carey (2007) focused on the relationship between the

preverbal quantification systems and the acquisition of the meaning of the number

words through counting. In particular, they explored the proposal that the principles

governing the verbal counting are acquired by children as the result of mapping the

latter onto the former. The degree to which the children map the number words onto

their preverbal quantification system was assessed using the number estimation and

non-verbal ordinal comparison tasks. In the former, the subjects have to provide a

guess of the size of the presented set without counting; in the latter, they have to

indicate the larger of the two presented sets, also without counting their elements.

Both tasks require therefore the use of the non-verbal quantification system (see

section 2.1.1). The idea was that the more precise mapping between the preverbal

representations and the number words has been established by a participant, the
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more accurate their responses in those tasks will be. The performance of the chil-

dren on the tasks was analysed as a function of their number-knower competence

(Le Corre et al., 2006). The first main finding of Le Corre and Carey (2007) was the

confirmation of the existence of a distinct, albeit relatively short, 4-knower phase

(in the original studies by Wynn all children who succeeded in the gn task for 4,

were at the same time cp-knowers). Second, the results of the study provided fur-

ther evidence that being able to execute the counting routine is not equivalent to

acquiring the meaning of all the numerals within the counting range. Although all

subset-knowers in the study could count at least up to 10, they could not estimate

the sizes of sets larger than 4. The frequency of their use of the number words for

large sets did not correlate with the sizes of the sets. This suggests that these chil-

dren have not yet grounded the meaning of the number words beyond ‘four’. Third,

the study revealed that the children’s inability to estimate the sizes of the sets larger

than 4 prevails for up to 6 months after they become cp-knowers, that is when they

are proficient in constructing sets of objects of arbitrary size. This clearly disso-

ciates the acquisition of the counting principles from mapping the number words

onto the non-verbal representations of magnitude. The age at which this mapping

finally occurs was estimated to be around 41⁄2 years. Finally, the results of Le Corre

and Carey (2007) did not indicate the scalar variability of the children’s estimates

for small sets. This suggested that, in non-verbal quantification, the children could

not rely solely on the magnitude representation with commonly assumed analogue

properties.

2.3.3 The Development of Spatial-Numerical Associations

Despite the great amount of attention the snarc effect has been receiving from the

research community since its initial discovery, there is only a handful of experimental

studies which focus on its developmental trajectory (Wood et al., 2008).

Historically, the first study that provided the developmental data regarding the

snarc effect was published by Berch, Foley, Hill and Ryan (1999). The experiment
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subjects were American 2-, 3-, 4-, 6- and 8-graders (with mean ages 7:9, 9:2, 9:10,

11:8, 13:7, where n:k means n years and k months), tested on the parity judgement

of the Arabic numbers. A significant snarc effect was found in the children from

the third grade on, that is only after two years of formal education. This result is

consistent with the hypotheses about the crucial role of the cultural factors, such

as the reading direction and the mathematical educational aids, in the shaping of

the spatial-numerical associations of an individual (cf. section 2.2.3). Berch et al.

report however that the response times of the second-graders were characterised

by a large between-trial and between-subject variability, and speculate this may

have obscured the snarc effect in this group (Berch et al., 1999, p. 305). This

illustrates a major problem with the experimental investigation of the development

of the snarc effect — the classical experimental paradigms in which the effect is

robustly found, depend crucially on the subjects’ familiarity with symbols (such as

Arabic numbers) and concepts (such as parity) that are acquired at quite late age

and through explicit tutoring.

The studies by Bachot, Gevers, Fias and Roeyers (2005) and by Zebian (2005),

provide additional evidence that the snarc effect can be found in children early

on into their formal education, although the trajectory of the development is not

analysed therein. Bachot et al. were interested whether the spatial representation

of numbers is affected in children with visuospatial disability (vsd). They tested

the children for the snarc effect in the number comparison task and contrasted

the results with those of a group of healthy children that were matched for age,

gender, and verbal iq scores. The children’s ages ranged from 7 to 12 years, with

means 9.29 years (vsd group) and 9.24 years (control group). A significant snarc

effect was found for the control children, taken as a group. Unfortunately the data

were not analysed as the function of the children’s age. In turn, Zebian (2005)

performed an extensive cross-cultural study of the snarc effect and its connection

with the dominant reading direction. One of the tested groups consisted of Arabic-

English bi-literate children, aged between 8 and 12 years. These children were Arabic
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native speakers who received formal education in English as the second language,

as well as instruction in maths and science in English. The task used by Zebian

was constrained by the requirements of the various groups of participants that were

tested (which included illiterates familiar with numerals), and was a modified version

of the same-different task (Dehaene & Akhavein, 1995). Only symbolic numbers were

used (in the Eastern Arabic format), and the response was given orally (‘yes’/‘no’)

instead of bi-manually. A significant reversed snarc effect was found in the children

group, i.e. the responses were faster if the larger number was presented on the left.

Furthermore, the magnitude of the effect was larger than in the tested bi-literate

adults.

Later, van Galen and Reitsma (2008) demonstrated that the snarc effect can

be found in children already in their seventh year. In a developmental study, they

tested children from Dutch first, second, and third grade (on average 7.0, 8.0, and

9.2 years old) as well as adults. Two tasks were employed, the classical magnitude

comparison task and the target detection task, in which the number magnitude is not

relevant (the Posner-snarc effect, see Fischer et al., 2003, and section 2.2.3). The

standard version of the snarc effect was found in the magnitude comparison task

in all tested groups, including the youngest children. This was the first documented

case of the effect at such an early age. The youngest participants however still have

been exposed to a certain amount of formal education, as all children in the study

‘were tested approximately 3 months before the end of the school year’ (van Galen &

Reitsma, 2008, p. 103). In contrast, in the target detection task, the biasing effect

of the presented number on the spatial attention of the subjects was found only in

third-graders and in adults. This led to the conclusion that although ‘children have

an association between small numbers and “left” and between large numbers and

“right” when they are as young as 7 years [. . .] [, they] have automatic access to

magnitude information when perceiving Arabic numerals from 9 years of age’ (van

Galen & Reitsma, 2008, p. 109). An additional finding of the study was that with the

increasing age, the snarc effect is becoming increasingly categorical, indicating the
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interaction between the snarc and the numerical distance effect (Gevers, Verguts,

Reynvoet, Caessens & Fias, 2006).

As already mentioned, the study of the spatial-numerical associations in children

who have not yet received formal tutoring in elementary mathematics requires the

adoption of special experimental paradigms, because such children do not yet pos-

sess the skills to perform the numerical tasks in which the snarc effect manifests

itself. Opfer and Thompson (2006) looked for the evidence of the existence of the

directional biases in the preschool children using three tasks: serial counting (the

hm task with explicit instructions regarding touching and vocalising), addition, and

subtraction of an item from a set. They performed a cross-sectional analysis with the

children grouped by age (3-, 4-, and 5-year-olds) and compared their performance

with the adult participants. 98% of the children and all adults in the study counted

a row of items from left to right. In addition, the proportion of the participants who

both added items from left to right and subtracted from right to left increased with

the age, reaching 50% for the 5-year-old group (around 70% of adults added and

subtracted this way). The children with the strong left-to-right bias were older than

those without it (4.64 versus 4.1 years). Further, the strength of the spatial bias

was shown to correlate with the children’s performance on the gn task — the chil-

dren who showed the strongest bias performed well in the gn task across the whole

tested number range (1–9), while the performance of the remaining children clearly

suffered for numbers greater than 4 (cf. Le Corre & Carey, 2007). This provided

the first instance of the evidence for spatial-numerical associations in children well

before their exposure to reading.

In later work, Opfer et al. (2010) employed another experimental set-up in or-

der to allow the investigation of the associations between numbers and space in

young children. They used boxes with cards labelled both numerically and pictori-

ally and the task of the children was to establish the correspondence between the

cards using the numerical information only, ignoring the pictorial cues. The cards

were numbered either in the left-to-right or right-to-left order. The children tested
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in the experiment were pre-reading 4-year-olds. Opfer et al. found that in the spa-

tial search task, the children were faster and more accurate when the cards were

numbered from left to right. Also, while in the left-to-right condition the children

tended to adopt the correct search strategy more and more often as the experiment

progressed, this was not the case for the numbering in the opposite direction. Over-

all, based on the performance of the children on the task the authors concluded that

‘4-year-olds appeared to have robust expectations about verbal numbers increasing

in a left-to-right order’ (Opfer et al., 2010, p. 765). In the same study Opfer et al.

have also replicated their findings published earlier (Opfer & Thompson, 2006), this

time obtaining the mean age of the children that show a strong left-to-right bias (in

adding/subtracting items to/from a set) of 5.21 years (compared to the mean age

4.45 years of the children without such a bias). Later, Opfer and Furlong (2011)

published the results of a further extended version of the study with more experi-

mental conditions in the spatial search task. Taken all together, the data from the

experiments of Opfer et al. suggest that the spatial-numerical associations may be

established earlier than previously thought, that is when the children are acquir-

ing the competence in the counting procedure, rather than when they start to be

exposed to the biases present in the formal instruction in reading and mathematics.

In parallel, de Hevia and Spelke (2010) focused on the investigation if the pre-

dispositions to associate numerosity with space are present already in infancy. They

conducted a series of four experiments with 8-month-old infants using the disha-

bituation paradigm and a combination of numerical and spatial visual stimuli. The

numerical displays were ensembles of simple geometrical shapes varying in number,

with the continuous parameters (such as the total surface area) controlled for. As

spatial stimuli, centrally-positioned coloured rectangles with constant height and

varying length were used. In the first experiment, the infants were familiarised with

a sequence of numerical displays, either decreasing or increasing in number, and

were tested on the sequences of spatial displays, both decreasing and increasing in

length. It was found that the children looked longer at the test sequence with the
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ordering that was opposite to the one they were habituated to, thus transferring

the habituation from the numerical ordinal to the spatial ordinal domain. In the

second experiment, an attempt was made to test if the children would be able to

extract the positive association between the numerosity of a set and the length of

a rectangle based on a small sample of examples. The infants were presented with

combined stimuli (the set shown above the rectangle) in a randomised order, in

which larger and larger sets were paired with longer and longer rectangles. The

test displays contained novel numerosities and a corresponding rectangle, the rela-

tion between which either followed the positive number-length association or not.

Here, the dishabituation did not occur, but the children looked statistically longer

at the test stimuli congruent with the positive number-length association than on

the incongruent ones. Although based on the logic of the habituation paradigm an

opposite outcome would be expected, the result might be accepted as an evidence of

the children’s sensitivity to the positive association of number and length. The third

experiment was analogous to the second one, the difference being that an inverse

relationship between the numbers and length was established at the familiarisation

phase (i.e. larger sets were paired with shorter rectangles). Neither habituation

nor statistically significant preference for any of the test displays occurred. The

final, fourth experiment, was aimed at testing whether the children simply had a

baseline preference for the positive pairing of number and length. The stimuli from

the experiments 2 and 3 were shown without the familiarisation phase, and the chil-

dren’s looking times were measured. The infants did indeed show a preference for

the positive pairings over the inverse ones, but it was not large enough to account

for the results obtained in the previous two experiments. Based on this, the authors

concluded that in the experiments 2 and 3 the ‘infants abstracted a specific positive

relationship (but not an inverse relationship) between number and length from a

small number of examples, and they generalised this relationship to new values’ (de

Hevia & Spelke, 2010, p. 658). Summarising, the results obtained by de Hevia

and Spelke suggest that the tendency to associate numbers and space may be in-
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nate, and that the association of larger numerosities with greater horizontal length

is intrinsically preferred.

2.4 Numerical Knowledge in Humans

— Summary

The findings of the experimental studies on the development of human numerical

skills, reviewed in sections 2.3.1 to 2.3.3, can be presented visually in form of a

timeline. This is shown in figure 1.

Having presented the review of the essential findings related to the human nu-

merical knowledge and its development, it is appropriate to indicate which of the

mentioned experimental studies my embodied computational modelling experiments

are going to focus on. These studies can be divided into two groups — the ones

which results have driven some of the important design decisions made when formu-

lating the models (and which therefore provide the basis on which the plausibility

of the proposed models can be argued) and the ones which data were aimed to be

reproduced (at least qualitatively) in the course of the simulation experiments. The

findings belonging to the former group are:

� before children start to learn to count within a range of numbers, they are

already able to recite a stable counting list within this range (Gelman, 1980;

Wynn, 1992b; Le Corre et al., 2006);

� the spatial arrangement of the items being counted affects children’s counting

accuracy (Beckwith & Restle, 1966; Potter & Levy, 1968), therefore to elim-

inate this variable, a fixed, simple arrangement is usually used, such as a row

(Alibali & DiRusso, 1999; Graham, 1999; Le Corre et al., 2006);

� children’s spontaneous counting is characterised by a remarkably consistent,

culturally-specific spatial bias (Tversky et al., 1991; Opfer et al., 2010);
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1

2

3

4

5

6

7

8

9

Age (years)

Visual discrim., 2 vs 3 dots
(Antell & Keating, 1983)

Auditory discrimination,
2 vs 3 syllables

(Bijeljac-Babic et al., 1993)

Visual discrimination, sets < 5
(Starkey & Cooper, 1980;

Strauss & Curtis, 1981;
van Loosbroek & Smitsman, 1990)

Sensitivity to simple arithmetic
(Wynn, 1992a; Simon et al., 1995;
Xu & Carey, 1996)

Visual and auditory discrim.
of large sets, 1:2 ratio
(Xu et al., 2000; 2005;
Lipton & Spelke, 2003; 2004)

0
1

2

3

4

CP

GN knower levels
(Le Corre & Carey, 2007)

One-one principle in gestures 
more often than speech
(Graham, 1999)

Cardinality principle emerges
(Schaeffer et al., 1974)

One-one principle emerges
(Gelman, 1980)

Understanding of
cardinality principle (GN)
(Wynn, 1990)

Count list initial acquisition
phase (Fuson et al., 1982)

Stable conventional count
list extends considerably

(Fuson et al., 1982) Counting gestures helpful
(Saxe & Kaplan, 1981)

Sensitivity to a positive relationship
between number and length
(de Hevia & Spelke, 2010)

Directional bias in counting
(Opfer et al., 2010; 2011)

Spatial bias in
spatial search task

(Opfer et al., 2010)

Spatial bias in addition
and subtraction

(Opfer et al., 2010)

SNARC in number comparison
(van Galen & Reitsma, 2008;
Zebian, 2005; Bachot et al., 2005)

Posner-SNARC,
SNARC in parity task

(val Galen & Reitsma, 2008,
Berch et al., 1999) Pre-verbal quantification

Counting
Spatial-numerical assoc.

Figure 1: Timeline of human numerical knowledge development.
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� the children’s adherence to the counting principles is evident in their gestures

prior to speech (Graham, 1999);

� being able to execute the counting procedure correctly does not necessitate the

ability to use it as a tool in task solving (in terms of success in the hm task,

Schaeffer et al., 1974); furthermore, at least according to some researchers,

even consistent success in the hm task does not imply possessing the genuine

understanding of the counting principles (in terms of success in the gn task

Wynn, 1990; Le Corre et al., 2006);

� spatial-numerical associations are most likely established before the onset of

formal education in reading and mathematics (Opfer et al., 2010).

The experimental data against which the behaviour of the proposed models is going

to be compared are:

� various characteristic features of the the children’s learning of the count list

reported by Fuson et al. (1982);

� the effect of the presence and absence of the counting gestures on the children’s

counting accuracy (Alibali & DiRusso, 1999);

� the effect of the size of the counted set on children’s counting accuracy (Alibali

& DiRusso, 1999);

� the relative frequencies of the occurrence of specific counting errors in the

children’s counting (Alibali & DiRusso, 1999);

� response time patterns characteristic for the number size and numerical dis-

tance effects in the number magnitude comparison task (Schwarz & Stein,

1998);

� response time patterns characteristic for the snarc effect in the number parity

judgement and number magnitude comparison task (Gevers, Verguts et al.,

2006);
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� response time patterns characteristic for the Posner-snarc effect in the visual

target detection task (Fischer et al., 2003).

The behavioural findings discussed in the present chapter provide the necessary

background for the review of the attempts to understand more closely the mechan-

isms behind our numerical knowledge using the computational modelling methods,

which is presented next.
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Chapter 3

Computational Modelling
in Mathematical Cognition

In this chapter I introduce the major computational modelling approaches for the

human numerical skills introduced in chapter 2. Computational modelling is a useful

tool in the study of cognition. As Mareschal (1998) puts it, it ‘provides a concrete

vehicle with which to explore the interdependence of structural and processing con-

straints in a complex system and linking these to the behaviour that emerges from

the system as a whole.’ (Mareschal, 1998, p. 148). In their own review of the com-

putational modelling of numerical cognition, Zorzi et al. (2005) emphasise the way

in which computer simulations supplement formulating theories verbally as follows:

‘In contrast to the loose formulation of traditional verbal theories, computational

models need to be explicit in any implementational detail and can produce highly

detailed simulations of human stimuli.’ (Zorzi et al., 2005, p. 67). In other words,

the possibility to not only describe hypothetically but also to simulate a model of a

cognitive capacity, allows it to be analysed with a much higher degree of scrutiny and

to be assessed quantitatively. This, in turn, makes it possible to compare competing

theories in a meaningful and fair way. Crucially, the capacity of the computational

models is not limited to the reproduction of the behaviour. In addition, they can

be used to generate fine-grained predictions about the novel situations, which can

then be tested on humans.

As pointed out by Zorzi et al. (2005), several avenues in the area of modelling
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of human mathematical abilities can be distinguished. In this chapter I focus solely

on the models of the skills and phenomena that are the topic of my studies, that

is non-verbal magnitude processing (section 3.2), counting (section 3.3), and the

snarc effect (section 3.4). This is preceded by a brief discussion of conceptual (i.e.

non-computational) models of historical and theoretical importance (section 3.1). To

the best of my knowledge, up to the time of writing there have been no studies that

employed the embodied robotics methodology to model numerical skills, therefore

my review mentions only ‘disembodied’ computational models. However, because —

as discussed in chapter 2 — gestures are an important aspect of learning to count,

and because there is a considerable amount of research on gestures conducted in the

robotics field, at the end of this chapter (section 3.5) I provide an overview of a few

selected robotic experiments that focused on gestures, even though they were not

concerned with the modelling of mathematical cognition.

3.1 Qualitative Models of Human Mathematical

Skills

I start the overview of the past modelling studies in mathematical cognition with

a brief discussion of selected qualitative models. In most cases these models have

never been used for simulations, what would allow a systematic exploration of their

actual agreement with experimental data or of the predictions they produce. These

models are however widely cited and they influenced later computational modelling

attempts — and for that reason deserve mentioning.

The accumulator model was originally proposed in the context of animal skills

in timing tasks (Gibbon, 1981) and, by extension, it has been applied to explain

animal sensitivity to numbers (Meck & Church, 1983; Church & Meck, 1984; Church

& Broadbent, 1990). The main components of the model are the pacemaker, the

mode switch and the accumulator. The pacemaker is assumed to generate pulses at a

constant rate. The mode switch controls the passing of the pulses to the accumulator
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which aggregates all pulses received. The value of the accumulator can be stored

and retrieved from the memory allowing further processing, for example comparison.

Finally, the mode switch may operate in various modes (run/stop or event mode)

which allow adopting the model to different tasks, like the perception of duration,

rate or numerosity. Two important properties of the accumulator are the continuity

of the representation and its stochasticity according to the Weber’s law (compare

section 2.1.1).

An inexact nonverbal quantification system based on the accumulator model

has been suggested to underlie more precise numerical abilities that utilise sym-

bolic representations of numbers in humans (Gallistel & Gelman, 1992, 2000). More

specifically, Gallistel and Gelman proposed that the properties of the accumulator

system provide the basis on which verbal counting and arithmetic reasoning are

founded. The acquisition of the meaning of number symbols was hypothesised to

correspond to building a bi-directional mapping between the discrete symbols and

the corresponding continuous and imprecise values of the accumulator. Appropri-

ate conversion between these formats was the preliminary step of more complex

mathematical tasks like number fact retrieval. Over the years various extensions to

the model have been proposed, including the relaxation of the assumption of the

inherently sequential nature of the accumulation process (Cordes & Gelman, 2005),

as well as the additional innate representations consisting of the integer concept of

unity and a successor function, which were proposed to form the basis of the natural

number concept (Leslie, Gelman & Gallistel, 2008). The accumulator model is one

of the longest existing qualitative models of nonverbal magnitude representation

and different computational models can be quoted which share at least some of its

properties (see for example Dehaene, 2001; Grossberg & Repin, 2003).

In the last two decades of the 20th century various high-level models of the

overall architecture of the cognitive arithmetic system have been put forward. All

these models attempt to encompass the multimodal and/or multi-format aspect

of numbers. They refer to relatively complex cognitive tasks and explain, albeit
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only qualitatively, human behavioural data. McCloskey and colleagues proposed a

modular model of numerical processing and calculation (McCloskey, Caramazza &

Basili, 1985; McCloskey, 1992; McCloskey & Macaruso, 1995), which separated the

processes of number comprehension and production in various formats (e.g. Arabic

digits, written number words) from each other and from the calculation mechan-

isms. At the core of the model was an abstract and amodal internal representation

of number. In contrast, the encoding complex hypothesis (J. M. Clark & Camp-

bell, 1991; Campbell & Clark, 1992; Campbell, 1994) advocated specific number

codes for various formats of number as well as corresponding different calculation

processes. Multiple number codes were assumed to be interconnected in one as-

sociative network, constituting the multi-component (but not modular) ‘encoding

complex’. The network retrieval model (M. Ashcraft, 1987; M. H. Ashcraft, 1992)

focused on the retrieval of mathematical facts, such as results of addition or multi-

plication operations, from long-term memory. The crucial structural aspect of the

model was reliance on the strengths of connections between nodes representing the

number facts. These strengths reflected varying degrees of relatedness among the

nodes and were intended to account for variations in retrieval times. Based on the

observation that in humans the time needed to recall information depends on exper-

ience, the strength of the connections was assumed to be a function of the frequency

of occurrence of particular mathematical facts in the early education. Finally, the

triple-code model (Dehaene, 1992; Dehaene & Cohen, 1995) was based on two as-

sumptions. First, and similarly to the model of Campbell and Clark, numbers in

the triple-code model were represented mentally in three different codes (namely

auditory verbal, visual Arabic and analogue magnitude) and each of these codes

was connected with the dedicated mechanisms of input and output, as in the model

of McCloskey. Second, and in contrast with both older models, in the triple-code

model specific numerical tasks were tied to a specific number code, rather than to

all codes or to a central amodal representation. Notably, one of the codes of the

triple-code model was assumed to correspond to the hypothetical nonverbal approx-
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imate quantification system shared by animals and humans (Gallistel & Gelman,

1992; Feigenson et al., 2004).

3.2 Models of Magnitude Representation and Ele-

mentary Numerical Abilities

Increasing availability and popularity of computers as well as the progress in areas

related to cognitive modelling (such as artificial neural network frameworks), allowed

these tools to be exploited for the benefit of the study of cognition. This resulted in

the appearance of the first quantitative models of numerical cognition in the early

1990s.

3.2.1 The First Quantitative Model
(Dehaene & Changeux, 1993)

The study published by Dehaene and Changeux (1993) is among the first efforts to

quantitatively model the development of elementary numerical abilities possessed

by animals and humans using a formal connectionist architecture. It focused on the

perception and simple processing of non-verbal visual and auditory stimuli. The

architecture of the model was modular and to a large extent hand-wired. At the

heart of the model was a cluster of units called numerosity detectors which were

designed to respond selectively to the numerosity of the stimuli presented at the

input to the system. The visual input was modelled as a 1-dimensional retina at

which objects of various sizes could be placed, represented as Gaussian distributions.

The retina projected into a further cluster of units which task was to dissociate

the locations of objects from their size. This was achieved through an array of

difference-of-Gaussian filters. Since in such an array each object is represented by

a fixed pool of units regardless of its size, the numerosity of the visual stimuli was

extracted simply by summing up the total activation of units over this array. This

was done by another group of units, the summation cluster, realised with the use
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of increasing thresholds. These units projected onto the final layer of numerosity

detectors, which responded selectively to specific ranges of values of the total activity

in the summation cluster. The auditory input was simulated with the use of short-

term echoic memory also connected with the summation cluster. The activations

in the numerosity detectors layer were used to simulate simple numerical tasks, like

number discrimination or same-different and larger-smaller comparison tasks. The

network was taught to perform these tasks using reinforcement learning. After the

training the model exhibited the size and distance effects characteristic of animal

and human performance. In the most elaborate instantiation of the model found

in the paper it was shown how the system can autonomously ‘discover’ the larger-

smaller relation between numerosities through unsupervised experimentation with

addition and subtraction.

It is important to point out that the model of Dehaene and Changeux (1993)

used a parallel process to extract the approximate numerosity of the stimuli. There-

fore it demonstrates that accounting for the quantification skills of animals and

human infants does not necessarily require assuming that they can count, that is

serially enumerate items using a sequential process (see Gallistel & Gelman, 1992).

As a pioneering effort in connectionist modelling of mathematical cognition it is

deservedly one of the most widely cited works in this context. The fact that the

connection weights in the central modules of the model of Dehaene and Changeux

were hand-wired makes the model unsuitable for studying the development of the

corresponding mechanisms and some interpreted this as an implicit assumption of

innateness (Ahmad, Casey & Bale, 2002; Zorzi et al., 2005).

3.2.2 The Mental Representation of Magnitude

One of the longest standing questions in mathematical cognition is that of the nature

of the mental code for numbers or, more generally, magnitude (Dehaene, 2003). In

order to account for the various experimental phenomena connected with magnitude

representation (see section 2.1.1) different computational approaches have been pro-
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posed. Most of them are variations of the number line concept, in which magnitude

is represented by a cluster of neurons dedicated for that purpose (for review see

Zorzi et al., 2005, pp. 72–80). Two important parameters of such coding are the

method of scaling and the character of variability. The scaling is most often assumed

to be either linear (where the neuron index corresponds linearly to the represented

magnitude) or compressed, usually in a logarithmic fashion. In turn, the variabil-

ity may be constant regardless of the magnitude being represented or scalar, that

is increasing along with it. These two properties of the magnitude representation

system have been often assumed to be the source of the number size and numerical

distance effects. The accumulator model (Gallistel & Gelman, 1992) is an example

of magnitude coding with linear scaling and scalar variability while the numerosity

detectors in the model of Dehaene and Changeux (1993) exhibit logarithmic scaling.

Despite the ample experimental and modelling data the ‘linear versus logar-

ithmic’ controversy is still not resolved entirely. One of the major problems is the

non-obvious ambiguity of the experimental results. For instance Brannon, Wusthoff,

Gallistel and Gibbon (2001) have found evidence for the linear encoding of num-

bers in a bird brain, in a study constructed using the number-left paradigm where

pigeons were required to compare a constant reference number with the number re-

maining after subtraction. Their results falsified the predictions of the logarithmic

magnitude encoding and suggested linear scaling with scalar variability. This was

true however only under the assumption that the birds actually solved the task with

the use of arithmetic. Dehaene (2001) simulated the experiments of Brannon et al.

using a simple neural network model. He showed that the task did not require the

pigeons to subtract at all, and could be solved simply by associating the numbers

with the appropriate answers. When the task was solved this way, both schemes of

representation tested by Dehaene — linear and logarithmic — lead to the identical

behaviour, which was at the same time consistent with what Brannon et al. observed.

Another approach to magnitude representation found in the literature is the

numerosity code (Zorzi & Butterworth, 1997, 1999; Zorzi et al., 2005), which utilises
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linear scaling without variability. The magnitude is encoded by the number of

activated units in the cluster, in a thermometer-like fashion. Zorzi and Butterworth

(1999) demonstrated that, in contrast to what has been often assumed, neither

analogue code nor variability in the representation are necessary to reproduce the

behavioural effects found in the number comparison task and that these effects may

as well appear at the decision stage. In later work, Stoianov, Zorzi, Becker and

Umiltà (2002) compared the numerosity code with other commonly used magnitude

codes and found that the learning of arithmetic facts using the former required

less epochs of training than any of the latter. Furthermore, out of all tested codes

only the numerosity code allowed for reproducing the effects related with response

times which are found in humans, namely the problem-size effect (Zbrodoff & Logan,

2005).

Summarising, despite a lot has been learnt about the matter, the question of

the mental representation of magnitude remains to a large extent unanswered. All

proposed models account for some behavioural data, often with significant overlap

with each other. More insight on the issue is likely to be shed based on the data

from neuroscience. For example, direct single-cell recordings in the prefrontal cortex

of the monkey brain confirmed the existence of neurons which respond selectively

to specific numerosities (Nieder, Freedman & Miller, 2002). The properties of the

neurons discovered by Nieder et al. were in favour of the compressed coding rather

than the one with scalar variability (Nieder & Miller, 2003). Strictly speaking

however, multiple types of coding could well co-exist within the brain (Brannon et

al., 2001), and some codes may be prerequisite for developing other ones (Zorzi et

al., 2005). Note for example that in the model of Dehaene and Changeux (1993) one

can identify both the thermometer-like numerosity code (in the summation cluster)

and the classical number line code (in the numerosity detectors).
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3.2.3 Between Subitising and Counting

The computational model of Peterson and Simon (2000) focused on the human

ability to subitise, that is to immediately apprehend the numerosity of a small visu-

ally presented set without reverting to serial enumeration (Kaufman et al., 1949).

In particular they proposed two models with the aim of investigating the possible

reasons behind the existence of a specific upper limit for the number of items that

humans are able to subitise (believed to be around 4). The first model was formu-

lated within the act-r framework (Anderson, 1993). It implemented two strategies

to report the number of items in a set: one based on pattern recognition and one

based on sequential enumeration. The first strategy was realised by storing all en-

countered configurations of objects in the memory and recalling the result of the

enumeration upon encountering the same arrangement of objects again. The stand-

ard mechanisms present in act-r were used to model such aspects of the memory

trace as its decay with time, its strengthening upon multiple exposure, as well as

the impact of its strength on the retrieval time. The second strategy, the counting

procedure1, was ‘an implementation of the counting principles described by Gelman

and Gallistel (1978)’ (Peterson & Simon, 2000, p. 120). Presented with a set to be

enumerated, the model used the recognition strategy whenever possible (i.e. if the

configuration of objects has been seen by the model before and its memory trace was

strong enough) and reverted to the serial enumeration otherwise. The simulations

with the act-r model indicated its strong reliance on recognition for numerosities

lower than four, its primary reliance on enumeration for numbers greater than four,

and an intermediate situation for the number four itself. In addition, the chrono-

metric data obtained using the latency measurement mechanisms available in act-r

reflected to some degree the pattern of the response times found in humans. This

provided evidence that the upper limit for the ability to subitise may emerge as

1Since Peterson and Simon (2000) admit themselves that in their model ‘the counting procedure
is not intended as a detailed model of the information processing that takes place during such
enumeration’ (see Peterson & Simon, 2000, p. 103 and note 2 on p. 120) and indeed they do not
provide sufficient details about how the enumeration procedure has been implemented, their model
is not considered together with the other models of counting in section 3.3.
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a result of the combinatorial characteristics of visually presented sets of items —

since the number of different spatial arrangements of a set grows very fast with its

cardinality, for larger numbers it is increasingly difficult to rely on the pattern recog-

nition strategy. The second model proposed by Peterson and Simon was a 3-layer

feed-forward neural network trained by backpropagation. The network accepted a

binary vector representing the arrangement of the objects on a 2-dimensional retina

as input and produced at the output a symbolic representation of numerosity based

on a one-hot code. In this model, only subitising was simulated. The results of the

simulations of the second model were somewhat less clear-cut than those of the act-

r model. While the numerosities below the hypothesised subitising limit (i.e. lower

than 4) were always learnt easily, for the larger numerosities (5–8) the findings were

not consistent. Depending on the choice of the parameters of the model (the number

of hidden units or the problem size), different results were obtained. Crucially, the

model often exhibited the same behaviour for some of the larger numerosities as for

the smallest ones, which is in conflict with the subitising hypothesis.

A modular connectionist model which, similarly to the act-r model of Peterson

and Simon (2000), incorporated separate routes for subitising and counting has been

proposed by Ahmad and Bale (2001). The modelled task was to report the number

of objects in a visual scene in the absence or in the presence of time constraints. The

model was realised in the mixture-of-experts architecture with two sub-modules im-

plementing the two quantification strategies. At the highest level, a gating network

decided which of the two strategies was used in the particular instance, depending

on whether the time constraint was imposed or not.

Although the original paper reports some preliminary results of the simulation

of the model as a whole (see Ahmad & Bale, 2001, p. 87), in their further work the

same authors present the two pathways of the model in more detail and as separate

models (Ahmad et al., 2002). Unfortunately, the study of how the allocation of the

two strategies to the specific sub-domains of the task (subitising for small numbers

and counting for larger ones) could self-organise in the mixture-of-experts architec-
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ture, which could provide additional insight into the sources of the subitising limit

as investigated by Peterson and Simon (2000), was not followed up. Accordingly,

the two pathways of the model of Ahmad and Bale (2001) will be considered as sep-

arate models, as described by Ahmad et al. (2002). The subitising model is briefly

reviewed below. The model of counting in turn is discussed in detail in section 3.3.5

along with the other models of this skill.

The model of subitising proposed by Ahmad et al. (2002) consisted of a number

of modules connected in a sequence. The input to the model was a two-dimensional

retina with 36 × 18 units. The retina was divided into non-overlapping receptive

fields of 3× 3 units on which objects could be located. The first layer of the model

was a second-order network which produced a size-invariant representation of the

visual scene. It consisted of 72 units (one for every receptive field) which indicated

the presence of an object in the corresponding receptive field. The second module,

the weight sharing network, provided a translation-invariant representation of the

visual scene. Although specific details are not provided, it can be deduced that this

15-unit layer implemented a summation coding scheme with the number of units

activated in the layer proportional to the number of objects in the visual scene, a

solution similar to those employed in the previous studies (Dehaene & Changeux,

1993; Zorzi & Butterworth, 1997). Activations in this layer were ‘padded to 36 di-

mensions’ (Ahmad et al., 2002, Table 4) and used as the input to the magnitude rep-

resentation module, realised as a 1-dimensional 36-unit Self-Organising Map (som,

Kohonen, 1982). The explanation how ‘padding’ was done and the motivations for

such processing were however not provided. Finally, the activations of the magnitude

representation module projected onto the output module, which was a feature map-

based verbal representation of the number words. It was realised as a som as well,

with rectangular 8× 8 topology.

The aforementioned components of the model were all trained separately using

a variety of both supervised and unsupervised training regimes. Importantly, the

magnitude representation module was trained using the unsupervised som train-
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ing algorithm, in contrast to most of the previous works in which the magnitude

representation was wired by hand. As a result, the topological population code rep-

resenting the magnitude, rather than being imposed, emerged from the properties of

the representation available in the previous layer (the summation coding network).

The same approach has been used to form the verbal module. Here the input to

the map was constructed as a 16-element ‘phonetic’ representation of number words.

Ahmad et al. (2002) do not provide specific details about how the number words were

actually decomposed, apart from stating that ‘each element within the input vector

represented a phoneme needed for all 22 numbers’ (Ahmad et al., 2002, p. 183). In

any case, one can assume that after the training has been completed, the 64-unit

map represented the considered number words topologically with areas correspond-

ing to similarly-sounding words located near each other. After the magnitude and

verbal maps were fully developed, a mapping between them was constructed, al-

lowing for (in principle) bi-directional conversion between the representations. This

mapping was trained in a supervised fashion, by strengthening the links between

the areas in the two maps which co-activated when a number word together with a

corresponding visual scene were presented to the model, according to the Hebbian

learning rule.

The performance of the fully developed model was compared with the selected

previous modelling approaches (namely Dehaene & Changeux, 1993; Peterson &

Simon, 2000), pointing out the similarities and differences in obtained results. The

representation of the magnitude which formed in the model during the training

was assessed qualitatively for having a potential to exhibit the size and distance

effects (Ahmad et al., 2002, p. 182). However, the actual simulations which would

demonstrate the presence of these effects in the behaviour of the model were not

conducted.
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3.2.4 The Temporal Structure of Numerical Processing
(Grossberg & Repin, 2003)

Grossberg and Repin (2003) were among the first to formulate an artificial neural

network model of the dynamical structure of neural number processing in simple

numerical tasks. Their paper actually describes two sets of simulation experiments,

the second one based on an extended version of the model formulated in the first

one. The basic model, dubbed Spatial Number Network, was aimed at explaining

a subset of behavioural data on non-verbal magnitude recognition and comparison,

and consisted of three components. The preprocessor handled the conversion of

sensory inputs coming from different modalities (visual or auditory) into a neural

activation roughly proportional to the numerosity of the stimuli, in a fashion similar

to the accumulator model operating in the event mode (Meck & Church, 1983). The

signal from the preprocessor activated the spatial number map which implemented a

linearly-oriented number representation scheme with the variability increasing along

with the magnitude. The final layer of the model, the comparison wave, consisted

of direction-sensitive units which detected the direction of reorganisation of the

activation of the spatial number map upon the input stimuli change and thus enabled

the model to perform magnitude comparison. These parts of the model were hand-

crafted in order to qualitatively account for the target behavioural data. Grossberg

and Repin argued that these were ‘specialised combinations of mechanisms that have

previously been used to model processes of motion perception, spatial attention and

target tracking’ in their previous works (Grossberg & Repin, 2003, p. 1112). The

free parameters of the model were adjusted (partially by optimisation and partially

by trial and error) in order to obtain a quantitative fit to the experimental data. The

model reproduced, although not with perfect accuracy, a wide range of behavioural

data connected with number recognition — response distributions found in rats

(Mechner, 1958) and human number reading times measured using gaze duration

(Gielen, Brysbaert & Dhondt, 1991) — and comparison — animal and human error

rates (Washburn & Rumbaugh, 1991; Dehaene et al., 1990), semantic priming effects
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(Brysbaert, 1995) and number size and numerical distance effects (Parkman, 1971;

Link, 1990).

In the second part of their paper, Grossberg and Repin (2003) describe the

Extended Spatial Number Network model, aimed at demonstrating that the basis

for a place-value number system, typical for symbolic numerical notations used by

humans, may emerge from the associative processing between the where and what

streams in the brain. This extended model employed a two-dimensional spatial num-

ber map, which, together with a training regime in which single-digit numbers were

presented prior to two-digit ones, allowed for the formation of parallel associative

links from multiple linguistic categories (e.g. tens and units) to the correspond-

ing areas of the ‘primary’ spatial number map. These links were responsible for

the induction of multiple, parallel comparison waves along one of the dimensions

of the two-dimensional spatial number map, which were then aggregated in order

to implement multi-digit number comparison. Both error rates and chronometric

data for this task were simulated. Most prominently, the interactions between the

multiple comparison waves enabled the model to account for a paradoxical reverse

numerical distance effect found in human response times across the boundaries of

decades (Brysbaert, 1995). However, as the authors themselves admitted (Grossberg

& Repin, 2003, p. 1138), finding the values of the many model parameters which

would give a reasonably good fit the the data was not an easy task.

In the context of the work presented in this thesis it is important to highlight

that although the models of Grossberg and Repin (2003) contain elements which

suggest counting (more specifically, the preprocessor), this process was not modelled

in their study. The correct sequential enumeration that would lead to counting (in

the visual modality) was assumed to take place externally to the model (Grossberg

& Repin, 2003, p. 1112). Furthermore, depending on the simulated phenomenon,

either actual sequential input to the preprocessor was used or this part has been

replaced by a one-off stimulus fed directly to the spatial number map (Grossberg

& Repin, 2003, p. 1116). Finally, the response readout occurred through different
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pathways depending on the task (Grossberg & Repin, 2003, p. 1122) and the error

rates of the model were not measured literally, but were assumed to be a function

of the difference between the activation values of the model outputs (Grossberg &

Repin, 2003, p. 1118).

3.2.5 Identifying the Sources of the Behavioural Effects

A consistent path of progressive modelling of the elementary numerical skills can

be found in a series of papers by Verguts and collaborators (see Verguts & Fias,

2008, for review). The first model (Verguts & Fias, 2004) focused on the numerosity

encoding schemes believed to be employed in the brain, especially in the light of

the recent findings in neuroscience which confirmed the existence of neurons able to

act like numerosity detectors (Nieder et al., 2002; Nieder & Miller, 2003). Verguts

and Fias addressed the questions about the nature of the input required for the

numerosity detectors, whether this type of coding has to be hard-coded and also

explored the possible relations of this representation system with symbol manipu-

lation capabilities. In the first set of simulations they showed that when a 3-layer

feed-forward artificial neural network is trained to implement numerosity detec-

tion in its output layer, the units in the hidden layer robustly self-organise into a

summation-coding layer. This provided evidence that summation coding may be an

efficient intermediate step to obtain number-selective coding (see also Zorzi et al.,

2005, pp. 80–81). Then, using unsupervised learning techniques, they demonstrated

that number-sensitive neurons exhibiting properties consistent with those found by

Nieder and Miller in vivo, may spontaneously self-organise based on summation cod-

ing input. In contrast to what has been suggested previously (Dehaene, 2002) this

result implies that, since they are easily learnt, neural number detection systems do

not have to be necessarily innate. In the final simulation Verguts and Fias found

that numerosity detectors which self-organised in response to the non-symbolic nu-

merical stimuli can be later associated with symbolic stimuli and that the latter

input format leads to obtaining more precise representations than the former. The
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fact that the symbolic representations may thus be grounded in non-symbolic ones

provided a possible account for the reason why the processing of symbolic stimuli

(such as Arabic numbers) in humans is subject to the effects suggesting the fuzzi-

ness of the representation, like the numerical distance effect, despite the orthogonal

nature of the symbols.

In further work Verguts, Fias and Stevens (2005) employed a number representa-

tion system, with properties suggested by the previous study (Verguts & Fias, 2004),

to address the issue of the source of the number size and numerical distance effects.

The main problem addressed by Verguts et al. was that the predictions that may be

formulated based on the previously proposed accounts for the size and distance ef-

fects — compressed scaling (Dehaene, 2003), scalar variability (Gallistel & Gelman,

1992), and magnitude coding (Zorzi & Butterworth, 1999) — were inconsistent with

the experimental findings reporting symmetric priming patterns in number naming

and parity judgement as well as with the lack of the number size effect in these tasks

(Dehaene et al., 1993; Fias et al., 1996; Reynvoet & Brysbaert, 1999; Butterworth,

Zorzi, Girelli & Jonckheere, 2001; Reynvoet, Brysbaert & Fias, 2002; Reynvoet,

Caessens & Brysbaert, 2002; Reynvoet & Brysbaert, 2004). The semantic number

representation used by the model proposed by Verguts et al. utilised a place-coding

system with linear scaling and constant variability. The input to the model was

assumed to correspond to the symbolic Arabic notation and was implemented using

orthogonal, one-hot coding. Weights between the input and the semantic repres-

entation layers were hand-wired to yield coding with the desired properties. For

each of the simulated tasks (naming, parity judgement and comparison) the model

was extended with a dedicated output layer consisting of an appropriate number of

units. Also, in order to implement the number comparison task, two parallel input

and semantic layers were used. The model was then trained to perform the tasks in

a supervised fashion using the Widrow-Hoff delta rule (Widrow & Lehr, 1990). The

frequencies of the presentation of numbers during training were biased according to

the frequencies of their occurrence in language in daily use as reported by Dehaene
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and Mehler (1992). Similarly to Grossberg and Repin (2003), Verguts et al. used

a continuous-time neural network implementation, which permits the direct mod-

elling of the response times (see chapter 4). In simulations, the model reproduced

the human pattern of behaviour, i.e. it exhibited the number size and numerical

distance effects in the number comparison task. It did not show the size effect in

the parity judgement and naming tasks, while exhibiting in these tasks a symmetric

priming pattern with respect to the absolute numerical distance between the prime

and the target. This suggested that the size and distance effects in the comparison

task should be primarily attributed to the decision stage rather than to the repres-

entation stage (see also Zorzi & Butterworth, 1999). More specifically, Verguts et al.

identified the compressive pattern of the connection weights between the semantic

and output layers, obtained as a result of the number frequency manipulation dur-

ing training, to be the source of the aforementioned effects in the comparison task.

In contrast, in the other two tasks the priming distance effect was caused by the

fuzziness of the semantic representation. Since this fuzziness in the proposed model

was symmetric, the obtained response time patterns were symmetric as well. The

model of Verguts et al. served as a basis for the later models of the snarc effect

published by the same group, which are discussed in section 3.4.

3.2.6 Grounding Quantification in Perception

Rajapakse, Cangelosi, Coventry, Newstead and Bacon (2005b, 2005a) studied the

relations between the symbolic and non-symbolic aspects of the human numerical

abilities from a slightly different perspective. They considered how human numeros-

ity judgements and the use of the linguistic quantifiers can be grounded in percep-

tion. Reproducing an experimental set-up used in a behavioural study conducted

in parallel (Coventry, Cangelosi, Newstead, Bacon & Rajapakse, 2005), their model

was presented with visual stimuli containing striped and white fish. The task of

the model was to produce the acceptability ratings for five linguistic quantifiers (‘a

few’, ‘few’, ‘several’, ‘many’, and ‘lots’) based on the number of striped fish in the
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scene, with the white fish acting as distractors. The model of Rajapakse et al. con-

sisted of 4 modules. The first two, the vision module and the compression networks

performed dimensionality reduction and produced a compact representation of the

input visual scene. The quantification network was trained to produce the numeros-

ity judgements for both types of fish in the scene. Finally, based on the input from

the compression networks and the quantification network, the dual-route network

performed language production (that is it produced the acceptability ratings for the

five considered quantifiers) and constructed a ‘mental image’ of the original visual

stimuli. The distinct features of the model of Rajapakse et al. were that it was fed

with real images as the visual input instead of using a simplified abstract represent-

ation of the visual scene, it focused on the use of vague linguistic quantifiers rather

than number words which have a precise semantic meaning, and that the effects of

the context on the use of these quantifiers were considered.

3.3 Models of Counting

In the present section I review the existing models of counting. Not many models

have been published to date, and most of them focus on a very narrow aspect of this

complex skill. The most thorough attempt to model counting has been published

by Ahmad et al. (2002), and therefore it is given the most prominent attention.

3.3.1 Programming a Neural Network to Count Identical
Sequential Stimuli (Amit, 1988)

Amit (1988) proposed a neural network that counts identical stimuli occurring in

a temporal sequence (e.g. clock chimes). The model was based on an extended

version of the Hopfield network (Hopfield, 1982) able to store and recall temporal

sequences by employing a set of additional time-delayed synapses. Upon receiving

a stimulus, such a network, rather than immediately converging to a single stable

state as a typical Hopfield network, follows a sequence of transient but well defined
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states (quasi-attractors), spontaneously transitioning from one state to the next.

The idea was to adjust the parameters of the network in such a way that the trans-

ition between the quasi-attractive states would no longer be spontaneous, but would

require a presence of an external stimulus in order to occur. In effect, the dynam-

ics of the obtained process would implement counting of the external stimuli. The

transient states of the network would represent numbers. The output of the network

— the result of counting — would be read out as the network state after all stimuli

that were to be counted have arrived. Amit provided the equations using which the

synaptic weights of connections in the network that would lead to the desired dy-

namics could be computed given the previously determined sequence of the ‘number

states’. He also described the results of two simulations which demonstrated the

functioning of the system under the low and high level of the memory load.

It is important to point out that one of the consequences of the Amit’s approach

is the assumption that the ability to recite the correct sequence of number words

is prerequisite for counting (Amit, 1988, p. 2143). The paper is not concerned

however with the modelling of the process of learning to count. Using the author’s

own words, it is ‘basically an exercise in connectionist programming’ (Amit, 1988,

p. 2143), since all parameters of the model were hand-wired in order to achieve

the desired behaviour. The goal of the study was to demonstrate that artificial

neural networks possess the capability to enumerate sequential stimuli despite them

being identical, what apparently has been questioned at the time (see Amit, 1988,

p. 2142).

3.3.2 Learning the Sequence of Number Words
(Ma & Hirai, 1989)

Some of the aspects of the development of counting have been addressed by Ma and

Hirai (1989), whose study focused on the children’s learning of the sequence of the

number words. Ma and Hirai considered three specific phenomena which charac-

terise the use of the counting list as its learning progresses (Fuson et al., 1982, see
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section 2.3.2): the division of the learnt list into three distinct portions (stable con-

ventional, stable non-conventional, and unstable), special difficulties with learning

the irregular number words (e.g. ‘fifteen’), and the difficulties with recalling the next

number word from the middle of the counting list when only a single preceding word

is given. The model of Ma and Hirai was based on a combination of a heteroassoci-

ative network with a recurrent inhibitory network, and was trained in a supervised

fashion. The central assumption was that the counting list is learnt by associating

the number words with each other. At the beginning, multiple associations between

the numbers are assumed to exist (e.g. 1 can be associated with both 2 and 3), and

the observed errors result from the competition between the associations. Along

with the progress of the learning, the ‘correct’ associations become stronger with

respect to the ‘incorrect’ ones, and as a result the errors occur more and more rarely.

Three sets of simulations showed that the model is able to exhibit the behaviours

qualitatively similar to the considered effects found in children. Each of the three

effects was however demonstrated in a slightly different experimental set-up, and

in some cases the modifications to the training regime, like explicitly dividing the

counting list into subsequences learnt separately, were necessary.

3.3.3 Artificial Neural Network Architectures for Counting
(Hoekstra, 1992)

Hoekstra (1992) compared the performance of three artificial neural networks archi-

tectures in the counting task. The task was defined in a similar way as considered

by Amit (1988), and was to report the number of sequential pulses incoming at the

network input until a time step with no pulse has occurred, on which the output of

the network should reset to zero. The three architectures considered by Hoekstra

were:

� the time-delay network, in which temporal processing is achieved by assuming

that the consecutive input units represent input occurring at the consecutive

time steps;
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� the Elman network (Elman, 1990) which is capable of literally temporal pro-

cessing achieved using the recurrent connections in the hidden layer with the

delay of 1 time step;

� a mixed network, which was a simple extension to the Elman network proposed

by Hoekstra, with additional links with the delay of 1 time step from the input

node to the hidden layer.

In the comparison of the training efficiency of the three networks, the Elman network

proved to be the slowest to converge, and the time-delay network the fastest. The

main finding of the paper was that the proposed mixed network achieved the per-

formance very close to that of the time-delay network, while accepting the input in

a serial form rather than parallel, thus offering both the literal temporal processing

and the high training performance. Finally, Hoekstra demonstrated that the mixed

network can be trained to count up to 16 items.

3.3.4 Spontaneous Counting in an Elman Network
(Rodriguez, Wiles & Elman, 1999)

Rodriguez et al. (1999) conducted a study on training a recurrent neural network

to count using a formal language framework. They trained a small Elman network

(Elman, 1990) with 2 inputs, 2 outputs and 2 hidden units to recognise the structure

of a deterministic context-free language of the form anbn. The task of the network

was to predict the next input character in the string and in order to do this accur-

ately, the network had to count the number of a’s and b’s presented at the input.

Despite the task being tough to learn (the success was achieved in 16% of the trials),

Rodriguez et al. obtained the networks capable of performing the task and also, to

a certain extent, capable of generalising. The mechanism used by the successful

models to solve the task was particularly interesting, especially when compared to

the traditionally employed computational approaches to represent the numerosity

in the connectionist architectures which were discussed in section 3.2. In short, the
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two hidden units of the successful Elman networks formed a discrete-time dynam-

ical system with properties dependent on the current input to the network. During

each of the two parts of the input sequence (a’s or b’s) the activity of the hidden

units followed a trajectory determined by the current properties of the system. The

transition from a to b at the input caused a change in the dynamics of the system

and, consequently, made the hidden units follow a second trajectory, complementary

to the first one. Provided that the coordination between the two trajectories was

accurate enough, the hidden units state passed the decision boundary after making

the same number of steps along both trajectories, what yielded correct predictions.

Having analysed the nature of the mechanism obtained through training, Rodriguez

et al. have shown analytically that, in theory, it is possible to hand-wire the sys-

tem to be able to process strings of arbitrary length. In a follow-up work, Boden,

Wiles, Tonkes and Blair (1999) have analysed why learning the task in the chosen

framework was so hard. The complex nature of the error surface, in which the

solution which provides the required network dynamics lies near a bifurcation point

(where small changes in the network weights induce drastic changes in the network

behaviour), was identified to be the reason.

The study of Rodriguez et al. (1999) showed that the Elman network can de-

velop the ability to count the symbols in the input sequence using a non-trivial

mechanism as a result of supervised learning with backpropagation through time.

However, theirs was not a cognitive model of the human ability to count, and no

comparisons with psychological data were made. The model can be seen as an ex-

ample of preverbal counting, since no explicit external number word sequence has

been employed in the experimental set-up (Ahmad et al., 2002). It can be argued

however that the internal states and the interactions between them which emerge in

the course of training constitute an internal ‘vocabulary’ which the model develops

and uses to solve the task, leaving this question open to interpretation.
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3.3.5 Multi-Net Simulation of Counting
(Ahmad et al., 2002)

A sophisticated connectionist architecture for counting has been proposed by Ahmad

et al. (2002). On the top level of the architectural design the model consists of three

modules connected in a sequence: the mapping module which parses the visual scene,

the actual counting module, and the output module, which maps the output of the

counting module onto the final model response.

The initial processing stages in the model are identical to those employed in

the subitising model described in the same paper and discussed earlier (Ahmad et

al., 2002, pp. 177–187, see section 3.2.3), up to, and including, the scale invariant

network. Since in the context of counting the spatial arrangement of the objects

is important, the mapping module does not contain the translation-invariant layer.

Instead, another kind of processing takes place which unfortunately is described in

a confounded way and in insufficient detail. Quoting the authors verbatim:

Since the scale invariant visual scene outputs objects within a receptive
field, with no gaps between objects, this was modified before presentation
to the counting module to include gaps at appropriate points. The out-
put of the mapping module was further reduced in dimension to match
the total number of objects that the counting route was capable of de-
tecting. (Ahmad et al., 2002, pp. 188–189)

Visual scene is converted from a 72-dimensional vector to a 44-dimen-
sional vector with spaces between objects. (Ahmad et al., 2002, Table
7)

Later in the paper, it is added:

On separate runs of scousyst the sizes of the layers of the network were
modified according to the size of the problem task. The size of the part
of the visual scene for representing objects was set to be twice the size
of the maximum number of objects being counted, allowing for spaces
to be included between neighbouring objects. (Ahmad et al., 2002, pp.
190–191)

What remains unclear is how the 72 locations in the scale invariant module were

mapped onto the 44 units in the reduced-dimensionality representation. To add to
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the confusion, the only example shown in the paper (Ahmad et al., 2002, Table 8)

suggests that the 44 units may have been allocated from left to right, resulting in

a thermometer-like representation, albeit with 1-unit spaces between the activated

units. In contrast, in the earlier paper describing the earlier incarnation of the model

(Ahmad & Bale, 2001, Figure 4), the objects in the provided example are clearly

allowed to be located anywhere in the vector, however without the imposed spaces.

In any case, the visual scene representation passed on to the counting module is a

44-dimensional vector in which the activated units correspond (in the way that is

unclear) to the objects arranged in a single row.

In addition to the 44-dimensional representation of the visual scene, the counting

module employs two additional representations. First, the action of pointing to the

next object is encoded using a 45-element vector. The first 44 elements of this

vector correspond to the 44 locations in the visual scene vector with the activated

unit representing pointing to the associated location. The additional 45th unit

represents a special ‘no pointing’ action meant to be executed when the counting is

finished. Second, an 18-element vector encodes the number words using a simplified

phonetic coding in which English number words are divided into common parts

and activated units in the vector indicate the presence of the corresponding word

segments.

The counting module of the model of Ahmad et al. employs a mixture-of-experts

architecture with recurrence at two levels. There are two underlying experts, one

feed-forward and one recurrent (at the local level). Both use the same format of

input and output. At the input the experts accept a concatenation of the visual

and pointing representations. At the output the experts provide a concatenation of

the current number word and of the next pointing act to be performed. A system

of gating networks decides which of the two experts is allowed to populate which

parts of the final output vector. The part of the output vector representing pointing

is fed back to the input of the counting module in the next time step, providing

recurrence at the global level. Finally, a subset of the composite output vector
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elements, namely the number word part and the ‘no pointing’ unit, constitutes the

output of the counting module which is passed on to the output module.

The first of the two experts employed in the mixture-of-experts system of the

counting module is a feed-forward 3-layer network with 20 units in the hidden layer.

The second one is a recurrent network of the Jordan type (Jordan, 1986) with

9 units in the hidden layer and 18 state units without self-recurrent connections,

representing the number words as described earlier. The inclusion of two different

experts in the architecture was motivated by the fact that in the presence of the

global recurrent feedback of the pointing action, a feed-forward mechanism should

suffice to determine the next object to be pointed to, whereas generating subsequent

number words would still require a mechanism recurrent at a lower level. The gating

mechanism is then expected to allocate each of these two sub-tasks to the most

suitable expert.

The task of the final module of the model, the output module, is to provide the

ultimate task response, that is to produce the number word representing the result of

counting, once this process is finished. This module is implemented as a single-layer

Madaline network (Widrow & Lehr, 1990) with 19 inputs and 64 outputs. The input

layer accepts the output of the counting module (18 units representing a number

word plus the ‘no pointing’ unit). The output layer implements the topological

mapping of the phonetically-encoded number words, compatible with the one used

by the subitising model described in the same paper (see section 3.2.3).

The various elements of the model of Ahmad et al. were trained individually,

using dedicated techniques. For the elements with recurrent connections the teacher

forcing method was used, in which the correct values of the state units in each time

step are provided instead of feeding back the actual output of the network from the

previous time step. It is not clear whether the task decomposition in the mixture-of-

experts architecture was incorporated in the training regime (and thus affected the

training data available to each expert), or was the gating network trained after the

fully developed experts have already been in place. The output module was trained
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to forward the number word as the model response only when the ‘no pointing’ input

has been activated. The latter acted therefore as an explicit indication of the end

of counting.

Ahmad et al. performed two kinds of simulations of their counting model. They

compared its performance with children’s counting accuracy in terms of the pro-

duction of the number words and in terms of pointing. Their analysis included the

assessment of the model’s ‘developmental trajectory’, implemented by evaluating

the model’s behaviour after exposing it to a variable amount of training.

In assessing the model’s counting list, Ahmad et al. used the behavioural data

found in Fuson et al. (1982). According to Fuson et al., the children’s counting list

can be divided into three parts: stable conventional (i.e. correct and consistent),

stable non-conventional (incorrect but consistent), and unstable (incorrect and in-

consistent). Ahmad et al. state that in the counting list produced by their model

all three subsequences could have been distinguished. The example provided in the

paper (Ahmad et al., 2002, table 9) shows however only that the counting list could

be divided into a stable conventional and unstable part, with the former becoming

longer in the course of the model development. It shows no evidence that the stable

non-conventional part was present. Ahmad et al. report also that another character-

istic element of the children’s learning to count, namely the difficulty with learning

irregular number words, was exhibited by their model. Specific data in support of

this result were however not provided.

The second aspect of the model’s performance tested in the simulations was the

types of the pointing errors and the relative frequency of their occurrence. To that

end, the behaviour of the model was compared with that of children as reported by

Fuson (1988). Ahmad et al. distinguished the following types of the pointing errors

in their model’s behaviour: object skipped, multiple count, no object (when the model

pointed to an empty location), and stopped early. The frequency of the errors made

by the model over the course of training was fit to that of the children based on the

best-matching error type, the object skipped error. The comparison (Ahmad et al.,
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2002, figure 5) showed that the number of errors made by the model decreased along

with the progress of training. The relative frequencies of the committed errors were

however not consistent with the human data. Most importantly, an error that is

rarely committed by the children (the no object error) has been the most frequently

made error by the model.

The model of Ahmad et al. (2002) is the most ambitious and exhaustive exist-

ing effort to simulate the children’s ability to count. It incorporates all three key

elements of the counting process: vision, pointing and number words production.

There are however areas in which improvements to the approach taken by Ahmad et

al. can be made. I discuss these in detail when proposing my own model of counting

in chapter 5.

3.4 Models of the snarc Effect

The first model of the snarc effect was proposed by Gevers, Verguts et al. (2006).

It was based on the previous work by the same authors discussed earlier (Verguts

et al., 2005, see section 3.2.5). The overall design principle as well as the main

elements of the model remained unchanged, but in order to account for the snarc

effect, a few additions to the model were made. First, a response layer was added

after the existing task-dependent decision layers. This new layer consisted of two

units with lateral inhibition, which represented the left- and right-hand response,

respectively. This enabled mapping of the task response to the either response hand

(e.g. press left when even vs. press left when odd) which is the key element of

the experimental design aimed at demonstrating the snarc effect. Second, it was

assumed that in all simulated tasks (number comparison, parity judgement and

the arbitrary mapping task), in addition to the task-dependent decision pathway

there is a second, automatic pathway, in which, independently of the task, every

presented number is classified either as small or large, what in turn primes the

response with the left or right hand. This was realised by assuming that in tasks
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which require only one number input (i.e. the parity judgement and the arbitrary

mapping task), the second number is implicitly present in form of the mean of the

interval of numbers presented in the task and acts as the small/large comparison

standard. This solution is plausible because firstly, the subjects in the behavioural

experiments are usually informed about the range of numbers they are going to be

presented with and secondly, because the task context (i.e. the range of considered

numbers) is known to affect the shape of the snarc effect response profile.

This dual-route architecture of the model of Gevers, Verguts et al. (2006) accoun-

ted for the snarc effect in the following way. When the task response was congruent

with the automatic small-left/large-right mapping, the response time was shortened

as the correct hand has been additionally primed via the automatic pathway. Con-

versely, when the task response was incongruent with the automatic mapping, the

response time was prolonged because the response mapping had to ‘work against’ the

activations present in the automatic pathway. As the result, the responses to small

numbers with the right hand were slower than those with the left hand, producing

the snarc effect.

The weights in the model were partially trained and partially set by hand. The

values of the trained weights were taken directly from the earlier simulations (Verguts

et al., 2005). The remaining weights, which included the weights in the automatic

pathway, were adjusted so that the desired magnitude of the snarc effect was

obtained.

In simulations Gevers, Verguts et al. (2006) demonstrated that their model ex-

hibits the snarc effect in the number comparison and parity judgements tasks. In

addition to providing the desired pattern of the response times, the model repro-

duced another feature of the effect, namely the increase of the magnitude of the

effect along with the response time (what was modelled by scaling the magnitudes

of the activations in the input layers). The main finding however was that the shape

of the snarc effect response profile was different in the two tasks — continuous

over the considered number range for the parity judgement, and categorical (with
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an evident step around the comparison standard) for the number comparison. This

pattern was then confirmed to be present in human response times in a behavioural

study, the results of which were reported in the same paper. The model explained

the categorical shape of the response time profile in the comparison task as the

interaction between the snarc effect and the numerical distance effect — since for

closer numbers the response time is longer as the result of the distance effect and

with the longer response time the magnitude of the snarc effect increases, numbers

close to the comparison standard take disproportionately longer to process, resulting

in the step-shaped response time profile. Since the model further predicted that a

continuous snarc effect should be found in tasks with an arbitrary magnitude-to-

response mapping, this was investigated in another behavioural experiment, with a

positive result.

The model of Gevers, Verguts et al. (2006) was further extended by Chen and

Verguts (2010). Here, in addition to the pathway which in the earlier model auto-

matically classified a number as small or large, an explicit representation of space

and of the association of numbers with space were introduced (see figure 2). The

representation of space was implemented using three clusters of units. The first one,

the space layer, encoded the location of stimuli in the eye-centred frame of reference

with each of the 10 units in the layer corresponding to one spatial location, from

left to right. This layer acted as an input to the model, e.g. indicating the spatial

location where a visual target is presented on a screen, or representing a horizontal

line in the line bisection task. The remaining two clusters, the left hlip and the

right hlip, were introduced as corresponding to the hypothetical human homologue

of the lateral intra-parietal area in primates. The biological motivations for intro-

ducing these two layers can be found in the paper (Chen & Verguts, 2010, p. 220);

their most important characteristic is that the left and right hlip over-represent the

right and left side of space, respectively. More specifically, out of the 45 units in the

left hlip layer, 9 have the peak response for the rightmost unit of the space layer,

8 to the one-but-rightmost unit, and so forth up to the the 1 unit having the peak
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response for the leftmost unit of the space layer. For the right hlip this neuronal

gradient is reversed. The association of numbers and space was realised in the model

as connections between the number layer and the left and right hlip. These links

had an analogous structure to the connections between the space layer and hlips

described above, with small numbers connecting more strongly to the right hlip and

large numbers to the left hlip. Such a pattern of connections between numbers and

space was assumed to arise as a result of the cultural determinants but in the actual

model was implemented by hand (Chen & Verguts, 2010, pp. 220, 237). Finally,

the left and right hlips were connected to the right and left unit in the response

layer respectively, thus providing the secondary source of the snarc effect in the

model: for instance the presentation of a small number activated the right hlip

more strongly than the left one, as a consequence priming the left-handed response.

Having the space input layer as well as the left and right hlip modules in the

model made it possible to extend the range of the behavioural effects that the

model was able to exhibit. In particular, Chen and Verguts (2010) demonstrated

that their model, in addition to reproducing the most important effects accounted

for by the previous model (namely the number size and numerical distance effects

in the number comparison task, the symmetrical priming patterns in the number

naming and parity judgement tasks and the snarc effect in the parity judgement

and number comparison tasks), allowed to simulate the Posner-snarc effect, the

patterns of number comparison response times as well as the snarc effect in patients

with left neglect, and, finally, both associations and dissociations in the physical and

mental number line bisection tasks (see section 2.2.3). The response times of the

model were simulated explicitly, but were read out from different modules, depending

on the task. Simulating the line bisection tasks required new response layers to be

trained and added to the model. The neglect was modelled by removing or selectively

damaging certain parts of the model (e.g. left neglect involved removing the right

hlip). Overall, the model’s behaviour fit an impressive corpus of experimental data

to a satisfactory degree, thus establishing the state-of-the-art in the modelling of
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(a) Structure of the complete number-space model. The lower two
layers are input layers; they map to space (hlip) and number (place
coding) representations at the second level. The next level contains
decision units for three different tasks (parity judgement, number com-
parison, and number naming). At the decision level, the number of
units in a given layer corresponds to the number of possible responses
for each task (odd and even in parity judgement; small and large in
number comparison; verbal responses ‘one’ to ‘nine’ in number nam-
ing). At the response level, there are two units, corresponding to a
left and right response, respectively. For the number naming task, the
decision and response levels coincide.

Figure 2: Architecture of the model of spatial-numerical associations by Chen and
Verguts (2010). Reprinted from Cognitive Psychology, 60(3), Chen, Q. & Verguts,
T., Beyond the mental number line: A neural network model of number-space in-
teractions, p. 222, Copyright 2010, with permission from Elsevier. The original
caption is quoted in (a).
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the interactions between numbers and space.

3.5 Research on Gestures in Humanoid Robots

Gestures in general are of great importance in the context of humanoid robotics,

especially from the point of view of human-robot interaction (Breazeal, 2002). On

one hand, the idea to build robots whose physical appearance resembles humans is

intended to facilitate the interaction with robots by catering on our strong tendency

toward anthropomorphisation (Duffy, 2003). On the other hand, body language, and

gestures made with hands in particular, are of paramount importance for human

communication (Kendon, 1980; McNeill, 1992; Goldin-Meadow, 2003; Hostetter,

2011). It is not surprising therefore that the amount of literature on gestures in

human-robot interaction is very large. Considering that the communicative gestures

are not the focus of the present work, a thorough review of this broad field is far

beyond the scope of this thesis. Nevertheless, recognising the relevance of the topic,

a few selected prominent robotic studies that looked at gestures are presented below.

Naturally, much of the early work on gestures in humanoid robots focused on

tackling the engineering issues that arise already at the level of gesture production.

As an example one can take the work of Marjanović, Scassellati and Williamson

(1996) who implemented a visually-guided pointing system in the humanoid robot

Cog. The task of the system was to saccade the robot’s eyes to the target, and

then generate a smooth trajectory for the robot’s arm that would bring it into the

configuration corresponding to pointing to the target. This involved autonomous

learning of the mapping between the space of the plane of the image perceived by the

robot’s wide-angle camera and the robot-centred frame of reference in the space of

the pan and tilt camera movements in order to achieve the saccadic behaviour. The

realisation of the robot arm movements was based on linear interpolation between

four available ‘postural primitives’ and a bi-directional mapping between the visual

and motor spaces. Both the ‘ballistic map’ (the mapping from the eye position to
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the arm position) and the ‘forward map’ (the mapping from the arm position to the

eye position) were implemented using the radial basis function approach, and were

trained simultaneously with the least-mean-squares gradient descent method based

on sample reaching movements and the robot’s visual observation of its own arm.

The main limitations of the system were that it did not use all of the degrees of

freedom available in the robot and that the workspace covered by the pointing was

only two-dimensional.

An important category of communicative gestures are the representational ges-

tures, which include

movements that represent the content of speech by pointing to a referent
in the physical environment (deictic gestures), depicting a referent with
the motion or shape of the hands (iconic gestures), or depicting a concrete
referent or indicating a spatial location for an abstract idea (metaphoric
gestures) (Hostetter & Alibali, 2008, p. 495).

Since such gestures co-occur with and semantically supplement speech, the two to-

gether constitute a form of multi-modal communication. Salem, Kopp, Wachsmuth,

Rohlfing and Joublin (2012) proposed a system for the production of representational

gestures accompanying synthesised speech on a humanoid robot asimo (Sakagami

et al., 2002) aimed at achieving more natural human-robot interaction (see also

Salem, 2012). The system was based on segmentation of the continuous multimodal

communication signal into chunks representing single ideas. Temporal synchronisa-

tion within chunks was achieved by adapting the gesture production to the timing

dictated by the structure of the synthesised speech. The repertoire of the available

gestures included iconic gestures (which illustrated the shapes or sizes of objects),

pantomimic gestures (which demonstrated the activity the robot was referring to

verbally), as well as deictic gestures (location indications). The effectiveness of the

system was assessed empirically in a study with human participants who interac-

ted with the robot in three conditions (speech without gestures, gestures congruent

with speech and gestures incongruent with speech) and evaluated the experience

afterwards. Multimodal communication turned out to be associated with higher
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ratings of the quality of the interaction with the robot, and, interestingly, on most

of the criteria (6 out of 8) the scores were higher in the incongruent than in the con-

gruent speech-gesture condition. This led the authors to conclude that ‘imperfect’

communicative behaviour of a robot may lead to even stronger positive response in

humans.

In order to facilitate natural, bi-directional human-robot interaction, in addition

to being able to produce gestures, the robots need the ability to interpret the body

language of others. Hafner and Kaplan (2005) considered the case of the pointing

gestures as a means of non-verbally directing the other party’s attention. Possession

of such a skill is important for example in order to bootstrap influencing the attention

verbally. Hafner and Kaplan considered a scenario with two Sony aibo robots. The

first robot, the ‘adult’, performed pointing gestures in an attempt to direct the

attention of the other robot, the ‘child’, to an object located either to the left or

to the right. The task of the child robot was to look at the adult robot and learn

to exploit its indications in order to find the object being pointed to. Gesture

recognition was achieved using a multi-layer perceptron classifier, trained on a set

of 2300 sample images taken with the camera of the child robot while it looked at

the parent robot. The images were pre-processed by extracting the features that

have been determined to be the most suitable for the classification using pruning

methods. The classifier was then trained via backpropagation. The achieved success

rate of discriminating pointing to the right from pointing to the left reached 95.96%

using the selected subset of the image features, and 98.83% when all considered

features were used. While limited in several ways, the study was, according to its

authors, the first attempt to teach a robot to interpret the pointing gestures of

another robot.

The progress in computer vision algorithms as well as in sensing technology

enables the construction of increasingly more sophisticated systems of gesture re-

cognition. Recently, Fanello, Gori, Metta and Odone (2013) proposed a system for

recognition of 3-dimensional actions in the context of human-machine interaction,
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capable of one-shot learning (i.e. learning based on a single example) and classify-

ing the actions in real-time. In addition to colour video data, the system relies on

the depth information (which can be obtained e.g. using the Microsoft� Kinect�

sensor, Kinect for Windows website, 2013) to identify the region of interest in the

input image. According to the authors this significantly reduces the complexity of

the system architecture and permits the use of simpler features to describe the per-

formed action without sacrificing the discriminative power. The features in terms of

which the actions in the region of interest are described are the 3D histogram of flow

and the global histogram of oriented gradient. These are followed by a sparse-coding

stage which finally feeds the data to the linear Support Vector Machine-based clas-

sifier. Optionally, the system can also use the body part tracking data (available as

well through the Microsoft� Kinect� sensor), in order to isolate the hands of the

person and thus allow the recognition of hand gestures. The system of Fanello et al.

is capable of high classification accuracy while retaining real-time performance (25

frames per second on a 2.4 GHz personal computer). It has been applied for example

in a human-robot interaction scenario in which a human competes with the iCub

humanoid robot (see section 4.3) in a gesture memorisation game (Gori, Fanello,

Metta & Odone, 2012). In the game the players take turns in performing a sequence

of gestures, always starting with repeating the gestures made by the opponent in the

previous turn and including an additional gesture at the end. The challenge for the

human is to memorise the prolonging sequence of gestures correctly, while the robot

may lose due to the failures in the recognition process. The game has been awarded

the second place in the ChaLearn 2011/2012 One-shot-learning Gesture Challenge

demo competition (ChaLearn Gesture Challenge website, 2013).
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3.6 Computational Modelling in Mathematical

Cognition — Summary

In the present chapter the past endeavours to computationally model different facets

of human mathematical cognition have been reviewed. These studies provide the

context for my own modelling work. The models recalled in this chapter are going

to be referred to often when I describe my models. Many design decisions and

implementational solutions in the present work were based on, or took inspiration

from, the experience and results obtained by other researchers.

At this point it is appropriate to take a look at the past modelling research in

mathematical cognition from a broader perspective and try to analyse it from the

point of view of the main goal of this thesis, expressed through the four research

questions posed in the introduction. This will help me to show where in the cognitive

modelling research landscape are my models situated and to emphasise the original

contribution of the present work. From the point of view of modelling learning to

count in humanoid robots, it is important to point out the following about the past

modelling research in numerical cognition:

� none of the discussed models took advantage of the cognitive robotics methods.

All reviewed models are purely computational, and therefore ‘disembodied’2.

Contrasting this fact with the ample evidence that human mathematical think-

ing has embodied foundations presented in section 2.2, reveals an important

and promising open avenue that can lead to improving the state of the art in

the field. The present work is the first effort to fill in this niche;

� considerable body of work exists that focused on modelling of the mental

representation of magnitude (reviewed in section 3.2), so it is more than ap-

propriate for any future work, including the one presented herein, to refer to

and build on top of this past experience, avoiding thus ‘reinventing the wheel’;

2 Chen and Verguts (2010) included ‘embodied’ features in their model, although in a rather
abstract way, in form of the lateralised representation of space.
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� as shown in section 3.3, not many models exist that have looked at the counting

skill, and most of them focused on its very narrow aspects. For example, the

model of Ma and Hirai (1989) investigated the behavioural effects connected

with the learning of the count list, but did not consider how it may affect

the process of learning to count as a whole, and therefore did not address

the research question 1. The most complete model of counting proposed to

date (that of Ahmad et al., 2002) is complex and unfortunately its description

is, in certain aspects, unclear. Although it incorporated a representation of

gestures, and thus was, in principle, suitable for addressing questions similar

to the research questions 2 and 3, this has not been made. In my own model

I propose several alternative solutions to those employed by Ahmad et al.,

especially concerning the representation of the gestures;

� Verguts et al. published two models of the snarc effect (described in section

3.4), which explained an impressive amount of experimental data. However,

since the weights of some of the crucial components of these models were set by

hand, they are, in their original formulation, not suitable for the investigation

of the question about the ontogeny of the spatial-numerical associations (the

research question 4). By extending these models with a more realistic repres-

entation of embodiment and by proposing an associated development process,

I demonstrate that the spatial-numerical associations may appear as the result

of the spatial biases present when children learn to count, consistent with a

hypothesis which has appeared in the experimental literature in parallel with

my work (Opfer & Furlong, 2011).

This and the previous chapter provided the appropriate background in the areas

of psychology and cognitive modelling. The next chapter sets the stage for the

description of my models by introducing the methods employed in the present work.
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Chapter 4

Methods

This chapter contains an overview of the methodological aspects of the research

presented in this thesis. First, I outline the embodied view of cognition by reviewing

a number of more specific claims that can be identified under this general term. This

is followed by a short introduction to developmental cognitive robotics, a paradigm

that, in line with the philosophy of embodiment, supplements computational cognit-

ive modelling with an artificial, robotic body. Next, the particular robotic platform

that has been used throughout the modelling experiments described in this thesis is

reviewed, namely the iCub humanoid robot. Subsequently, the artificial neural net-

work frameworks I employed in formulating my models are presented. Finally, the

chapter concludes with an example of an experimental set-up used in a behavioural

study aimed at investigating the role of gestures in learning to count in children,

which has inspired the design of some of the experiments conducted in this thesis.

4.1 Embodied Cognition

Embodied cognition is a line of thought in cognitive science according to which, in

the general sense, the mind cannot be understood without taking into account the

body and its interactions with the outside world (A. Clark, 1998). One of the main

arguments that can be put forward to support such a view is that the human brain

shares a lot in common with the brains of lower animals, which are, for the most part,
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devoted to sensorimotor processing. Since the cognitive functions of animals consist

mostly of on-line interactions with their environment, it is sensible to assume that

human cognition has its roots in such perceptual and motor processing and builds

on top of it (M. Wilson, 2002). Although this idea is certainly not new, it has been

gaining popularity especially during the past two decades.

M. Wilson (2002, p. 626) summarises the six most prominent views that can be

distinguished under the broad term of embodied cognition as follows:

Cognition is situated, which means that the cognitive processes are accompanied

by a constant stream of incoming task-relevant perceptual information and,

at the same time, the executed actions affect the surrounding environment

(Steels & Brooks, 1995). In other words, a constant interaction takes place

between the cognitive agent and the things that are the subject of the cognitive

activity;

Cognition is time pressured. The fact that cognitive agents live in a constantly-

changing environment and have to deal with dynamic situations that happen

in ‘real time’ imposes strong constraints on the computational aspects of the

cognitive processes (Pfeifer & Scheier, 1999). It is sometimes stated that the

time pressures create the ‘representational bottleneck’ in the sense that due

to the little amount of time available, building a complete internal model of

the environment and using it to construct a plan of action is not a feasible

solution;

We off-load cognitive work onto the environment. In order to overcome the

representational bottleneck mentioned above, instead of encoding and retain-

ing information relevant to the situation in the working memory, we use our

environment in strategic ways that allow us to reduce the cognitive workload

(Kirsh & Maglio, 1994). Brooks (1991, p. 139) referred to this famously as

the world being ‘its own best model’;

The environment is part of the cognitive system, which in its strong form
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means it is not sufficient to approach cognition solely as an activity of the

mind, but the entire cognitive situation, including the cognitive agent and its

environment, must be studied as one system (A. Clark, 1998). According to

M. Wilson (2002, pp. 629–631) this is the most controversial of the six claims;

Cognition is for action. In other words, one has to approach the study of cognit-

ive mechanisms, such as perception or memory, focusing on the ways they help

to achieve adaptive behaviour (Glenberg, 1997). This is connected with the

assumption that ‘we conceptualize objects and situations in terms of their func-

tional relevance to us, rather than neutrally or “as they really are”’ (M. Wilson,

2002, p. 631);

Off-line cognition is body based. This states that the cognitive activities that

have been often regarded as ‘abstract’ may actually be supported by the sen-

sorimotor functions executed in a covert way. In order to achieve this, it must

be possible to decouple somehow the capacities primarily devoted to dealing

with perception and action from their ‘original’ inputs and outputs, so that

they may assist the process of thought (Glenberg, 1997). Examples of cognit-

ive processes that are likely based on such sensorimotor simulations include

mental imagery, working, episodic, and implicit memory, as well as reasoning

and problem-solving (M. Wilson, 2002, pp. 633–634);

Although these claims vary with respect to the strength and the degree of controversy

they rise, such a decomposition is useful to underscore why is it appropriate to look

at learning to count — around which the four research questions addressed in this

thesis revolve — from the point of view of embodied cognition.

The ample evidence that human mathematical thinking in general, and count-

ing in particular, is a prime example of embodied cognition, has been reviewed in

chapter 2. On the most general level, the fact that the rules of arithmetic may be

formulated as a conceptual metaphor of simple interactions with physical entities,

such as collections or measuring units, is perfectly in line with the claim about
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the situatedness of cognition. All four conceptual metaphors proposed by Lakoff

and Núñez (2000) refer to scenarios and activities that are encountered countless

times throughout our early development (such as playing with a collection of toys)

or are indeed fundamental to our existence (as is motor control). The theoret-

ical considerations of Lakoff and Núñez, supplemented by many lines of evidence

for the link between ‘concrete’ spatial and ‘abstract’ numerical representations in

the brain suggest the involvement of body-based representations as a substrate for

forming abstract mathematical concepts. Thus is consistent with the statement

that off-line (in other words, abstract) cognition is body based. Perhaps the most

striking evidence in support of the latter claim is the study of Andres et al. (2007),

where covert involvement of finger motor circuits in sequential enumeration tasks

was demonstrated. The claim about off-loading cognitive work onto the environ-

ment is directly relevant to the first group of the hypotheses about the contribution

of gestures to learning to count reviewed in chapter 2, which focus on overcoming

limitations in available cognitive resources (see section 2.2.2). Finally, the second

group of the hypotheses, which emphasised the coordinative role of the gestures

and the hypothetical transfer of a motor competence to a conceptual one, resonates

with the claims about the relations between cognition and action. There is little

doubt therefore that embodied cognition provides an appropriate theoretical frame-

work within which learning to count and phenomena associated with it should be

considered.

4.2 Developmental Cognitive Robotics

The concepts connected with embodied cognition are among the essential themes

in developmental cognitive robotics. Developmental cognitive robotics has been in-

troduced by Asada et al. (2001) as a novel humanoid robots design principle. Its

primary aim is to ‘understand the cognitive developmental processes that an intel-

ligent robot would require and how to realize them in a physical entity’ (Asada et
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al., 2001, p. 185). As a methodology, developmental cognitive robotics opposes the

traditional ‘engineering’ approaches to build robots, which involve explicit program-

ming of the robot functionality and its control algorithms by the designer, based

on his knowledge of the physical characteristics of the robot and of the all possible

situations in which it is intended to operate. Instead, Asada et al. advocate that the

robot’s control structures should ‘reflect the robot’s own process of understanding

through interactions with the environment’ (Asada et al., 2001, p. 185).

Two fundamental problems that are addressed in the developmental cognitive

robotics design principle are: how to design the robot’s ‘brain’, or control structure,

that would be capable of learning and developing, and what kind of a social learning

environment should be established in order to support the development of the cog-

nitive processes of interest. While a lot of progress with respect to the former issue

has been achieved through the years of research in robotics and artificial intelligence,

Asada et al. (2001) put a lot of emphasis on the role of the social set-up in human

development. This is motivated by the fact that the tutoring delivered to children by

their parents, teachers, etc. is characterised by a great degree of adaptivity. In other

words, it is adjusted adequately to the child’s current level of competence, which

may be the key to assuring the optimal learning progress. Accordingly, the appro-

priate set-up of the learning environment, that allows the robot to gradually learn

more and more complex tasks and handle increasingly unpredictable situations, is a

prominent part of the developmental cognitive robotics methodology.

Developmental cognitive robotics has strong interdisciplinary links with develop-

mental psychology, neuroscience, and cognitive science (Asada et al., 2001; Cangelosi

& Schlesinger, to appear). It can be argued that it holds a promise of twofold bene-

fits that it can bring to the scientific society (Lungarella, Metta, Pfeifer & Sandini,

2003). On the one hand, being a robot design methodology, it is hoped to help to

overcome the challenges that the roboticists have been facing in creating intelligent

machines. On the other hand, developmental cognitive robotics can be viewed as a

framework for implementing models of human cognition. As it supports the use of
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computational approaches to modelling with an artificial body, it permits a fuller

exploration of the claims put forward by the embodied view of cognition.

Although a relatively young discipline, developmental cognitive robotics is dy-

namically expanding. While at first most of the research in the field focused on the

modelling of the development of motor control (Lungarella et al., 2003), more and

more studies appear that tackle the issues of higher-level cognition (Cangelosi &

Schlesinger, to appear).

In the context of the present work, developmental cognitive robotics is a crucial

part of the employed experimental methodology. As reflected by the research ques-

tions posed at the beginning of this thesis, the phenomena considered herein — the

contribution of the counting gestures to learning to count and the spatial-numerical

associations — have a pronounced embodied character. Therefore, the complement-

ary role developmental cognitive robotics plays to the computational modelling of

cognition will be, from the point of view of present research, a significant and im-

portant extension.

4.3 iCub — Humanoid Robotic Platform

As outlined above, an important aspect of the developmental cognitive robotics

paradigm is the inclusion of an artificial body in the cognitive modelling process.

Consequently, designing a neuro-robotics experiment requires settling on the choice

of a particular robot that will be appropriate for the research. The robotic plat-

form used throughout the experiments described herein is the iCub humanoid robot

(Metta, Sandini, Vernon, Natale & Nori, 2008; Metta et al., 2010, see figure 3).

The iCub platform, including the complete robot itself, as well as the accom-

panying software, has been developed from scratch (Metta et al., 2010) within

the European Commission-funded, sixth framework programme project RobotCub,

headed by the Italian Institute of Technology, and completed in 2010 (RobotCub pro-

ject website, 2013). At the time of writing, various versions of iCub are being used
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in more than 20 research laboratories worldwide (iCub website, 2013), and ongo-

ing projects aim at further developing the platform by providing it with additional

capabilities, like whole-body motion interaction with multiple contacts (CoDyCo

project website, 2013).

One of the primary motivations that guided the design of the iCub was the

belief that ‘the physical instantiation of [. . .] [the models of the development of

human cognition] in a behaving humanoid robot’ is one of the crucial ingredients

necessary to allow the construction of cognitive systems to progress (Metta et al.,

2010, p. 1126). The RobotCub project aimed therefore at providing a platform

that would fulfil the present and future requirements of the researchers working on

the development of cognition (Vernon, von Hofsten & Fadiga, 2010). In line with

the view that object grasping is central to human cognition (Arbib, 2002b), strong

emphasis has been put on the capabilities of the robot connected with manipulation.

On the mechatronics side, the iCub robot, shown in figure 3a, is approximately

1 meter tall and weights around 22 kilogrammes, what is intended to resemble the

body dimensions of a 3- to 4-years-old child (Metta et al., 2010). Its upper body

incorporates the total of 38 actuated degrees of freedom (dof). 6 of these are alloc-

ated to the head, 3 implementing the full range of neck motions, and 3 supporting

the movements of the eyes, including vergence. Each of the arms of the robot has 7

dof: 3 in the shoulder joint, and 2 in both elbow and wrist. The robot’s hands have

9 dof, allowing for considerable dexterity and reflecting the design emphasis on ma-

nipulation (see figure 3b). The first three fingers can be controlled independently,

while the ‘ring’ and ‘pinkie’ fingers are linked together under 1 dof, providing addi-

tional support and stability for grasping. The manipulation capabilities are further

extended by 3 dof in the robot waist that increase the reachable working space.

The original version of the iCub was designed to support crawling and sitting rather

than walking, and therefore each of the legs has 6 dof. This brings the grand total

of the actuated dof of the robot to 53. The legs of the robot were not used in the

present study.
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(a) (b)

(c)

Figure 3: iCub, the humanoid robot used in the present study. (a) the robot at
the disposal of Plymouth University that has been used throughout the experiments
described herein; (b) close-up of the iCub’s 16-dof arm; (c) the virtual counterpart
of the robot as seen in the simulation software.
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For the ‘static’ robotic experiments that do not involve crawling or sitting, the

robot is used attached to a stand by its hip, as depicted in figure 3a. As iCub

was not meant to be fully autonomous in terms of power supply and computational

power (Metta et al., 2010), the connection with the external facilities is achieved

through the ‘umbilical cord’ attached to the back of the robot. As mentioned earlier,

a project that aims at upgrading the iCub’s lower body in order to enable using it

in a free-standing set-up is under way (Eljaik et al., 2013; CoDyCo project website,

2013). For the time being, for experiments requiring mobility an optional mobile

base for the robot, called iKart, is available.

The interaction of the iCub with its environment is realised through a range of

sensors available on-board. Vision and audition are provided by the digital cameras

located in the robot’s eyes and the microphones on both sides of its head, respect-

ively. Proprioceptive sensing includes the inertial sensors located in the head (3

gyroscopes, 3 linear accelerometers and a compass), as well as the force/torque and

position sensors in the body joints. Recently, the repertoire of the iCub’s sensing

capabilities has been extended with an artificial modular skin that can be mounted

on the robot’s fingers, palms, forearms and torso (Schmitz et al., 2011).

The entire design of the robot is open-source, which includes the robot’s soft-

ware (Metta et al., 2010). The iCub-specific software architecture is developed on

top of a more general middleware called yarp (Yet Another Robot Platform, Metta,

Fitzpatrick & Natale, 2006). The latter provides operating system-independent fa-

cilities for interfacing with the robot hardware as well as for implementing the robot

control software in a modular way. The range of software available for the iCub robot

is being constantly extended by an active community of users and researchers (iCub

website, 2013). Among those, certain software tools were of particular importance

for the present study. Firstly, the iCub simulator (Tikhanoff et al., 2008; Tikhanoff,

Cangelosi & Metta, 2011) provides a virtual copy of the robot than can be used

for developing and testing of the control software in a rapid and safe way without

the need of the physical access to the robot (see figure 3c). The precision of the
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simulation is usually sufficient to allow for an easy transition of the ready software

to the real robot. Secondly, the yarp Cartesian interface (Pattacini, Nori, Natale,

Metta & Sandini, 2010), together with its iCub-specific implementation, provides a

solution for the robot’s inverse kinematics that enables the user to control the robot

directly in its working space, using the Cartesian coordinates.

Overall, the motivations for using the iCub as the principal robot platform for

the present study can be summarised as follows:

� large number of the degrees of freedom in the upper body of the robot together

with the humanoid design allow for faithful modelling of the counting gestures;

� required capabilities (robot simulation, Cartesian control of the robot’s hands

and gaze, position control and sensing) available out-of-the-box;

� open-source robot software can be extended as needed;

� easy and flexible interfacing of the available robot software with custom control

software.

4.4 Artificial Neural Network Models Employed

in the Study

This section is an overview of the specialised artificial neural network frameworks

that are employed throughout the present study. It is assumed that the reader is

familiar with the fundamental concepts connected with neural modelling, such as the

activation function, multi-layer perceptron or backpropagation. A good introduction

to these concepts can be found in the classical work of Rumelhart and McClelland

(1986) or in a more recent book by Levine (2000).

4.4.1 Simple Recurrent Artificial Neural Networks

Discrete-time feed-forward neural networks are static, in the sense that, for a given

input vector, a well-defined corresponding output vector is computed that does not
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Figure 4: Elman and Jordan networks. Grey areas represent all-to-all feed-forward
connections, arrows represent recurrent connections. In the Elman network (a),
memory is realised by retaining a copy of the activations of the hidden units from
the previous time step. In the Jordan network (b), memory is provided by the state
units which compute a weighted average of the output of the network over time.

change over time, nor depends on the history of the previous inputs provided to the

network. However, in the context of simulating biological systems or designing the

control architectures for robots, the capability to process signals that unfold in time

is desired. One of the ways in which a discrete-time feed-forward neural network

can be extended to achieve such a capability, is providing it with a form of memory.

Memory can be introduced to a discrete-time neural network using recurrent con-

nections, that is connections that create cycles in the network connectivity graph.

Figuratively, such connections ‘look back in time’, in other words they refer to the

activation values of their input units determined in the previous time step of the

simulation. Two classical architectures that make use of this concept are the Elman

network (Elman, 1990) and the Jordan network (Jordan, 1986).

The Elman network (figure 4a) is an extension of a standard three-layer feed-

forward network. In order to provide the network with memory, a layer of units,

called the context units, that connect to the hidden layer, is added to the network.

In the first time step of the network simulation, these units have a fixed activation

value of 0.5. In every subsequent time step, they contain the activation values of
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the units of the hidden layer from the previous time step. This corresponds to

introducing fixed (not modifiable through training) recurrent connections between

the hidden layer and the context layer, the weights of which form an identity matrix.

This, in turn, is equivalent to introducing modifiable recurrent connections from the

hidden layer to itself with a fully-connected topology. Since the output of the Elman

network is a function of its inputs and its internal state from the previous time step,

such a network has an inherent capability to process temporal signals. The Elman

network has been applied primarily in the context of language processing, but, as

reviewed in chapter 3, studies that employed this architecture in the context of

counting exist as well (Hoekstra, 1992; Rodriguez et al., 1999).

The architecture of the Jordan network (figure 4b) is somewhat more elaborate

than that of Elman. The assumption here is that the network generates a sequence

of actions (output vectors) based on a plan provided as a fixed input to the network.

The three-layer feed-forward network architecture is extended with a state layer. The

state layer is connected to the hidden layer and accepts recurrent connections from

the network output and from itself. Similarly to the Elman network, these recurrent

connections are not modifiable through training. In the classical formulation, the

state units implement an exponentially weighted average of the past outputs of

the network. This is achieved by setting the weights of the recurrent connections

from the output units to the state units to form an identity matrix and connecting

each state unit with itself with a fixed weight (this weight affects the exponent

of the averaging). The state vector thus constitutes the temporal context for the

actions, and has two desirable properties: the state vectors at nearby points of

time are similar, and state vectors corresponding to producing similar subsequences

are similar as well. Because the memory in the Jordan network is based on an

output-input feedback loop, this architecture is often encountered in the context

of robot motor control and the modelling of proprioception. From the models of

counting quoted in chapter 3, the model of Ahmad et al. (2002) used Jordan-like

recurrence at multiple levels of the model architecture. The fact that the amount of
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feedback in the Jordan network is dictated by the dimensionality of the output can

however be viewed as a limitation. While the capacity of the Elman network can

be easily adjusted by changing the number of units in the hidden layer, this is not

the case with the Jordan network, for which adding or removing output units may

have no reasonable interpretation (e.g. when outputs of the network correspond

to the degrees of freedom of a robotic arm being controlled). Therefore, mixed

architectures, which combine the concepts from both networks — recurrence in the

hidden layer and output-input feedback — are also encountered (Stramandinoli,

Marocco & Cangelosi, 2012).

Supervised training of simple recurrent neural networks can be achieved with a

simple extension to the classical backpropagation algorithm (Rumelhart, Hinton &

Williams, 1986). This technique, known as backpropagation through time, is based

on the observation that, assuming that a finite period of time is considered, for every

recurrent network a feed-forward network with identical behaviour can be construc-

ted (Rumelhart et al., 1986, p. 354). In short, for every time step of the sequence

being trained, a copy of every layer of the network is created, and the connections

recurrent in the original network are turned into feed-forward connections that link

consecutive copies of the network. The only necessary technical modification to the

backpropagation algorithm is to ensure that all connection weights in the expanded

network that correspond to the same connection in the original network have the

same value. This constraint is easily met by updating the corresponding weights

by the same value, which is based on the sum of the changes prescribed to the

individual connections (Rumelhart et al., 1986, p. 355).

4.4.2 Continuous-time Neural Networks

Even in situations where the processing of temporal sequences is not involved, it is

sometimes desirable to incorporate the temporal structure of the decision process

in a neural network model. For this purpose, a class of neural network models

known as the firing rate models (Shriki, Hansel & Sompolinsky, 2003; Yamashita
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& Tani, 2008) can be employed. These models express the activity of neurons (or

of ensembles of neurons) in terms of their mean firing rate, averaged over a short

period of time (H. R. Wilson & Cowan, 1972; Hopfield, 1984).

Dynamics of a neural network in the firing rate model are described by a set

of coupled differential equations, that specify how the activity of each unit changes

over time. Assuming that the activity (firing rate) of the unit i is denoted as yi,

these equations have the form:

dyi
dt

= −αyi + βfi

(∑
j

wijyj

)
+ Ii(t) (4.1)

where wij is the strength of the connection between units i and j, fi is the activation

function of the unit i, Ii(t) is the external input to the unit i, and α and β are positive

constants. The behaviour of a unit described by the equation 4.1 can be summarised

as follows. The first term of the equation 4.1 is the decay term and ensures that, in

the absence of external inputs (remaining part if the equation 4.1 equal to 0), the

activity of the unit will tend to 0, independent of the initial state of that unit. If

there is external input to the unit that has a constant value over time, the activity

of the unit will approach asymptotically this value. Formally speaking, assuming

that Ii(t) = Ii, it can be shown (Pineda, 1987), that the fixed points of the set of

equations 4.1, denoted as y∞, are given by the solution of the set of equations:

αy∞i = βfi

(∑
j

wijy
∞
j

)
+ Ii (4.2)

If the neural network is feed-forward, the matrix of weights W is lower triangular,

and therefore the solution to the set of equations 4.2 can be found using the substitu-

tion method. As Pineda (1987, p. 2229) points out, the propagation of activations

in a discrete-time feed-forward artificial neural network is therefore equivalent to

directly calculating y∞ for the situation when W is lower triangular. This has im-

portant implications in the context of training continuous-time neural networks: if

the network is feed-forward, its training can be based on the standard backpropaga-
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tion technique, using the values of the activations of the units after a stable state

has been reached (see e.g. Verguts et al., 2005). Training continuous-time neural

networks with recurrent connections is much more complicated and computation-

ally expensive (cf. Yamashita & Tani, 2008). In the present work, only feed-forward

networks in the firing rate model are considered.

Usually, the architecture of the network and the temporal structure of the inputs

is complicated enough to make finding the solutions to the equations 4.1 analytically

too tedious. A more practical way to determine the evolution of the activations of

units yi over time is therefore numerical integration. For that purpose, an appropri-

ate numerical integration method of sufficient accuracy should be applied. Although

studies exist which employed the very simple Euler method (Chen & Verguts, 2010,

p. 238), because of its high inaccuracy and instability (Butcher, 2008), in the present

study more sophisticated methods have been used.

One of the key benefits of modelling the temporal evolution of the network

activity using the firing rate model is the possibility of simulating the chronometric

data. This is commonly done by assuming that the response is given by the network

when the activity of one of its output units reaches a predefined threshold value.

The response time is therefore modelled ‘literally’ and expressed in integration steps.

Examples of studies reviewed in chapter 3 that employed the firing rate model are

Grossberg and Repin (2003), Verguts et al. (2005), Gevers, Verguts et al. (2006) and

Chen and Verguts (2010).

4.4.3 Self-Organising Maps

A Self-Organising Map (often abbreviated as som, Kohonen, 1982, 1990) is a special

type of an artificial neural network, that, in essence, transforms vectors in a high-

dimensional input space to a low-dimensional output space. This transformation

preserves, to a certain extent, the topological properties of the input space. In other

words, vectors that are similar in the input space, are, in principle, transformed to

vectors that are similar in the output space.
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The properties of soms are inspired by results in neuroscience which suggest

that various areas of the brains of higher animals employ representations that are

topological in nature, what means that ‘a particular location of the neural response

in the [cortical] map often directly corresponds to a specific modality and quality

of sensory signal’ (Kohonen, 1990, p. 1465). A good example of such a ‘map’ are

colour-selective cells found in the fourth visual areas (V4) of the monkey cortex

(Zeki, 1980). soms provide a mathematical framework useful in the theoretical

study of the principles that govern such brain representations.

A som consists of a number of units, each associated with a vector of weights

wi, equal in the dimension to the number of dimensions of the som input space,

N . Each unit is also assumed to have assigned fixed coordinates in the output

space (usually low-dimensional, M < N), what defines the som topology. Upon the

presentation of a vector x ∈ RN at the input to the network, the similarity between

x and the weight vectors of the map units wi is determined using a predefined

metric (usually the Euclidean distance). The unit whose weight vector is the closest

to x is called the best matching unit (bmu). The coordinates of the bmu in the

map output space can be taken directly as the output of the som, thus realising

the aforementioned dimensionality reduction. Alternatively, a som may be used as

a sparse-coding device, in which case the output from the network consists of the

activations of all map units, calculated based on the distance between the weight

vector of each unit and the input vector x and an activation function of choice.

As evident from the above description, there is a great degree of flexibility with

respect to the various parameters of a som. The most commonly encountered type

of a som is simply a rectangular map, in which the units are located in the vertices

of a square or triangular tiling of the underlying 2-dimensional Euclidean plane (see

figure 5). In such a form, soms are particularly suitable for data visualisation.

However, because of certain unwanted effects that appear in the very simple som

topologies (e.g. the border effect, Li, Gasteiger & Zupan, 1993; Kohonen, 2001),

more sophisticated solutions, like toroidal or spherical topologies, are sometimes also
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applied (see for instance Nishio, Altaf-Ul-Amin, Kurokawa & Kanaya, 2006).

One of the attractive properties of soms is that the mapping from the input

to the output space can be formed automatically, through unsupervised learning.

The training algorithm involves repeated presentation of the training data vectors

at the input to the network and gradual adjustment of the weight vectors associated

with the map units. The crucial component of the weight update formula is the

neighbourhood function Θ that specifies, for the given training vector x, which units

of the map are updated, and how strongly. Θ depends on the distance between the

unit being adjusted and the bmu in the som output space, and changes throughout

the training process. Initially, the neighbourhood encompasses most of the map

units, but, as the training progresses, less and less of the units surrounding the bmu

are affected. Assuming that bmu(x) is the index of the bmu for the given input

vector x, the update equation can be written down as:

wi(t+ 1) = wi(t) + Θ(i,bmu(x), t) · α(t) · (x−wi(t)) (4.3)

where t is the training iteration number and α(t) is the learning rate (which often

decreases with t). Unfortunately, the proper values of the parameters of the training

algorithm usually have to be found by trial and error. In particular, care has to be

taken to ensure that a global order is established in the map in the early phase

of training, and that it is not subsequently destroyed, e.g. through the use of a

too aggressive learning rate or because of the neighbourhood shrinking too quickly

(Kohonen, 1990, p. 1467).

The fact that the som training regime includes several compound parameters

implies the necessity for having a means of assessment of the quality of the final

result of the training. Multiple quantitative measures that attempt to express the

goodness of a som exist (Kaski & Lagus, 1996). One of the most basic ones is the

average quantisation error, which, for the given set of the data vectors X, is the mean

distance between the data vectors and the weight vectors of their corresponding
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Figure 5: Example two-dimensional self-organising maps with rectangular 8×8 topo-
logy utilising square tiling (a) and triangular tiling (b). x and y are the coordinates
of the som units in the som output space. The maps were trained to represent the
three-dimensional additive red-green-blue colour space. Note that similar colours
are mapped onto nearby areas of the maps. (c) shows the U-matrix of the som in
figure (a). Note that the relatively brighter areas of the U-matrix correspond to the
boundaries between the clusters of colours in the map. (d) shows a ‘stack’ of two
3× 4 soms, in which all units of one map are connected with every unit of another
map with Hebbian links. For clarity, only the set of links corresponding to one unit
of the ‘top’ som is shown.
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bmus:

AQE(X) =
1

|X|
∑
x∈X

∥∥x−wbmu(x)

∥∥ (4.4)

Average quantisation error is easy to compute and interpret, but it cannot be used as

the sole measure of som quality, because very low values of the average quantisation

error may be the result of over-fitting. A more sophisticated indicator of som

goodness is the topographic error (Kiviluoto, 1996). It indicates the proportion of

the data vectors from X for which the bmu and the unit second-best to the bmu

are not adjacent in the som output topology:

TE(X) =
1

|X|
∑
x∈X

u(x) (4.5)

where

u(x) =

 1 if best- and second-best-matching units of x are non-adjacent

0 otherwise

Low values of the topographic error indicate good preservation of the topology of

the input space. Note, however, that for this measure to be used, the definition

of the som topology must allow for determining the adjacency of two units, what

sometimes is not trivial. Another tool useful in the evaluation of a som is the

unified distance matrix (U-matrix, Ultsch & Siemon, 1990). It is a method of

som visualisation, in which the distances between the weight vectors (in the som

input space) of som units adjacent in the output topology are a continuous variable

displayed in the som output space (see figure 5c). U-matrices are particularly useful

in identifying clusters in the input data. This is done either by visual inspection

or using image analysis techniques. Similarly to the topographic error, U-matrices

require the adjacency of the units to be well-defined in the som topology.

In cognitive modelling, soms find application most often as a sparse-coding mech-

anism, in which they encode a vector of variables using a population code. For

example, the model of subitising proposed by Ahmad et al. (2002, pp. 179–180,
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see chapter 3) uses a 1-dimensional som to represent the number magnitude, and a

2-dimensional one to represent number words as a map of verbal features.

soms can be integrated in a larger neural network model in various ways. It is

common to use multiple maps that implement sparse coding of certain variables in

a ‘stack’, connected ‘vertically’ with a set of modifiable connections (see Abidi &

Ahmad, 1997; Ahmad et al., 2002; Morse, de Greeff, Belpeame & Cangelosi, 2010,

and figure 5d). These connections implement a bi-directional translation from one

population code to the other. Training of these connections is realised by an iterative

presentation of corresponding input vectors to the soms and the adjustment of the

connection weights using the Hebbian learning rule (Hebb, 1949).

It is possible to implement soms in the firing rate model (see Yamashita & Tani,

2008). In this case, the equations describing the activity of the som units have a

similar form to the equation 4.1, but instead of (or in addition to) the weighted

sum of the unit inputs, the argument of the activation function is the value of the

similarity metric between the input vector and the unit’s weight vector. In order to

minimise the computational cost of the simulation of such a network, if all possible

values of the input vectors that will be presented to the som are known in advance, it

is beneficial to pre-compute the som activation corresponding to every input vector

and then pass it to the equation 4.1 as the external input Ii(t).

4.5 Empirical Investigation of the Role of Ges-

tures in Learning to Count in Children

In this section I review a behavioural study that focused on the investigation of

the function of gesture in learning to count in children (Alibali & DiRusso, 1999).

It is appropriate to delve into this particular research in more detail because the

simulations of the first model presented in my thesis have been designed to be

compatible with the experimental set-up used in this study.
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4.5.1 Experiment Design

The particular focus of the experiments of Alibali and DiRusso (1999) was the

distinction between two functions of the counting gestures: keeping track of the

counted items and coordinating the recitation of the number words with the items

being counted. In the study, the counting accuracy of 20 children, approximately

five-year-old, was tested, in a variant of the hm task. The children counted sets of 7

to 17 chips arranged in a line with constant spaces between them. They were asked

to count aloud; the instructions regarding gestures varied across seven experimental

conditions:

� no instructions about touching or pointing;

� children instructed to point to (but not touch) the items being counted;

� children instructed to touch the items being counted;

� gesture prohibited — hands to rest clasped on the table;

� items pointed to by a puppet controlled by the experimenter;

� items touched by a puppet controlled by the experimenter;

� items pointed to by a puppet, with deliberate pointing errors;

The first condition allowed the researchers to investigate spontaneous counting ges-

tures. The last condition was included in order to verify if in the passive gesture

conditions the children were paying attention to the puppet’s gestures. The de-

pendent measure in the experiment was the children’s counting accuracy, that is the

number of trials in which they counted without any errors. The experimental design

used by Alibali and DiRusso is illustrated in figure 6.

The principal scientific question of the study, that is whether the gestures are

used only to keep track of counted items, was addressed by the above experimental

design in the following way. First, based on earlier research, it was expected that

the children would count more accurately when they were allowed to gesture than
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Experiment timeline
(single subject)

A

E

F
(random
order)

Subjects
25 approx. 5-years-old preschoolers
Exclusion criteria
very poor counting accuracy in the first session
( 15% correct), sickness

Session 1
(5–10 min.)

Session 2
(5–10 min.)

Break
(1–7 days)

Task
HM (How Many), cardinal response
not important

Experimental Conditions
Active gestures
A – no instructions wrt. gestures
B – instructed to point but not touch
C – instructed to touch
D – gestures prevented
Passive gestures
E – puppet pointing
F – puppet touching
G – puppet pointing with deliberate errors
In all conditions instructed to count aloud

B

C

D
(random
order)

G

Tim
e

Stimuli
Sets of plastic chips arranged in a row
with constant spacing and alternate colouring
20 sets grouped by 5 (= 4 groups)
order of groups randomised across conditions
Set sizes
7–17, mean 12 in every group,
no same number in a group
7–10 = „small” size
13–17 = „large” size

Dependent Measure
Counting accuracy
= number of sets (out of 20) counted
without any error

Figure 6: Experimental design employed by Alibali and DiRusso (1999).
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when the gestures were prevented, supporting the ‘keeping track’ hypothesis (see

e.g. Saxe & Kaplan, 1981). Second, should keeping track be the only function of

the gestures, children would count in the puppet conditions at least as accurately

as in the conditions where they gestured themselves, since the puppet’s pointing

was always correct. The idea thus was to dissociate keeping track (which could be

facilitated both by own and puppet’s gestures) from the coordination of recitation

and tagging (which, the authors argued, could be facilitated solely by own gestures).

4.5.2 Counting Error Types

The evaluation of the children’s counting accuracy was based on the children’s ges-

tures and on the correspondence between the gestures and the recited number words.

Alibali and DiRusso (1999) distinguished six types of counting errors. Their error

categorisation extended an earlier one, introduced by Gelman and Gallistel (1978).

It is appropriate to repeat the definitions of the errors here (figure 7), since the same

error classification is used in the present work.

It is important to note that the experimental condition affected the kinds of

errors that could have occurred. For instance, in two of the puppet conditions it

was not possible for children to double count or skip a chip, as the gesture made by

the puppet was always correct and the experimenter took care to synchronise the

puppet’s gesture with the child’s utterances (see Alibali & DiRusso, 1999, pp. 43).

4.5.3 Results

The results obtained by Alibali and DiRusso (1999) can be summarised as follows.

First, a definite effect of the experimental condition was found. The children’s count-

ing accuracy in the conditions with gestures was superior to the condition without

them, as reported by earlier studies (e.g. Schaeffer et al., 1974; Saxe & Kaplan,

1981; Gelman & Meck, 1983). Moreover, the children counted more accurately in

the conditions with touching than in the conditions with pointing (replicating Gel-
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Code Definition

Correct The child assigns one number word to each chip, and uses the
count words in the conventional order (or in an unconventional
order that is used consistently across trials).

Partitioning errors
Skip The child does not assign a number word to a chip.a

Double count The child assigns two or more number words to a particular
chip.a

Coordination errors
Continue The child continues to say number words after the last chip has

been indicated.
Stop short The child does not assign a number word to the last chip (or

last few chips) to be counted.
Other errors

String error The child uses the set of number words in an incorrect order
that is used inconsistently across trials.

Distracted The child is distracted from counting.
a Skips or double counts of the last chip in an array were counted as coordination errors (Stop

short and Continue).

Figure 7: Coding categories for children’s counting performance. Reprinted from
Cognitive Development, 14(1), Alibali, M. W. & DiRusso, A. A., The function of
gesture in learning to count: More than keeping track, p. 44, Copyright 1999, with
permission from Elsevier.
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man & Meck, 1983), regardless of whether the gesture was performed by the child or

the puppet. The data did not indicate however a statistically significant difference

between the conditions with child’s own gestures and those with puppet gestures,

in terms of counting accuracy. These two groups of conditions differed however in

terms of the frequency of the types of the counting errors that children made. The

conditions with passive gestures were characterised by more frequent occurrence of

coordination errors (continue and stop short) in comparison to the conditions with

active gestures. Another effect found by Alibali and DiRusso was that of the set size.

The children counted small sets (numbers of chips 7 to 10) more accurately than

large sets (numbers of chips 13 to 17) across all experimental conditions. Finally,

the study revealed the tendency of children to gesture spontaneously (pointing or

touching, depending on the particular child) when no specific instructions have been

given to them. However, in terms of counting accuracy, no statistical difference was

found between the spontaneous and encouraged gestures. I will look at these results

more closely in chapter 6, when comparing the behaviour of my model with the

experimental data.

4.6 Plan of Work

The review of the ample experimental data available on mathematical cognition in

chapter 2, and the related computational modelling efforts in chapter 3, followed by

an overview of the relevant methodological aspects in chapter 4, set the scene for the

presentation of the original research conducted in this thesis. The PhD research will

investigate, with the aid of the tools provided by developmental cognitive robotics,

two classes of embodied phenomena connected with learning to count.

The first class of the phenomena refers to a relatively short period of the de-

velopment of human numerical knowledge, and focuses on the contribution of the

counting gestures to learning to count. As reviewed in chapter 2, section 2.2.2, the

effect of the counting gestures on counting accuracy in children is profound, and
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various lines of experimental evidence suggest that such gestures are an important

embodied cue, which aids, in some way, the acquisition of the conceptual under-

standing of counting. Inspired by this, the aim of the first modelling experiment,

presented in chapters 5 and 6, will be to replicate this phenomenon in the iCub

humanoid robot. I am going to propose an artificial neural network model that will

make it possible for the robot to learn to count with and without gestures, and I will

assess the obtained counting accuracy according to a methodology based on that

used in the studies with children. By simulating learning to count in the robot I

will try to answer the question if the proprioceptive information connected with the

counting gestures represented in the form of values of joint angles that change over

time can be helpful to an artificial learning agent (research question 2). Further-

more, inspired by some of the hypotheses about the mechanism of the contribution

of the counting gestures put forward by the psychologists (cf. section 2.2.2) I will

also conduct simulations aimed at investigating the significance of the simultaneous

correspondence of the counting gestures to the number words being recited in the

temporal domain, and to the items being enumerated in the spatial domain (research

question 3). Although the model has been designed primarily with the above two

research questions in mind, it turns out the approach adopted makes it possible to

address also the research question 1.

The second group of experiments (chapters 7 and 8) assumes a broader per-

spective in terms of the period of the development that is being looked at. More

specifically, using an analogous methodology of simulating embodied phenomena

with the aid of an artificial body provided by the iCub humanoid robot platform,

I will investigate if it is possible to replicate the acquisition of spatial-numerical

associations in an artificial learning agent as the result of systematic spatial bi-

ases present in the development environment (research question 4). The evidence I

quoted in chapter 2, section, 2.2.3, suggests that the degree to which humans intern-

ally link the representations of numbers and space is striking. Although quite a lot

is known about spatial-numerical associations in general, the nature of the mech-
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anisms behind their ontogeny is still an open research question (cf. section 2.3.3).

In my simulation experiments I am going to extend the previous efforts in the com-

putational modelling of the interactions between numbers and space (reviewed in

section 3.4), by setting up a developmental process inspired by the progress of the

acquisition of numerical knowledge by children. This process will involve the con-

struction of spatial representations, as well as a simulation of the aforementioned

spatial biases in learning to count, with the use of the iCub robot. In the subsequent

behavioural simulations I will assess if the simulated developmental sequence leads

to the manifestation of the association of numbers and space in the robot. This will

be achieved with the classical tasks used in the same context for humans, such as

timed number comparison, parity judgement and visual target detection (see section

2.2.3).

The motivations behind the focus on embodied numerical cognition are twofold.

From the point of view of developmental robotics, the investigation of mathemat-

ical cognition is attractive because numerical knowledge in general, and the concept

of number (the understanding of which is believed to be acquired in the course of

learning to count) in particular, can be put forward as prime examples of abstract

concepts. The question how abstract concepts can be represented and acquired by

an artificial learning agent is still open, yet it is of fundamental importance for the

artificial intelligence research (Barsalou, 1999). The replication of the acquisition of

numerical knowledge in robots, in a way that is plausible from the point of view of

cognitive science, can therefore be expected to provide useful pieces of information

that will contribute toward solving this puzzle. In turn, from the point of view of

cognitive science, numerical thinking is so widespread in our lives and so crucial for

many of its aspects that hopefully it is not necessary to convince the reader about

the importance of the investigation of the mechanisms which enable humans to first

of all come up with the mathematical ideas, and then to reason, understand, and

create with the use of them (Campbell, 2005). As discussed in chapter 3, compu-

tational modelling is a useful tool often employed in the research on cognition, and
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section 4.2 of this chapter introduced cognitive developmental robotics as a method-

ology that elegantly supports computational modelling of the embodied phenomena.

Considering the ample evidence for the embodied roots of mathematical thinking

quoted in chapter 2, it is somewhat surprising that, to the best of my knowledge,

at the time of writing no efforts to employ cognitive robotics as an aid in the study

of mathematical cognition have been made. Hopefully, the efforts in this direction

undertaken in the present thesis will pave the way for the future research, which

will further our understanding of the nature of our mathematical thinking.
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Part II

Neuro-Robotic Model
of Learning to Count

131





Chapter 5

Model Overview

In this chapter I introduce a novel neuro-robotic model of learning to count, which

purpose is the modelling of the contribution of the counting gestures to the acquis-

ition of the counting skill, with a view to answering the first three of the research

questions posed at the beginning of this thesis. The chapter starts with the dis-

cussion of the assumptions that have driven the design of the model. These as-

sumptions result from the aims of the study and from the analysis of the current

behavioural findings concerning the phenomena being modelled as well as of the

previous attempts to model learning to count, reviewed earlier. Subsequently, the

architecture of the model is described in detail, together with all its representational

elements and appropriate training procedures. This includes an explanation of how

the proprioceptive signal connected with the counting gestures is obtained using the

iCub humanoid robot. The chapter concludes with a discussion of the proposed

architecture in the context of the earlier models of counting.

5.1 Model Design Assumptions

Consistent with the aims of the conducted modelling experiment, the following as-

sumptions have been made when designing the neuro-robotic model of learning to

count with gestures, described in this chapter:

Design Assumption 1. Similarly to the other cognitive models formulated in
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the context of mathematical cognition (cf. chapter 3), the model is implemented

in the Parallel Distributed Processing (pdp, or artificial neural networks) frame-

work (Rumelhart & McClelland, 1986). It is important to note however that the

proposed neural network is not intended to be a neurophysiological model of any

particular area of the brain at some specific stage of human development. Rather,

the connectionist framework is used here as a tool for learning-based, sub-symbolic

data analysis. The reasoning behind such an approach is that if a relatively simple

learning agent, controlled by an artificial neural network, is able to exploit to its

advantage the information carried by the gestures, it is highly likely that much more

elaborate learning system, the human brain, is able do the same. In addition, the

relative simplicity of a pdp model makes it possible to investigate which properties

of the gesture signal are important in the context of counting, by analysing how the

model works.

Design Assumption 2. The model should be designed in a way that makes it

possible to compare its counting behaviour with that of children. This implies

that the model needs to be tested according to an experimental protocol that is as

compatible as possible with that applied to children. In particular, the study by

Alibali and DiRusso (1999), who investigated the function of gestures in learning to

count, has been chosen to be the main source of the reference behavioural data (see

chapter 4).

Design Assumption 3. At the centre of interest in the present work is the mod-

elling of counting, which is an inherently sequential process. This is in contrast to

subitising, which is an instantaneous apprehension of numerosity (cf. chapter 2).

Because of the necessary simplifications that have to be made when modelling a

real-world counting set-up, subitising may be a strong attractor in the model train-

ing dynamics. Care must be taken therefore to assure, through the inductive bias

present in the design of the neural network, of the representational elements, and of

the training regime, that the model employs a process of enumeration, rather than

recognition, in order to determine the number of items in the counted set (Gordon
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& Desjardins, 1995). Among others, this means that the proposed artificial neural

network must be capable of processing temporal sequences. On the other hand, the

amount of the inductive bias should be minimal, if the model is to provide useful

insight into the investigated phenomenon. For example, the model should not be

complicated beyond what is necessary, as this may result in it being ‘over-fit’ to the

task. The above considerations express one of the major challenges in modelling

counting.

The above design assumptions are reflected in the choices regarding the model

architecture and the employed representations, which are discussed in detail below.

5.2 Model Architecture

The proposed cognitive model of learning to count is a recurrent artificial neural

network, which combines the elements typical for the Elman and Jordan networks

(see figure 8). The model is designed to accept visual stimuli and proprioceptive

gesture information as inputs and to produce a sequence of number words and

counting gestures as output. The response of the model is triggered by a separate,

dedicated input. As indicated in figure 8, various components of the model are

optional, that is they may be included in the model or not, making it possible to test

it in various experimental conditions (e.g. counting with and without gestures), what

will be the principal tool in addressing the posed research questions. In addition,

this enables the process of the model development to be more in line with the

experimental findings (this point is elaborated in section 5.3). The components of

the model and employed representations are described below.

5.2.1 Vision

Visual input to the model is represented by a saliency map, which can be considered a

simple model of a retina. Such a map consists of several units, each corresponding to
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one spatial location in the robot’s visual frame of reference, which may be activated

or not depending on the presence of an object at this particular spatial location.

Such saliency maps are commonly employed to model visual stimuli (Itti & Koch,

2001), noteworthily also in the context of mathematical cognition (e.g. Dehaene

& Changeux, 1993; Peterson & Simon, 2000; Ahmad et al., 2002; Verguts & Fias,

2004), and are hypothesised to exist in the brain (Koch & Ullman, 1985).

Consistent with the design assumption 3, the visual stimuli representation should

be chosen in a way that discourages the neural network from inferring the cardin-

ality of the set instantaneously, in one time step of the simulation, as this would

correspond to subitising rather than counting. There are at least two ways in which

the exact number of items in a saliency map could be deduced by a simple feed-

forward neural network. The first way is by calculating the sum of activations of

all units in the visual input. In order to eliminate this possibility, in the employed

implementation of the saliency map the activations of its units are normalised so

that their sum is always equal to 1, regardless of the number of items in the repres-

ented set. For example, a collection of 5 items activates 5 units in the map, each

with the activation value equal to 1/5 = 0.2 (remaining units are inactive, i.e. their

activation value is equal to 0). This is illustrated in figure 9.

The second way a neural network could easily infer the cardinality of a set is by

exploiting a correlation between the number of items and their spatial locations in

the visual input, should such correlation exist. This would be the case, for example,

if the spatial arrangement of a collection was always the same for a particular nu-

merosity. Consequently, the spatial locations of the items have to be randomised

between trials, and the number of units in the visual input layer has to be large

enough to allow such randomisation to a sufficient degree, even for the largest con-

sidered numbers. In order to achieve this, in the simulations reported in this thesis,

the number of units in the visual input is always set to be twice the size of the

biggest considered collection (NV I = 2NV O). Such an assumption also ensures that

a more numerous set can be arranged in a bigger number of configurations than a
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... Hidden layer
(NH)

Trigger
input (1)

...

Visual input
(NVI)

Gesture input
(NG)

...

Verbal output
(NVO)

Gesture output
(NG)

Figure 8: Architecture of the artificial neural network model of the contribution of
gestures to learning to count. Neural activity is propagated from the bottom to the
top. Grey areas represent all-to-all connections, and arrows represent recurrent con-
nections. Number of units in each layer is specified in parentheses next to the layer
name. The layers outlined with dotted lines and their corresponding connections are
optional, i.e. can be present or not depending on the desired model configuration.

  

1/51/51/50 0 0 0 01/5 1/5
Figure 9: Visual input representation example. Locations of the counted items which
are assumed to be arranged in a row (top) determine which units of the visual input
layer (consisting here of NV I = 10 units) are activated (middle). The activation
values of the visual input units are normalised so that the total activation over the
layer equals 1 (bottom).
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less numerous set over the entire considered range of set sizes (this would not be the

case if numerosities greater than NV I
2

were considered).

An important parameter of the visual saliency map is the number of its dimen-

sions. A three-dimensional map, in which each unit encodes a physical location in

the peripheral space of the robot, would probably correspond most closely to how

humans perceive space around them. Considering however that during learning to

count children most often are exposed to sets of items arranged in two dimensions

(e.g. pictures on a book page, toys lying down on the floor), a two-dimensional

map should model such situation sufficiently well. If one assumes that only items

arranged in a row are considered, a one-dimensional map is also a viable option.

Decision regarding the dimensionality of the saliency map is important, because it

is reasonable to expect that it will affect the difficulty of the training of the neural

network. As discussed in chapter 2, counting involves navigation through the set of

items along a path that ensures a correct result of the enumeration. The larger the

dimensionality of the saliency map, the more difficult it is to construct such a path,

because the number of possible arrangements of items increases substantially with

the number of units in the map. It is an established fact that the arrangement of

the items affects how difficult counting is for children (Beckwith & Restle, 1966),

therefore this parameter is controlled for in the experimental studies by consistently

using a simple arrangement, often a row (e.g. Alibali & DiRusso, 1999; Graham,

1999; Le Corre et al., 2006). An analogous approach is adopted in the simulation

experiments conducted in this thesis by employing a one-dimensional saliency map.

5.2.2 Gestures

The representation of the counting gestures is the crucial element of the proposed

model of learning to count. There are at least two approaches to represent the

proprioceptive information connected with the gestures that can be easily incorpor-

ated in the neural network architecture shown in figure 8. The first one is based on

the encoding of the location being pointed to, expressed for instance in the same
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frame of reference as the visual input. Such a representation would consist of a

cluster of units of the same shape as the visual representation layer, and an activ-

ated unit in this cluster would indicate the spatial location that is currently pointed

at. Executing the pointing gesture would correspond to shifting the activation from

one unit to another in this layer. Such a rather abstract representation of gestures

was used in the model of counting of Ahmad et al. (2002). Another approach, which

would not be possible without adopting the cognitive robotics methodology, is to

provide the neural network with the values of the angles of the joints of the robot

arm, with which the pointing is performed. Here, the appropriate changes in the

angles of the arm joints are fed to the neural network as the robot performs the

counting gestures.

The proposed neural network architecture can be used with both approaches

described above. However, as the way the research question 2 has been formu-

lated reveals, in the present work the focus will be put on the latter representation.

This choice is motivated by the fact that, arguably, this resembles more closely

the proprioceptive information available to a child while it performs the counting

gestures. In mammals, the angles of the joints of the limbs are (together with

velocity, acceleration, and jerk) among the primitive information collected by the

estuproprioceptive sensor neurons located directly in the muscles. This information

is then passed on to the spinal cord and, further, the brain (Arbib, 2002a). Note

that since velocity and acceleration are simply derivatives of the joint angle values,

they do not carry much additional data from the point of view of an artificial neural

network. Providing the model of counting directly with the angles of the joints of a

pointing robot arm leaves the model the freedom to find a suitable way of making

use of this information, releasing the researcher from making arbitrary assumptions

about how the raw signal from the muscles is actually processed. Introducing such

assumptions could bias the way in which the proprioceptive signal is exploited by

the neural network. Therefore, by using the joint angles, it is possible to investigate

if the gesture information is useful to facilitate learning to count even without ex-
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plicit pre-processing. Consequently, in the experiments presented in this thesis, the

representation of gestures based on the joint angle values has been used.

Independently of the choice of the method of representation, there are two fur-

ther issues about the gestures that need to be addressed. The first one is connected

with the relation between the proprioceptive signal and the artificial neural net-

work. As indicated in figure 8, in the proposed model the output-input feedback

connected with the gesture layer, typical for the Jordan network architecture, is

optional. In other words, the gesture may either be produced by the neural network,

or it can be available to it as an external input signal. This contributes to the

flexibility of the model in the sense of the number of different scenarios in which

it can be tested. Although the ‘gesture production’ set-up may at first seem to be

the more natural option, various experimental findings justify the other approach as

well. First, children’s counting accuracy improves even when they do not point to

the counted items themselves, but only observe somebody else’s counting gestures

(passive gesture conditions in Alibali & DiRusso, 1999). In this case the gestures

are for the children, in a sense, an ‘external input signal’. Second, even in children’s

own counting, the one-one correspondence principle appears initially in the gestures

and only subsequently it is transferred to speech (Graham, 1999). Finally, from a

more general point of view, providing the gesture signal as an input to the neural

network makes it possible to separate the effects of learning the correct gestural

activity from the influence of the latter on learning to count.

The second issue connected with the representation of the gestures is how to

encode the performing of no gesture (e.g. ‘not pointing’). This is necessary for

instance to appropriately model the termination of the counting procedure. In

the case of both representations of gestures discussed earlier, several choices are

possible. For instance, Ahmad et al. (2002) included in their gesture encoding layer

an additional unit, which, when activated, represented the absence of a pointing

action. An alternative, which would not require artificially extending the network,

would be to treat the state in which all units in the gesture layer are deactivated
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as representing ‘not pointing’. For the joint angle representation, a special ‘rest’

posture of the robot arm can be introduced, to which the arm should go once the

counting is completed. Another option is to assume that at the end of counting

the robot should leave the arm pointing to the last indicated item. The decision

regarding the representation of ‘not pointing’ is not without importance. This should

be evident when the configuration of the model with the gesture acting as an input to

the network is considered. In this case, should the representation of ‘not pointing’

be distinctly different from the representations of the counting gestures (e.g. a

dedicated neural unit), the contribution of the gestures to counting would most

likely be reduced to indicating the end of the procedure. The model could disregard

the actual counting gesture, and simply learn to recognise the final posture as a

trigger for suppressing further verbal output. While in principle this could allow

the model to achieve high counting accuracy, such a behaviour would not be in

agreement with the experimental data which suggest the importance of the entire

counting gesture and not just of its termination (cf. chapter 2). As the result of

these considerations, in the proposed model of counting, after all items to be counted

have been indicated, the robot arm is assumed to remain pointing to the last item.

Since under this assumption there is no unique representation of ‘not pointing’ (the

final arm posture is different for different arrangements of the items), the model is

more likely to consider the entire gesture trajectory.

The representation of the counting gestures based on the joint angles, which

served as the source of the target data for the proposed neural network, was con-

structed using the iCub humanoid robot (see chapter 4). Pointing gestures, intended

to imitate those made by children, were performed using the robot’s right arm kin-

ematic chain. Six degrees of freedom of this kinematic chain were used, namely torso

yaw and pitch, and the first four joints of the robot arm, that is shoulder and el-

bow. The torso roll angle has been locked in order to eliminate unnaturally-looking

body postures. Since in all simulations presented in this thesis it has been assumed

that the visual input representation consists of 20 spatial locations arranged in a
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horizontal row (the choice of NV I = 20 is justified in section 5.2.3 below), the robot

was commanded, using the Cartesian interface, to ‘point’ to 20 locations in front

of it, which were assumed to correspond to the 20 spatial locations represented by

the units of the visual input layer. These target locations of the robot arm’s end

effector (the palm), intended to resemble the pointing gesture, were uniformly dis-

tributed on a horizontal line, placed 30cm in front of the robot, 10cm above its hip

and spanned from 20cm left to 20cm right (see figure 10a). After the robot moved

the arm to each of these locations (figure 10b), the joint angles of the arm were

recorded and normalised according to the limits of the arm joints, yielding an initial

proprioceptive representation of the counting gestures. The collected trajectories of

the joint angles are shown in figure 11a.

The values of the joint angles collected for the 20 considered locations were sub-

sequently examined using the Principal Component Analysis, which revealed that

the three strongest principal components carry more than 90% of the total ‘statist-

ical energy’ of the original data. Moreover, a regression model based on these three

principal components explained more than 99% of the variance of the joint angle

values. Therefore, the dimensionality of the proprioceptive signal was reduced by

assuming the three strongest principal components to act as the final representa-

tion of the counting gestures (yielding NG = 3). Figure 11b shows the resulting

trajectories of the three proprioceptive units for the 20 considered spatial locations.

The applied procedure is a standard technique of pre-processing information before

it is presented to an artificial neural network for training (LeCun, Bottou, Orr &

Müller, 1998). It does not affect the ability of the network to learn from the data,

but speeds this process up.

5.2.3 Speech and Number Words

As with the gesture representation, several coding schemes for the number words

production are supported by the proposed model architecture. In previous works,

random, uncorrelated states (Amit, 1988), binary representations intended to reflect
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(a)

(b)

Figure 10: Counting gesture production using the iCub robot. (a) 20 target locations
of the robot arm end effector visualised in the iCub simulation software. (b) iCub
robot performing the ‘pointing’ to each of the 20 locations.
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Figure 11: Counting gesture joint angles. (a) Recorded angles of the joints of the
robot, normalised with respect to the joints limits. (b) The final representation of
the proprioceptive gesture information obtained from the three strongest principal
components of the data shown in (a).
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similarity between the number words (Ma & Hirai, 1989) and self-organising maps

based on the phonetic features of the number words (Ahmad et al., 2002) have

been employed for this purpose. The most general method of representing number

words in an artificial neural network is perhaps using one-hot encoding (used for

instance by Verguts & Fias, 2004). In this coding scheme, every unit of a neural

network layer represents one number word, and at most one unit in the layer is

permitted to be active at any time. The number of the units in the layer (NV O)

must therefore be equal to the length of the count list the model is assumed to

produce. A characteristic feature of this encoding is that the vectors representing

the number words are orthogonal and therefore it is not relevant which particular

unit in the neural network layer represents which number word. For convenience, it

may thus be assumed that the adjacent units represent consecutive number words,

without loss of generality.

Similarly to the gestures, the possibility of ‘not producing any words’ has to

be considered also, in order to account for the end of counting in an elegant way.

The same options as for the abstract gesture representation are available here, i.e.

adding a special ‘silence’ output unit or deactivating all units in the layer. In the

present work, the latter approach is used.

Once an output vector representing a number word is produced by the artificial

neural network, a method of determining which word has actually been uttered is

necessary, because of the continuous nature of the output of the model neurons.

In the simulations reported in this thesis, when the model of counting is tested,

the number word produced at each time step of the simulation is determined us-

ing nearest-neighbour classification (Cover & Hart, 1967). That is, the euclidean

distance between the actual output of the artificial neural network and all proto-

type vectors representing the considered number words (and silence) are calculated,

and the vector closest to the actual network output is assumed to be the produced

utterance.

As indicated in sections 5.2.1 and 5.2.2, the choice of the length of the count list
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the model should produce (which in case of one-hot coding is equivalent to NV O) is

linked with the visual and proprioceptive representations. In order to preserve the

desired combinatorial properties of the realisable arrangements of items for the con-

sidered set sizes, NV I should be equal to 2·NV O. NV I in turn, determines the amount

of data that have to be collected using the robot in order to construct the proprio-

ceptive signal (and, in practice, it is limited by the precision of the robot). Keeping

in mind the performance considerations (as the number of possible arrangements of

objects grows exponentially with NV I , excessive NV I could imply impractically large

amount of training necessary to achieve satisfactory performance of the model), as

well as the fact that, in most languages, for numbers above 10 a regular structure of

the number words appears, which may have an impact on learning to count (what is

not being modelled at present), the simulations conducted within the scope of this

thesis assume NV O = 10, and therefore NV I = 20. Simulation of learning a longer

count list is of course a possibility in the proposed network architecture. However,

it is likely that in such case the phonetic structure of the number words would have

to be taken into account when choosing the verbal output representation.

In addition to the verbal output, the proposed model of learning to count has

also a special one-unit input called the trigger input (see figure 8). It has been

included for practical reasons, and its role is to indicate to the robot when the

counting process should start. Activating this input represents asking a child a

question (e.g. ‘How many?’) which according to the experimental protocol should

encourage counting.

5.3 Training of the Model

Consistent with the behavioural data, according to which children are able to recite

the number words quite well before they start learning to count items (see e.g. Gel-

man, 1980; Le Corre et al., 2006), the development of the proposed model proceeds

in two stages. The first stage is intended to equip the neural network with an ability
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to recite correctly a sequence of number words. Subsequently, in the second stage,

the model is trained to count the items presented to its visual input. Introduction

of such a distinction will make it possible to look for the answer to the research

question 1 in one of the simulations described in chapter 6.

5.3.1 Preliminary Skill — Learning the Count List

The preliminary skill to be acquired by the model in the first stage of the training

is defined as being able to output a pre-defined sequence of number words and then

to remain silent for a period of time, in response to the trigger input. At this stage

of the training none of the optional components of the model are present, i.e. the

only input available to the model is the trigger input, and only the verbal output is

present (see figure 12). Assuming the model is trained to recite NV O number words,

the training data set consists of two sequences, each 2NV O time steps long:

� the first sequence, with trigger input equal to 0 and all target outputs in the

‘silence’ configuration at every time step, trains the model to remain silent

when the trigger input is deactivated;

� the second sequence, with trigger input equal to 1, trains the model to recite

the NV O number words throughout the first NV O time steps of the sequence,

and to remain silent during the remaining NV O time steps;

The prolonged period of silence following the recitation of the count list has been

introduced in order to prevent any potential unwanted effects that may appear for

the largest numbers when training the network to count in the second stage. Should

the simulation sequence be equal in length to the biggest considered number, the

latter would be subject to a different treatment than the lower numbers, in the sense

that after counting up to the largest number the neural network would not have to

enter a stable ‘silence’ state. The length of the period of silence assumed to follow

counting (equal to NV O) was chosen arbitrarily.
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... Hidden layer
(NH)

Trigger
input (1)

...

Verbal output
(NVO)

Figure 12: Architecture of the neural network in the first stage of the training.
Note that this represents a subset of the neural network shown in figure 8, with no
optional components.

Before the training of the model commences, the adjustable weights of the neural

network are initialised randomly and drawn from a uniform distribution with mean

0 and standard deviation equal to the reciprocal of the square root of the fan-in of

the node at the receiving side of the connection (LeCun et al., 1998). The first stage

of the training is performed using the RProp− algorithm (Igel & Hüsken, 2003). In

the simulations reported in chapter 6 the training typically lasts for 700 epochs with

the initial learning rate of 0.1 (the learning rate is allowed to vary between 10−5 and

0.1). The number of the units in the hidden layer NH is usually a parameter of the

model.

The success of the first stage of the training is determined based on the correct-

ness of the output produced by the model. If the nearest-neighbour classification of

the network output is the same as that of the target output at every time step for

both sequences in the test data set (which in this stage of the training is identical

with the training data set), the preliminary stage can be deemed successful, and

the training can proceed to the second stage. Should the preliminary stage not be

successful, it would not make sense for the training to proceed.
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5.3.2 Counting

After the first stage of the training is completed, the model obtained in the prelim-

inary stage is extended by adding the desired optional components (cf. figure 8).

The weights of the connections that need to be added (e.g. from the visual input

layer to the hidden layer) are initialised using the same method as in the preliminary

stage. Subsequently, the extended neural network is trained to produce a sequence

of number words (and, optionally, gestures), the length of which is equal to the

number of objects present in the visual input, just as a child would when counting

the same set. As explained in section 5.2.1, in the training data set the spatial

positions of the counted items must be randomised. The number of possible spatial

arrangements of the objects grows exponentially with the number of units in the

visual input. If one considers numbers up to 10, what in the model corresponds to

the visual input with NV I = 20 units, there are more than 600,000 possible spatial

arrangements of the items. Already in this case it is impractical to create a training

data set that would contain all possible combinations of locations of objects for all

considered numbers. In order to alleviate this problem, the model is trained in an

‘on-line’ fashion, using small data sets that change after every training epoch. This

makes it possible to use a different spatial arrangement of objects for a particular

number in every epoch.

The training data sets for the second stage of the training are constructed as

follows. For every number from the considered number range (up to NV O), the

representation of the visual input is composed by randomly choosing the locations

of the items within the saliency map. The visual input fed to the model for a

particular number remains unchanged throughout a simulation sequence. For every

number, two sequences are included in the training data set. In the first sequence,

the trigger input is deactivated and the target outputs are set to ‘silence’ (and,

optionally, no gesture) throughout the whole duration of the simulation sequence.

In the second sequence, the trigger input is activated and the target outputs contain

the correct count list (and, optionally, gestures) that correspond to the current visual
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input, followed by ‘silence’ (no gesture) until the end of the simulation sequence. If

numbers from 0 to NV O = 10 are considered, this results in 22 sequences per data

set.

If the model configuration includes the optional elements connected with the

gestures, the appropriate proprioceptive signal needs to be constructed, that cor-

responds to the given spatial arrangement of the objects being counted. In the

simulations described in chapter 6, two types of gestures are considered: the ‘stand-

ard’ counting gestures, that have spatio-temporal character, and ‘rhythmic’ gestures,

that have only the temporal aspect. How these two types of gestures are constructed

based on the given arrangement of the items in the visual input is explained below.

5.3.2.1 Spatio-temporal Gestures

When constructing the spatio-temporal counting gestures, the locations of the ob-

jects in the visual input are considered in a particular order, e.g. from left to right.

As described in section 5.2.2, every spatial location in the visual input layer has

a corresponding vector of the activation values of the gesture representation units

derived from the values of the joint angles of the robot arm pointing to this posi-

tion. Assuming there are K ≤ NV O objects in the counted set, for the time steps

0 ≤ t < K of the simulation sequence, the target activation values of the gesture

representation units are assumed to be equal to those representing a posture in

which the robot points to the spatial location of the (t + 1)-th object, in the con-

sidered order. For the remaining time steps K ≤ t < 2NV O, the activations of the

proprioceptive units remain the same as they were for the last object (as discussed

before, alternative ways of representing ‘no gesture’ are also possible). This process

is illustrated in figure 13. Note that since the arm configuration is different for every

location being pointed to, different spatial arrangements of items will yield different

gesture signal, even if the collections are of the same size. A spatial correspondence

exists therefore between the counted items and the gesture performed.
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Figure 13: Spatio-temporal counting gesture construction example. It is assumed
that NV I = 20 and NV O = 10. There are five items in the robot’s visual input (top).
The activated units in the visual input layer determine which arm postures are used
to construct the gesture signal. The vectors corresponding to the occupied spatial
locations are designated as A, B, C, D and E (centre). The counting gesture unfolds
through the first five time steps of the simulation sequence, representing pointing to
the items in the left-to-right order. After the gesture is completed (at time step 5)
the robot arm remains in the posture corresponding to the last counted item until
the end of the simulation sequence (bottom).
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5.3.2.2 Rhythmic Gestures

Rhythmic gestures, employed in the simulation described in section 6.4, are con-

structed in the following way. Let l and r be two distinct spatial locations chosen

from the NV I = 20 locations represented by the units of the visual input layer. The

choice of l and r affects the amplitude of the resulting rhythmic movement. For

example, assuming l = 1 and r = 20, that correspond to the leftmost and rightmost

spatial position respectively, yields the highest achievable movement amplitude. In

turn, taking l = 10 and r = 11 is a way to obtain a movement with the smal-

lest possible amplitude. If there are K ≤ NV O objects in the set to be counted, the

rhythmic gesture signal is constructed by taking, for the time steps 0 ≤ t < K of the

simulation sequence, the activation values of the proprioceptive units corresponding

to the spatial positions l and r, interchangeably. For the remaining time steps of

the simulation sequence K ≤ t < 2NV O, the target activations of the propriocept-

ive units remain unchanged with respect to those present for t = K − 1. This is

illustrated in figure 14. Note, that any arrangement of K items in the visual input

results in exactly the same gesture signal. As a consequence, in case of rhythmic

gestures there is no spatial correspondence between the gestures and the counted

items. The rhythmic gestures will be contrasted with the ‘normal’ counting gestures

described above, in an attempt to answer the research question 3.

For the sequences in the training dataset where the trigger input is deactivated

(for which counting does not occur), the activation values of the gesture inputs are

set to 0, what corresponds to keeping the arm in a ‘neutral’ position. Since the

training data set changes in every epoch, in the second stage the neural network is

trained using the backpropagation through time algorithm with the network weights

updated in an on-line fashion (LeCun et al., 1998). In simulations described in

chapter 6, the training usually lasts for 4000 epochs and a constant learning rate of

0.005 is used.
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Figure 14: Rhythmic counting gesture construction example. It is assumed that
NV I = 20 and NV O = 10. The same arrangement of five items in the visual input is
used here as in figure 13 (top). l = 1 and r = 20 are assumed, therefore a gesture
with maximum amplitude will be obtained (centre). The gesture is constructed
by interchanging the vectors l and r five times (since there are five items). After
the gesture is completed (at time step 5) the robot arm remains in the posture
corresponding to the last beat (bottom).

153



5.4 Model Performance Evaluation

In line with the design assumption 2, the evaluation protocol in the conducted ro-

botic simulations of counting aims to follow as closely as practically possible the one

applied in the behavioural study by Alibali and DiRusso (1999), so that the results

of both can be meaningfully compared. The ‘subjects’ of the simulated experiment

are the instantiations of the neural network model architecture described earlier in

this chapter. Inter-subject variability results from the random initialisation of the

weights of the connections within the network, as well as from the stochasticity of

the applied training algorithms. Typically3, the subjects are first trained to recite

the sequence of number words as described in section 5.3.1, and the successful ac-

quisition of this skill is required for a subject to be included in the remaining part

of the experiment. Subsequently, several experimental conditions are simulated by

extending the network with the desired optional components, training it appropri-

ately to the experimental condition, and then evaluating it on a test dataset. Note

that for a single subject the starting point of every experimental condition is a copy

of the same neural network obtained in the preliminary training stage. This makes

it possible to apply the repeated measures design in the statistical analysis of the

results. The experimental set-up described above is illustrated in figure 15.

During the evaluation, the model is presented with the test stimuli, which consist

exclusively of the arrangements of items that have never been shown to the model

during training. Because of the small number of the possible spatial configurations

of the objects for the smallest numbers of items, the test data set is determined

prior to the commencement of the training, and the arrangements used in the test

data set are prevented from being used throughout the training. The test data sets

are constructed in the same way as described for the training data sets in section

5.3.2.

3Since the four experiments described in chapter 6 have different aims, there are minor differ-
ences in the details of the experimental set-ups between these simulations. The description herein
refers specifically to the simulation experiment 3 presented in section 6.3, which is aimed directly
at reproducing the results of Alibali and DiRusso (1999).
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Experiment timeline
(single subject)

(preliminary
training)

Subjects
32 randomly initialised neural networks
Exclusion criteria
unsuccessful preliminary training
= inability to recite 10 number words

Task
HM (How Many), cardinal response
not important

Experimental Conditions
Gestures as input
V+G– – visual input only
V+G+ – visual input and gestures input
V–G+ – gestures input only
In all conditions verbal output active
('counting aloud')
Neural network subjected to specific training
in every experimental condition.

V+G–

V+G+

V–G+
(order

irrelevant)

Tim
e

Stimuli
Sets of visual stimuli arranged randomly
with variable spacing (colour not modelled)
no grouping (order of presentation irrelevant)
Set sizes
1–10
5 different set arrangements for every number
1–5 = „small” size
6–10 = „large” size

Dependent Measure
Counting accuracy
= number of sets (out of 50) counted
without any error
Counting duration as auxiliary measure

Training

Testing

Figure 15: Example experimental design of a neuro-robotic simulation of counting.
The figure refers to the simulation experiment described in section 6.3. Cf. figure 6.
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In every experimental condition, the sequences of the number words (and, op-

tionally, gestures) produced by the model in response to the test stimuli are recorded

and their correctness is assessed based on the comparison with the corresponding

target values. The counting accuracy, defined as the number of the sets from the test

data set counted without any errors, is used as the principal index of the performance

of the model, and serves as the dependent measure in the statistical analysis of the

effects of the model parameters. Based on the test examples which have been coun-

ted incorrectly, the counting errors committed by the model are determined, and

classified using the same criteria as those applied by Alibali and DiRusso (1999) to

children counting (see figure 7 in chapter 4). Figures 16 and 17 illustrate the process

of the network output evaluation in the correct and incorrect case, respectively.

An additional measure of the model performance employed in some of the sim-

ulations is the counting duration, that is the length of the output produced by the

model, defined as the last time step of the simulation sequence, at which the model

utters a number word, and which is followed by silence until the end of the simu-

lation. Note that although this does not take into account the correctness of the

produced number words sequence, regressing the model counting duration against

the size of the counted set (in other words, the actual length of the model output

against the correct length) for all sequences in the test data set nevertheless provides

useful insights into the behaviour of the model. The slope of the resulting regression

line can serve as a marker of the quality of the behaviour of the model based on

the following observations. For a model that counts perfectly correctly, the actual

output length is always equal to the number of the counted items, and the result-

ing slope of the regression line is equal to 1 (and its intercept is 0). In turn, for

a neural network that does not count, but simply produces a sequence of a fixed

length regardless of the size of the counted set, the slope is equal to 0 (and the in-

tercept indicates the length of the produced sequence). Intermediate values indicate

a situation in-between and the value of the slope can be considered a quantitative

indicator of ‘how hard the model is trying’ to count the items in its visual input.
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Figure 16: Example of a correct output of the model. The figure shows raster plots
of the inputs to the neural network (a), the desired (i.e. target) network output (b),
and the actual output produced by the network (c). In all three charts, the abscissa
corresponds to the simulation time steps, the ordinate to the index of the unit in the
appropriate layer of the neural network, and the intensity to the activation value of
the unit. Below charts (b) and (c), a result of the nearest-neighbour classification of
the network output at the given time step is shown, i.e. the number word assumed
to be produced by the network (‘·’ denotes ‘silence’). In this example, there are six
items in the visual input to be counted (in groups of 2, 1, and 3). Even though the
actual network output (c) is not identical to the target output (b), in this trial, the
network counting is considered to be correct. This is because, at every time step,
the nearest-neighbour classification of the actual output is identical with that of the
target output.
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Figure 17: Example of an incorrect output of the model. The figure shows raster
plots of the inputs to the neural network (a), the desired (i.e. target) network
output (b), and the actual output produced by the network (c). In all three charts,
the abscissa corresponds to the simulation time steps, the ordinate to the index
of the unit in the appropriate layer of the neural network, and the intensity to
the activation value of the unit. Below charts (b) and (c), a result of the nearest-
neighbour classification of the network output at the given time step is shown, i.e.
the number word assumed to be produced by the network (‘·’ denotes ‘silence’). In
this example, there are three items in the visual input to be counted. Note that the
network continues to count up to five, beyond the number of the items in the set;
therefore, in this trial, the network counting is not considered to be correct, and the
network commits the ‘Continue’ error.
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5.5 Model Implementation

The proposed neural network model has been implemented using the PyBrain ar-

tificial neural network library for Python (Schaul et al., 2010). This significantly

contributed to the portability of the implemented code. All inputs and outputs

to the neural network were implemented using units with a linear activation func-

tion. Units of the hidden layer used the logistic activation function. The training

algorithms (RProp− and backpropagation through time) were used in the imple-

mentations provided by the PyBrain library.

5.6 Discussion

As the means of summarising the description of the model presented in this chapter,

it is appropriate to discuss the proposed architecture in the light of the past efforts

to model various aspects of counting, reviewed in chapter 3.

In contrast to the models of Amit (1988), Hoekstra (1992), and Rodriguez et al.

(1999), the model counts static, rather than sequential stimuli. It can be argued

that this corresponds more closely to the context in which the children gain the

majority of their initial experience with counting. When the children enumerate

toys they are playing with, or pictures in a book they read with their parents, the

set being counted is static, and its numerosity is related with its spatial, rather

than temporal, characteristics. Whereas counting sequential (e.g. auditory) stimuli

is of course a realistic scenario, it is not the one that primarily contributes to the

children’s acquisition of the counting skill. The distinction between enumerating

spatially and temporally conveyed sets is particularly important in the context of

the investigation of the contribution of the gestures to learning to count (what is

tightly connected with the research questions 2 and 3 which the model aims to

address). As discussed earlier in chapter 2, the establishment of a correspondence

between the spatial aspect of the visually presented set and the temporal aspect of

the recited count list is one of the crucial elements of mastering counting, and the
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one in which the gestures are likely to be particularly helpful. It should be clear

therefore, that in the present study it is most appropriate to consider static stimuli.

Although learning to recite the sequence of number words is one of the important

aspects of the training regime of the proposed model (section 5.3.1), it is worth to

stress that a detailed reproduction of the subtleties of the equivalent process in

children is not the main focus of the present work. Ma and Hirai (1989) proposed a

model which is capable of explaining many phenomena that appear in this context.

While a simulation which focuses on the learning of the counting list is conducted

in chapter 6, the proposed neural network is not expected to exhibit all the minute

details of this process, such as those connected with the phonetic similarity between

certain number words in the English language (Fuson et al., 1982). This is because

the mechanism of learning sequences in the employed neural network architecture is

likely not the best available model of rote learning in humans. More emphasis in the

simulations will be put on how mastering the count list may affect the subsequent

process of learning to count (in connection with the research question 1).

Many similarities can be found between the model described herein and the one

proposed by Ahmad et al. (2002), however there are important differences between

these approaches. A prevailing theme in the models of Ahmad et al. is the applic-

ation of the mixture of experts architecture on several levels of the model design.

While it is no doubt an elegant and interesting machine learning device, Ahmad et

al. provide no justification, e.g. in form of the evidence of its biological plausibility,

for employing this solution so abundantly. Furthermore, at least in some instances

where Ahmad et al. insert the mixture of experts model, it can be argued that its

application is superfluous. An example worth focusing on is the counting module

of their scousyst model (Ahmad et al., 2002, pp. 187–197). It is composed of

two subsystems, word, a simple recurrent network (Jordan type), and next-object, a

feed-forward network. Ahmad et al. argue that the mixture of experts architecture

on top of those ‘selects an expert network that is optimal for the designated subtask’

(Ahmad et al., 2002, p. 189), delegating each of the subtasks (production of words
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and of indicating acts) to the appropriate sub-network. However, the fact that a

Jordan network is an extension of a feed-forward network, and is therefore perfectly

capable of learning the exact same mappings as the latter, suggests that such a

solution is complicated above what is necessary. What makes matters worse, since

the gestures and the recitation of the number words are implemented by separate

neural networks, the internal representations employed in those tasks are prevented,

by the model design, from interacting. This is in stark contrast with the behavioural

data reviewed in chapter 2, which indicate that, during learning to count, the ges-

tures affect the counting performance substantially. The situation just described is

a prime example of the problem discussed while introducing the design assumption

3 at the beginning of this chapter. While the architecture of Ahmad et al. is no

doubt capable of exhibiting a counting-like behaviour, the fact it is unnecessarily

overcomplicated limits its usability as an aid in the cognitive study of counting. The

design of the model of counting proposed in this thesis is significantly simpler than

that of Ahmad et al., as one of the design objectives was to endow the model with

the capabilities necessary to perform the task, but not to bias its operation without

sufficient justification.

Finally, it is worth to highlight an important feature of the design of the proposed

model of learning to count, namely its considerable flexibility, which allows a wide

array of modelling scenarios to be tested in a unified way. This flexibility has at least

two dimensions. The first one is connected with the set-up of the neural network

— more specifically, the counting gestures may either be an input to or an output

from the model (cf. section 5.2.2). The second one results from the fact that the

model is compatible with a variety of representations. The latter means that the

proposed neural network may be used to compare the consequences of employing

different approaches to represent information in the context of counting. This applies

equally to the representation of the speech, counting gestures, as well as the visual

information. Since several different approaches are possible for each modality, the

investigation of all realisable scenarios was unfortunately not possible within the
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scope of the present thesis. Thus, it is important to keep in mind that the utility of

the proposed model goes beyond addressing only a few research questions considered

herein.

Summarising, the model presented in this chapter constitutes a novel contribu-

tion to the state-of-the-art in modelling the role of gestures in learning to count in

that:

� this is the first cognitive model in the context of mathematical cognition de-

signed according to the developmental cognitive robotics paradigm (cf. section

4.2), closely linked with an artificial body to represent embodied phenomena.

Considering the ample evidence for the embodied nature of human numerical

knowledge in general, and counting in particular (cf. chapter 2), this is an

important step forward;

� as the consequence of the above, this is the first model to employ a realistic

representation of the counting gestures based on the actual pointing performed

by a humanoid robot endowed with dexterous arms that have been designed

to resemble human arms as close as possible (cf. section 4.3);

� it is the first model of the contribution of the counting gestures to learning

to count. Although one of the previously published models of counting incor-

porated gestures (Ahmad et al., 2002), several design decisions in that study

severely biased the ways in which the gestures could affect the counting pro-

cess. One of the aims in the present work is to minimise such biases;

� the proposed model is conceptually simple, but at the same time flexible with

respect to the representations of the various aspects of counting (such as the

encoding of the visual, proprioceptive and verbal information), what allows a

wide variety of hypotheses to be tested using the model;

The proposed model is investigated in a series of simulations which are described,

and the results of which are reported in the subsequent chapter.
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Chapter 6

Simulations of Learning to Count
using the Robotic Model

In this chapter the results of the simulations conducted using the model of learning

to count introduced in chapter 5 will be discussed. The first two simulations have a

preliminary character. The first one focuses on the initial stage of the training of the

model, which corresponds to the learning of the count list. The second simulation

investigates the ability of the model to generalise, that is to count sequences that

have not been presented to the model during training, as well as looks at the influence

of including the initial training phase on further training of the model, thus tackling

the research question 1. Finally, the third and fourth simulation use the proposed

model in experiments which investigate the contribution of the counting gestures to

learning to count in attempts to answer research questions 2 and 3, respectively.

6.1 Simulation 1 — Learning Number Words

6.1.1 Aims of the Experiment

The aim of this simulation was to gain knowledge about the progress of the first

stage of the training of the model. As explained in section 5.3.1, this preliminary

stage has been introduced to reflect the ontogeny of counting in children, who are

able to recite the count list quite well before they start learning to count things. In
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line with this, before the model is trained to count using vision and gestures, it is

equipped with the ability to produce a sequence of number words, as if learnt by

rote. This simulation provided certain basic information about the model and its

training that were useful in determining the values of the parameters for subsequent

simulations, such as the number of hidden units in the network or the length of the

training. Although, as explained in chapter 5, the detailed modelling of the learning

of the count list has not been among the main goals of the model, it was nevertheless

interesting to compare the behaviour of the model with human data.

6.1.2 Procedure

In this simulation experiment only the first stage of the training was performed. The

model was therefore used in its initial configuration, which does not include any of

the optional modules (see figure 12). It was assumed that the model is trained to

recite NV O = 10 number words. A generous amount of training was given to the

model (10000 epochs) in order to assure that the learning process has enough time

to converge. The other training parameters were as reported in section 5.3.1.

The number of hidden units in the network NH was the main parameter that

was varied in order to investigate how it affects the results of the training. Based on

earlier informal trial-and-error experiments with the model in various configurations,

the following values of NH have been chosen for systematic investigation: 6–12, and

15, 20, and 25. The 6–12 range has been estimated to contain the minimum number

of units required for the network to successfully acquire the preliminary skill. The

simulation aimed thus to determine the exact value of this limit. The latter three

values were the numbers of hidden units chosen for the subsequent simulations,

which include the second stage of the model training. These were considered in the

present simulation to establish the required duration of the preliminary training.

After the training of the model was completed, the neural network was evaluated

in order to determine if the training has been successful, using the criteria described

in section 5.3.1. In addition, during the training the information about the learning
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progress were collected. After every training epoch, the mean-squared error over

the training data set, and the sequence of number words produced by the model

in response to the trigger input were recorded. If the produced count list changed

with respect to the previously recorded one, the number of the epoch at which the

change occurred was recorded. Using these information it is possible to determine

the epoch of the training at which each number word has been ‘acquired’ by the

network, as well as the number of the training epochs necessary for the model to

master the complete count list.

For each of the considered sizes of the hidden layer of the neural network 10

independent repetitions of the training were performed, with different initial weights

of the connections, in order to estimate the training success rate for each hidden

layer size. Since 10 distinct values for NH were considered, this resulted in the total

of 100 repetitions of the simulation.

6.1.3 Results

The number of trials in which the training was successful for each of the considered

sizes of the hidden layer NH are reported in table 1.

As a means of illustrating a typical progress of the number word learning in the

proposed model in various cases, the evolution of the network output throughout

the first stage of training for three experiment trials is reported in figures 18, 19, and

20. These figures show the number of the epoch of the training in which the output

sequence first appeared and the output sequence itself. Numbers 1–10 designate

the corresponding number words, while the dots represent silence (all output units

of the network deactivated). The three instances of the training were chosen as

representing typical model behaviour. Figure 18 represents an unsuccessful training

case. The training in the trials illustrated in figures 19 and 20 was successful, but

the latter progressed faster than the former, due to the larger size of the hidden

layer.
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Epoch Model Output

1 · · · · · · · · · · · · · · · · · · · ·
2 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
3 · · · · · · · · · · · · · · · · · · · ·
4 8 · · · · · · · · · · · · · · · · · · ·
5 · · · · · · · · · · · · · · · · · · · ·

73 1 · · · · · · · · · · · · · · · · · · ·
74 · · · · · · · · · · · · · · · · · · · ·
75 1 · · · · · · · · · · · · · · · · · · ·
76 · · · · · · · · · · · · · · · · · · · ·
79 1 · · · · · · · · · · · · · · · · · · ·

260 1 2 · · · · · · · · · · · · · · · · · ·
261 1 · · · · · · · · · · · · · · · · · · ·
262 1 2 · · · · · · · · · · · · · · · · · ·
264 1 · · · · · · · · · · · · · · · · · · ·
265 1 2 · · · · · · · · · · · · · · · · · ·
608 1 2 3 · · · · · · · · · · · · · · · · ·
610 1 2 · · · · · · · · · · · · · · · · · ·
611 1 2 3 · · · · · · · · · · · · · · · · ·
656 1 2 3 · · 6 · · · · · · · · · · · · · ·
659 1 2 3 4 · 6 · · · · · · · · · · · · · ·
660 1 2 3 · · 6 · · · · · · · · · · · · · ·
661 1 2 3 4 · 6 · · · · · · · · · · · · · ·
662 1 2 3 · · 6 · · · · · · · · · · · · · ·
665 1 2 3 4 · 6 · · · · · · · · · · · · · ·
666 1 2 3 4 · · · · · · · · · · · · · · · ·
667 1 2 3 · · 6 · · · · · · · · · · · · · ·
668 1 2 3 4 · 6 · · · · · · · · · · · · · ·
952 1 2 3 4 · 6 7 · · · · · · · · · · · · ·
983 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
984 1 2 3 4 · 6 7 · · · · · · · · · · · · ·
995 1 2 3 4 5 6 7 · · · · · · · · · · · · ·

1320 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1321 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
1325 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1326 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
1327 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1332 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
1333 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1334 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
1335 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1336 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
1337 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1338 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
1339 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1683 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1692 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1693 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1699 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1700 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
6090 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
6091 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
6106 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
6107 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
6108 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
6109 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
6110 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
6130 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
6131 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·

Figure 18: Number words learning progress in trial 028 (NH = 8,
training not successful)
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Increasing the size of the hidden layer affected the speed with which the model

acquired the number words. Figure 21 shows the distributions of the numbers of the

training epoch from which on the network began to use the number words correctly

across trials with 15, 20 and 25 hidden units.

6.1.4 Discussion

The success rates reported in table 1 indicate that at least 11 units in the hidden

layer of the proposed neural network model are necessary in order for it to be able

to reliably learn a sequence of 10 number words. Although some successful attempts

appear for NH as small as 9, low success rate suggests that the training algorithm in

this case easily gets stuck in the local optima of the training error landscape. These

results are not surprising considering the employed type of the output layer (i.e.

linear), which imposes that the states of the hidden layer units have an analogous

topology as the output vectors they correspond to. Since all output vectors that

represent number words are orthogonal to each other (cf. section 5.2.3), the same

has to be true for their corresponding internal representations — and since in the

simulation NV O = 10, this requires the internal representation space to be at least

10-dimensional. Occasional appearance of the successful training attempts in the

9-dimensional case can be explained by the fact that the employed protocol of the

model evaluation, based on nearest-neighbour classification, allows for a degree of

imprecision at the network output. The 10 internal states in those successful cases

must have been packed into the 9-dimensional space in such a way that, although

not exactly orthogonal to each other, they were close enough to being in such a

state.

There are several characteristic features of the progress of the number word

learning in the proposed model that can be observed in figures 18, 19, and 20.

Initially, the output of the model is a random number word that usually does not

change over time. This is the consequence of the fact that before the training the

weights of the neural network are initialised randomly. After a few training epochs,
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Epoch Model Output

1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 7 8 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
3 · · · · · · · · · · · · · · · · · · · ·

34 1 · · · · · · · · · · · · · · · · · · ·
60 1 2 · · · · · · · · · · · · · · · · · ·

115 1 2 3 · · · · · · · · · · · · · · · · ·
116 1 2 · · · · · · · · · · · · · · · · · ·
117 1 2 3 · · · · · · · · · · · · · · · · ·
118 1 2 · · · · · · · · · · · · · · · · · ·
124 1 2 3 · · · · · · · · · · · · · · · · ·
125 1 2 · · · · · · · · · · · · · · · · · ·
126 1 2 3 · · · · · · · · · · · · · · · · ·
127 1 2 · · · · · · · · · · · · · · · · · ·
128 1 2 3 · · · · · · · · · · · · · · · · ·
189 1 2 3 4 · · · · · · · · · · · · · · · ·
190 1 2 3 · · · · · · · · · · · · · · · · ·
191 1 2 3 4 · · · · · · · · · · · · · · · ·
276 1 2 3 4 5 · · · · · · · · · · · · · · ·
435 1 2 3 4 5 6 · · · · · · · · · · · · · ·
436 1 2 3 4 5 · · · · · · · · · · · · · · ·
437 1 2 3 4 5 6 · · · · · · · · · · · · · ·
527 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
578 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
579 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
624 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
762 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
763 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
764 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·

1310 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1311 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1313 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1318 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1319 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1712 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1714 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1715 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1717 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1718 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1750 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1751 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1752 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1753 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1758 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1759 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1782 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1783 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1788 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1789 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1793 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1794 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1799 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1800 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1805 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1806 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
1812 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
1813 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
2867 1 2 3 4 5 6 7 8 9 10 · · · · · · · · · ·
2868 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
2910 1 2 3 4 5 6 7 8 9 10 · · · · · · · · · ·
2911 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
2916 1 2 3 4 5 6 7 8 9 10 · · · · · · · · · ·
2917 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
2918 1 2 3 4 5 6 7 8 9 10 · · · · · · · · · ·
2919 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
2920 1 2 3 4 5 6 7 8 9 10 · · · · · · · · · ·

Figure 19: Number words learning progress in trial 042 (NH = 10,
training successful)
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NH 6 7 8 9 10 11 12 15 20 25
Successful Trials 0 0 0 3 8 10 10 10 10 10

Table 1: Number of trials (out of 10) in which the preliminary
training stage was successful for the considered hidden layer
sizes NH

Epoch Model Output

1 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
2 7 · 7 · · · · · · · · · · · · · · · · ·
3 · · · · · · · · · · · · · · · · · · · ·
4 3 · · · · · · · · · · · · · · · · · · ·
5 · · · · · · · · · · · · · · · · · · · ·

31 1 · · · · · · · · · · · · · · · · · · ·
64 1 2 · · · · · · · · · · · · · · · · · ·
73 1 2 3 · · · · · · · · · · · · · · · · ·

132 1 2 3 4 · · · · · · · · · · · · · · · ·
185 1 2 3 4 5 · · · · · · · · · · · · · · ·
244 1 2 3 4 5 6 · · · · · · · · · · · · · ·
309 1 2 3 4 5 6 7 · · · · · · · · · · · · ·
333 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
363 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
364 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
365 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
367 1 2 3 4 5 6 7 8 · · · · · · · · · · · ·
368 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
612 1 2 3 4 5 6 7 8 9 10 · · · · · · · · · ·
613 1 2 3 4 5 6 7 8 9 · · · · · · · · · · ·
627 1 2 3 4 5 6 7 8 9 10 · · · · · · · · · ·

Figure 20: Number words learning progress in trial 075 (NH = 15,
training successful)

169



0 200 400 600 800 1000

Training Epoch

ten

nine

eight

seven

six

five

four

three

two

one

N
u

m
b

er
W

or
d

(a) NH = 15
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(b) NH = 20

0 200 400 600 800 1000

Training Epoch

ten

nine

eight

seven

six

five

four

three

two

one

N
u

m
b

er
W

or
d

(c) NH = 25

Figure 21: Progress of number words learning across 10 trials for the neural networks
with 15 (a), 20 (b), and 25 (c) units in the hidden layer. This is a box plot that
illustrates the distributions, across the 10 trials, of the epoch numbers, in which the
number words were acquired by the model. The boxes extend from the lower to
the upper quartile of the data, the whiskers extend to the most extreme data points
(limited to 1.5 times the quartile range), the grey line indicates the median, and
outliers are shown using the + symbol.
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this random output is suppressed and the model begins to learn the correct count

list, starting from the beginning. Normally the learning progresses with consecutive

number words, but occasionally a number word can be acquired by the model outside

of the conventional sequence (e.g. number word ‘six’ in figure 18, epoch 656). The

latter phenomenon did not appear frequently and tended to occur for the lower values

of NH . One of the most distinct features of the learning are the prolonged phases

in which a number word is interchangeably produced by the model and not, before

it starts to appear at the output consistently (e.g. in figure 19 this phenomenon is

evident for number words ‘three’, ‘four’, ‘six’, ‘eight’, ‘nine’, and ‘ten’). As more

hidden units are added to the model, these phases are visibly shortened, but can

still be observed even for NH larger than the required minimum (cf. figure 20). It

is important to note that even for the small sizes of the hidden layer and the cases

of unsuccessful training, the model did not produce the number words outside of

their corresponding time steps, except for the very early stages of the training. In

the cases of unsuccessful training the model did not manage to learn all 10 number

words, but only a certain amount of the beginning of the count list (see e.g. figure

18).

The progress of the learning of the count list by the proposed model resembles

to a limited degree the equivalent process in children (cf. section 2.3.2). Since, once

trained, the employed neural network framework is deterministic (i.e. the output

produced by the model is always the same for the same input to the network), the

stochastic within-subject effects present in the children’s behaviour, such as the un-

stable non-conventional portion of the count list, are not reproduced. As illustrated

in figures 18, 19, and 20, the model also does not seem to have a tendency to emit

stable non-conventional sequences. Rather, at each time step of the simulation the

model either produces a correct number word, or does not utter anything (an ex-

ception to this, as mentioned above, are the very early epochs of the training). The

behaviour of the model is however consistent with that of children with respect to

the acquisition of the stable conventional portion of the count list. The count list
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produced by the model starts with small numbers and is gradually extended toward

the larger ones. Furthermore, prolonged phases during which a consolidation of the

most recent extension takes place can be clearly distinguished (see e.g. figure 19, cf.

Fuson et al., 1982).

Based on figure 21 it is possible to determine the required duration of the pre-

liminary training stage for subsequent simulations. Since in the further experiments

models with NH = 15, 20 and 25 are used (with NH acting as a between-subjects

factor), the number of the epochs in the first stage of the training should be sufficient

to ensure reliable success of this stage for all considered values of NH . As figure 21

indicates, the amount of training required for the model to learn to recite 10 num-

ber words is the largest for NH = 15. Since in 9 out of 10 cases 700 epochs were

sufficient for the model to master the entire count list (there was only one outlier

case for which around 900 epochs were necessary — see figure 21a), this number has

been used as the duration of the preliminary stage in all subsequent simulations.

6.2 Simulation 2 — Impact of the Preliminary

Training Stage and Generalisation

6.2.1 Aims of the Experiment

Inclusion of the preliminary training stage in the training regime of the proposed

model is intended to resemble how learning to count progresses in children. Since

such an approach is not standard from the point of view of the usual practice of

neural network training, it is appropriate to examine if this has any impact on the

final performance of the proposed model. At the same time, such an experiment is

expected to provide an answer to the first research question posed in the present

thesis: how does mastering the count list prior to learning to count within the

respective range of collection sizes affect the subsequent process of learning to count?

Addressing this question was the primary aim of this simulation. In addition, the
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ability of the model to generalise, that is to count arrangements of items that the

model has never encountered during training, was assessed.

6.2.2 Procedure

In this simulation the model was used in the configuration depicted in figure 22, that

is it was trained to count using both visual and proprioceptive information, with the

latter acting as an input to the network. This configuration has been chosen as this

is the primary model set-up used in the later simulations. In order to investigate

the impact of the preliminary training stage on the outcome of the second training

stage, the training protocol introduced in section 5.3 was modified in the following

way. Once the model in the initial configuration was created (figure 12), a copy

of it was made, in order to preserve the identical initial weights of the network

connections. One of the copies was then subjected to the preliminary training stage

followed by the second stage, while the other proceeded directly to the second stage

of the training. The first network thus acquired the ability to recite a sufficiently

long count list before proceeding with learning to count items, while the second one

had to acquire both these skills at the same time. In both cases, during the second

stage of the training identical training data sets were used (the training data sets

were of course different between trials, as were the initial weights in the network).

In order to compensate for the additional training received by the first network, the

second stage of the training of the second network was prolonged from 4000 to 4064

epochs (there are 2 sequences in the training data set in stage 1 and 22 in stage 2,

and therefore 700 training epochs in stage 1 correspond, in terms of the number of

performed weights updates, to approximately 64 epochs in stage 2). The training

parameters in both stages were as reported in section 5.3.

The experiment was repeated 30 times for NH = 15, 20 and 25, yielding the

total of 90 trials. After training, the models were evaluated on two types of test

data sets. The first data set, identical for all 90 trials, consisted of 50 collections

(5 different examples for every number from 1 to 10) in arrangements that have
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never been shown to any of the networks during the training. The second data set,

specific for every trial (but identical for the two networks within a trial), consisted of

50 arrangements of items chosen from those shown to the networks during training.

The number of examples from a test data set counted correctly served as an index

of the performance of the model.

6.2.3 Results

The experimental set-up described above corresponds to a mixed-design 2 × 2 × 3

(stage 1 presence or absence × test data set known or unknown × NH = 15, 20,

or 25) repeated-measures anova, with NH as the between-subjects factor and the

number of test examples counted correctly as the dependent measure. The difference

in counting accuracy caused by inclusion versus omission of the preliminary training

stage and by the type of the test data set were two planned contrasts. In 3 trials,

all with NH = 15, the preliminary training stage did not finish with a successful

acquisition of the count list by the model. These trials were therefore discarded, what

left 87 trials available for the statistical analysis. Statistically significant effects of

the stage 1 inclusion (F = 965.954, p < 0.001, η2p = 0.920), of the training data set

type (F = 105.278, p < 0.001, η2p = 0.556), and that of NH (F = 6.739, p = 0.002,

η2p = 0.138) were found. In addition, the interaction between the within-subject

factors was significant (F = 10.713, p = 0.002, η2p = 0.113). NH did not interact

with the within-subject factors. The profile plots of the estimated marginal means

for the stage 1 versus data set type interaction and for NH are shown in figure 23.

The effect of NH as well as the interaction between the within-subjects factors

were investigated in post-hoc analysis, with assumed level of significance α = 0.01.

Pairwise comparisons between the three levels of NH (with α adjusted for multiple

comparisons using the Holm-Bonferroni method) indicated the only statistically

significant difference to be NH = 15 against NH = 25 (p = 0.002, the other p

values were p = 0.035 for NH = 20 against NH = 25 and p = 0.924 for NH = 15

against NH = 20). Pairwise comparisons for the stage 1 inclusion versus dataset
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Figure 22: Configuration of the model used in simulation 2. NV O = 10, NV I = 20,
and NG = 3.
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Figure 23: Profile plots for the simulation 2 anova. The plots show the number
of examples from the test data set (out of 50) counted correctly by the model after
the second stage of the training. (a) illustrates the stage 1 inclusion versus dataset
type interaction. (b) shows the effect of the size of the hidden layer in the model.
The error bars indicate 95% confidence intervals. All possible pairwise comparisons
in (a) are significant at α = 0.01 (see text). The star indicates the only statistically
significant difference (at α = 0.01) in (b).
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type interaction, based on a paired-samples t-tests adjusted for multiple comparisons

using the Holm-Bonferroni method, indicated all 6 comparisons to be statistically

significant at assumed α (all p < 1 · 10−5). As evident in figure 23a, the discovered

interaction is of the ordinal type, therefore its presence does not invalidate the

discussion of the discovered main effects of stage 1 inclusion and of the dataset type.

6.2.4 Discussion

The statistical analysis indicates that the counting accuracy of the model was af-

fected by three factors:

� whether the model was tested on known or unknown item arrangements;

� whether the preliminary training stage was included or not;

� the number of hidden units in the network.

As shown in figure 23a, the proposed neural network tended to achieve better scores

on the known test data set than on the unknown one, and when the preliminary

training stage was included than when it was not. The latter is an especially im-

portant result in the context of the considered research question. It shows that,

in addition to being justified from the theoretical standpoint by the data from ex-

perimental psychology, the introduction of the preliminary training stage brought

tangible benefits in terms of the final counting performance of the model. Note

that, in addition, a statistically significant interaction between the stage 1 inclusion

and the dataset type has been found. The slopes in figure 23a indicate that when

the preliminary training stage was included in the model training, the counting per-

formance of the model was less affected by whether the model has been tested on

the known or on the unknown arrangements of items. In other words, the prelimin-

ary training stage not only allowed the model to achieve higher counting accuracy

within the given amount of training, but also enabled it to generalise better.

The mechanism explaining the contribution of the preliminary training stage on

the model’s counting accuracy is most likely the following. Successful preliminary
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training stage equips the model with an ability to produce a correct count list, the

length of which is sufficient to count any set that is presented to the model during the

second training stage. The task of the model during the second stage is therefore only

to learn to ‘modulate’ its output based on the visual and proprioceptive information

present at input, rather than to learn the entire task from scratch. Evidently,

the state in which the weights of the network are left after the preliminary stage

biases the subsequent training in such a way that better counting accuracy can be

achieved within the comparable amount of training. Although limited to the scope

of the considered largely simplified scenario, the above finding may be interpreted

as computational evidence that being equipped with a sufficiently long count list

prior to learning to count collections within the respective number range makes

the latter task easier. While this does not mean that children’s acquisition of the

appropriate portion of the count list before learning to use it to count items is a

necessary developmental step in the Piagetian sense, it is possible that this allows

the subsequent learning process to be sped up, perhaps to the point where it actually

happens within a reasonable time, or even within the lifetime of the individual.

As the conducted statistical analysis indicates, the network’s final counting per-

formance was also affected by whether the test data set consisted of the item ar-

rangements which were shown to the network during the training, or not. However,

the size of this effect was marginal in comparison to that of the preliminary training

stage, as seen in figure 23a and through the obtained η2p values. Overall, it can be

said that the model generalised quite well from the arrangements on which it has

been trained to the novel sets of items, with only a modest drop in the counting

accuracy. In accordance with this finding, in the subsequent simulations the test

data sets were composed solely of item arrangements that have not been shown to

the model during the training.

Finally, the counting accuracy was also affected by NH , although to a rather

modest degree (as indicated in figure 23b and by the low η2p). Importantly, the size

of the hidden layer in the network did not interact with the other factors, which

177



means that the discovered effects were robust across the considered range of NH .

Since the size of the hidden layer did not affect, in the considered range of its values,

the ability of the proposed neural network to generalise, in subsequent simulations

NH was simply fixed to 20.

6.3 Simulation 3 — Contribution of the Counting

Gestures to Learning to Count

6.3.1 Aims of the Experiment

The main purpose of the developmental neuro-robotic model introduced in chapter 5

is the investigation of the contribution of the counting gestures to learning to count.

This goal is achieved in this simulation by assessing the counting performance of

the model across different experimental conditions, looking for the evidence that the

pointing gestures have improved the counting accuracy. The primary aim of this

experiment is to seek quantitative evidence for the usefulness of the proprioceptive

information connected with the gestures in the context of the counting task, bey-

ond known behavioural studies, and therefore providing an answer to the research

question 2. In addition, the simulations are expected to provide additional insights

into the exact nature of this contribution.

6.3.2 Procedure

As explained in chapter 5, section 5.4, the experimental set-up employed in the

present simulation was largely inspired by the one designed by Alibali and DiRusso

(1999) to study the function of the counting gestures in children. The ‘subjects’

of the experiment were tested in multiple experimental conditions, in which the

counting accuracy was used as the principal indicator of the performance. As in

the quoted study, a distinction between small and large sets of items was made to

investigate if the counting accuracy of the model depends on the size of the collec-
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tion being enumerated. Also, the behaviour of the model was assessed qualitatively,

which included the identification of the types of the counting errors and the fre-

quencies with which they occurred across the conditions, using the same criteria as

Alibali and DiRusso applied to children.

The present simulation exploited the flexibility of the proposed neural network by

training it to count the items presented to its visual input in three experimental con-

ditions. The corresponding model configurations are depicted in figure 24. Figures

24a and 24b represent counting without and with the counting gestures respectively,

and are intended to resemble the equivalent conditions in the experiments with chil-

dren. The only difference between these two conditions is that in the configuration

shown in figure 24b, the proprioceptive information was available to the model as

an input, in addition to the visual information. In the configuration shown in figure

24a, the model was trained to count based on the visual information only. Hence, a

difference in the counting accuracy between these two configurations could confirm

the importance of the proprioceptive information in the context of learning to count,

and thus give the positive answer to the research question 2.

As evident in figure 24b, in this simulation it has been assumed that the proprio-

ceptive information connected with the counting gestures are an external input to

the model. In other words, it is not the task of the model to produce the counting

gestures. As discussed in section 5.2.2, this is one of the viable alternatives. This

particular option was selected, because both approaches are justified to some ex-

tent from the theoretical point of view, but the former represents a simpler model

configuration. The choice is therefore consistent with the ‘information-theoretic’

stance of using a connectionist model as a learning-based mechanism of information

processing, assumed in this thesis (cf. design assumption 1 in section 5.1).

The decision to provide the information connected with the gestures as an input

to the neural network has at least two important consequences. First, it means that

the simulated scenario corresponds more closely to the passive, rather than the active

gesture conditions in the studies with children (see section 4.5). Second, in the model
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Figure 24: Configurations of the model used in simulation 3. Figure (a) shows the
model in the V +G− (vision, no gestures) condition, figure (b) in the V +G+ (vision
and gestures) condition, and figure (c) in the V −G+ (no vision, gestures) condition.
In all conditions NV O = 10, NV I = 20, NG = 3, and NH = 20.
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configurations where the gestures are provided, they must be correct from the point

of view of counting, and, because of that, in the conducted simulations certain types

of the counting errors considered by Alibali and DiRusso (1999) cannot appear. In

particular, this is the case for the double count error (see figure 7). Note however

that a similar situation occurred in the puppet conditions in the quoted behavioural

study, where the gestures were performed by the experimenter and therefore they

were also always correct.

The configuration of the model used in the third experimental condition, shown in

figure 24c, corresponds to counting based on the proprioceptive input only, without

the visual information available. This artificial condition, which is realisable in the

proposed model but does not have a real-world equivalent in the studies with human

participants, has been introduced in order to resolve a non-obvious ambiguity in the

case of the (expected) positive outcome of the comparison between the other two

conditions. Suppose, that the model in the configuration 24b indeed turns out to

count better than the one shown in figure 24a. As explained earlier, since the only

difference between these two set-ups is the presence of the proprioceptive input in the

former, the increase in the counting accuracy is due to this additional information. It

is not clear however, what use does to model make of the visual information after it

is supplied with the proprioceptive input. It is possible that the improvement of the

model’s performance is solely due to the new information, and the former is actually

completely disregarded. In order to find out if this is the case, the performance of the

model that counts based on both vision and gestures needs to be contrasted with

that based only on the gestures. Should the model achieve comparable counting

performance in these two conditions, this would mean that in the former case the

visual information is, most likely, ignored.

For convenience, from now on the three experimental conditions in this simula-

tion will be referred to using the following self-explanatory abbreviations: vision, no

gestures: V +G−, both vision and gestures: V +G+, no vision, gestures: V −G+.

The training protocol employed in the present simulation followed the one de-
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scribed in section 5.3. The model was first trained to produce a sequence of ten

number words, and then extended to yield the three experimental conditions. Across

the conditions within one trial, the training data sets used in the second stage of the

training were constructed based on the identical arrangements of items, presented in

the same sequence. After the second stage of the training in all three experimental

conditions was finished, the models were evaluated on a test data set, which con-

sisted of the arrangements of items that have not been shown to any of the networks

during the training. Based on the results of the earlier simulations, the value of the

NH parameter was fixed to 20. The above procedure was repeated independently

32 times, with the training data sets and the initial weights of the connections in

the network randomised.

The evaluation protocol in the present simulation followed closely the one applied

by Alibali and DiRusso (1999) to children’s counting (see section 5.4). The analysis

of the results started with the statistical investigation of the factors influencing the

counting accuracy of the model. Two planned contrasts compared the counting

accuracy between V +G+ and V +G− conditions, and between V +G+ and V −G+.

Similarly to the quoted experimental study, the effect of the size of the counted

set was also investigated. The examples in the test dataset were divided into small

numbers (1–5) and large numbers (6–10), yielding a two-level factor, which was the

subject of another planned contrast.

In addition to the statistical analysis described above, the behaviour of the model

was also investigated qualitatively. All unsuccessful counting attempts over the test

data set were assessed in terms of the presence of the counting errors made by the

model. The same classification of the counting errors as used by Alibali and DiRusso

(1999) was used for that purpose (see figure 7 in section 4.5).

Finally, the regression analysis of the actual length of the output of the model

against the target length (see section 5.4) across the conditions was performed. A

danger, which exists when training any artificial neural network is, that the learning

process may get stuck in so-called local optimum. In the context of the proposed
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model this could mean converging toward a behaviour, which yields a relatively small

error on the training dataset, but which does not correspond to counting objects

shown in the visual input. One particular behaviour which was feared to be likely to

occur was the one where the network produces a sequence of number words corres-

ponding to counting to 5 or 6 (which is approximately half of the largest considered

number), regardless of the actual number of the objects in the counted set. Such a

behaviour could constitute a local minimum in the training error landscape, because

the average number of wrong number words produced per set would be minimised,

and producing such a behaviour would not require much ‘cognitive effort’ from the

network. As explained in section 5.4, by regressing the actual length of the model

output against the size of the enumerated collection, it is possible to detect such

deteriorated behaviour.

6.3.3 Results

The experimental set-up yields a 3×2 (experimental condition × set size) repeated-

measures design with the number of test examples counted correctly as the depend-

ent measure. In all 32 trials the preliminary stage of the training was successful. All

trials were therefore available for the statistical analysis. Since the Mauchly’s test

of sphericity indicated the violation of the sphericity assumption for the condition

factor (χ2 = 28.918, p < 0.001), lower-bound correction was applied in its case.

The anova indicated the main effect of the experimental condition to be statistic-

ally significant (F = 542.167, corrected p < 0.001, η2p = 0.946). For the assumed

confidence level α = 0.01, the main effect of the set size was not statistically signi-

ficant (F = 32.505, p = 0.023), but the interaction between the two within-subjects

factors was (F = 91.130, p < 0.001, η2p = 0.401). The planned contrast between the

conditions indicated that the differences between both pairs of conditions (V +G+

versus V +G−, and V +G+ versus V −G+) were significant (F = 341.238, p < 0.001,

η2p = 0.917, and F = 495.954, p < 0.001, η2p = 0.941, respectively). In the absence

of the main effect of the set size, the corresponding contrast was of course also not
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significant (F = 5.747, p = 0.023). The overall counting accuracy of the model

(without the small/large numbers distinction) across the experimental conditions is

shown in figure 25a. The plot of the estimated marginal means for the condition ×

set size interaction is shown in figure 26.

The presence of the interaction between the experimental condition and the set

size factors was followed by a post-hoc analysis of the significant differences. All

possible 15 pairwise comparisons were examined using the paired-samples t-test,

with the assumed confidence level α = 0.01 adjusted for multiple comparisons using

the Holm-Bonferroni method. This indicated that all differences were statistically

significant (p < 1 · 10−5) except for two: small versus large sets in the V +G+

condition (t = −0.242, p = 0.811, adjusted α = 0.01), and small versus large sets

in the V +G− condition (t = −2.665, p = 0.012, adjusted α = 0.005, see figure 26).

The discovered interaction turned out therefore to be of the ordinal type.

Similarly to the analysis of the counting errors made by children conducted by

Alibali and DiRusso (1999), the results of which are reproduced in figure 27, table

2 reports the percentage of the trials with particular types of errors as well as the

percentage of models (out of 32) which made particular kinds of errors at least once,

across the experimental conditions.

For each trial the actual counting duration was regressed against the counted

set size for all examples in the test dataset. The obtained values of the regression

slopes across the conditions are summarised in table 3.

6.3.4 Discussion

The statistical analyses indicated that the model’s counting accuracy differed between

the experimental conditions. More sets in the test data were counted correctly by

the models trained in the V +G+ condition (i.e. with the gestures) than by those

trained in the V +G− condition (without the gestures). As indicated in figure 25a,

the increase in the overall counting accuracy between these two conditions was quite
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Figure 25: Overall counting accuracy of the model in simulation 3 across the ex-
perimental conditions (a), compared with human data (b). Error bars show 95%
confidence intervals. All pairwise comparisons in (a) are statistically significant.
In (b), ‘No Gesture’ condition is significantly worse than the ‘Puppet’ conditions
combined and than the ‘Child’ conditions combined; ‘Point’ condition is signific-
antly worse than ‘Touch’ condition for both ‘Child’ and ‘Puppet’; combined ‘Child’
was not significantly different from combined ‘Puppet’. Figure (b) reproduced from
Cognitive Development, 14(1), Alibali, M. W. & DiRusso, A. A., The function of
gesture in learning to count: More than keeping track, p. 46, Copyright 1999, with
permission from Elsevier. The figure was modified to show 95% confidence intervals
instead of standard errors, i.e. the error bars are twice as long as in the original.
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Figure 26: Profile plot for the simulation 3 anova. The plot shows the number
of small and large sets from the test data set (out of 25) counted correctly by the
model after the second stage of the training in each condition, and illustrates the
interaction between the experimental condition and the set size. The error bars
indicate 95% confidence intervals. All possible pairwise comparisons except for the
two encircled ones were significant at α = 0.01.
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Percent of Trials Percent of Models
with Error Made which Made Error

V +G− V +G+ V −G+ V +G− V +G+ V −G+

(N = 1600) (N = 1600) (N = 1600) (N = 32) (N = 32) (N = 32)

Partitioning Errors
Skip 0.0% 0.0% 0.0% 0% 0% 0%
Double count NA NA NA NA NA NA

Coordination Errors
Continue 43.75% 17.86% 27.5% 100% 100% 100%
Stop short 44.81% 16.88% 43.88% 100% 100% 100%

Other Errors
String Error 0.0% 0.0% 0.0% 0% 0% 0%
Distracted NA NA NA NA NA NA

NA = not applicable.

Table 2: Summary of the counting errors made by the model.

Percent of Trials Percent of Children
with Error Made who Made Error

Child Puppet Child Puppet
Conditions Conditions Conditions Conditions
(N = 200) (N = 200) (N = 20) (N = 20)

Partitioning Errors
Skip 14.0% NA 60% NA
Double count 7.5% NA 45% NA

Coordination Errors
Continue 0.5% 19.5% 5% 80%
Stop short 1.5% 2.5% 15% 25%

Other Errors
String Error 5.5% 9.0% 30% 30%
Distracted 0.5% 0.0% 5% 0%

NA = not applicable.

Figure 27: Errors made in Child Conditions (Child Touch and Child
Point) and Puppet Conditions (Puppet Touch and Puppet Point). Re-
printed from Cognitive Development, 14(1), Alibali, M. W. & DiRusso,
A. A., The function of gesture in learning to count: More than keeping
track, p. 48, Copyright 1999, with permission from Elsevier.

Condition Minimum Median Maximum

V +G− −0.1 0 0.23
V +G+ 0.84 0.89 0.95
V −G+ 0.6 0.73 0.83

Table 3: Ranges of values of the regression slopes
across the 32 trials obtained in the output length
analysis.
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dramatic, meaning that the proprioceptive signal provided the model with a signi-

ficant amount of additional information which made it easier for the neural network

to correlate its inputs with the desired output. This important result constitutes

the evidence that the counting gestures provide useful information in the context of

the counting task, which can be extracted even using simple learning mechanisms.

Consequently, it provides a positive answer to the research question 2, stated at the

beginning of this thesis. It is important to stress that this result was obtained despite

the proprioceptive information being provided in a primitive form derived directly

from the values of the arm joint angles. No explicit processing of this signal took

place, which would facilitate extracting more abstract knowledge from the gestures

(which in fact is likely to take place in the brain, at later processing stages), e.g. one

that would highlight the spatial correspondence between the arm posture and the

location of the object being pointed to. Nevertheless, the proposed model still man-

aged to make good use of the additional proprioceptive information, what suggests

that the pointing gestures are a useful embodied cue when learning to count.

The above finding is, in the qualitative sense, in perfect agreement with that

reported by Alibali and DiRusso (1999) where the children’s performance in the

no-gestures condition was significantly inferior to all conditions which allowed the

gestures (see figure 25b). As the comparison between the figures 25a and 25b reveals,

the increase in the counting accuracy achieved in the present simulation is more

prominent in terms of magnitude than that observed in children around 5 years

of age, but, considering the relative simplicity of the proposed model, it would be

unreasonable to expect it to fit the behavioural data exactly.

The very low counting accuracy achieved in the V +G− condition, contrasted with

much better performance after the gesture signal has been added, raises a question

whether the visual input is exploited by the model at all, in other words, if the

improvement in the counting accuracy in the V +G+ condition could be attributed

solely to the newly available proprioceptive signal. As mentioned earlier, this issue

was addressed by the third experimental condition, V −G+. As it is evident from fig-
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ure 25a, and from the conducted contrast, the counting accuracy of the model in the

V −G+ condition was significantly lower than that achieved in the V +G+ condition.

Therefore, the dramatic increase in the counting competence in the V +G+ condition

compared to V +G− must be a result of some kind of fusion of the information from

both visual and proprioceptive inputs, as it is not explained by the gesture signal

alone.

The proposed model failed to reproduce the effect of the set size reported by

Alibali and DiRusso (1999). Significantly better counting accuracy on small sets

than on large ones was obtained only in the artificial V −G+ condition, as indicated

by the discovered interaction between the condition and set size factors (figure 26).

This suggests that the extent to which the results of the model can be compared

with human data is limited.

The additional insight into the differences between the behaviour of the proposed

model and that of humans comes from the analysis of the frequencies of the counting

errors (table 2 and figure 27). According to the behavioural study of Alibali and

DiRusso (1999), the most common errors that children make when they count on

their own are the partitioning errors (i.e. skip and double count). The error pat-

terns obtained using the model are more similar to those of children in the puppet

conditions (which, as discussed in section 6.3.2, are more appropriate for such a

comparison) as there children make much more coordination errors, and continue

errors become the most frequently committed ones. As it turns out, the counting

errors committed by the proposed model were strictly limited to the coordination

errors (continue and stop short). Every trained neural network in all 32 independent

repetitions made both these errors, at least once, in all three experimental condi-

tions. In contrast, none of the networks committed a single string or skip error in all

trials and across all experimental conditions. Clearly, this indicates the existence of

some inherent limitation of the proposed model in terms of the kinds of the counting

errors it is likely to commit.

Theoretically, the possibility of skip and string errors is ruled out neither by the
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architecture of the proposed model, nor by the assumed coding schemes of inputs

and outputs. However, the following factors may have played a role in obtaining

the error patterns reported in table 2. First, the Elman architecture, on which the

model is based, treats time in a discrete fashion. As a consequence, the changes in

the proprioceptive signal fed to the network are inherently synchronised with the

production of the number words by the model. Connected with the assumption that

the gesture is always correct (see section 6.3.2), this rules out the possibility of double

count errors, as mentioned earlier. While skip errors are not ruled out (technically,

the model could output ‘silence’ instead of a number word in the midst of counting,

resulting in a skip error), it seems that the adopted discrete-time framework and

the applied training regime makes it highly unlikely for the synchronisation errors to

occur. This means that if the effects of the problems with synchronisation between

action and speech in counting are to be simulated, a continuous-time model would

most likely be more appropriate.

The second factor which may affect the types of the counting errors made by

the proposed model is the verbal output representation. As reported in chapter 5,

the model encodes the number words using one-hot coding. As a consequence, the

representations of the number words are orthogonal, and therefore equally distant

from each other in the representation space. This means that every word is equally

likely to be confused with every other word, which could be the reason behind the

fact that in the tests the networks never confused any two number words. One could

hypothesise that if there was enough overlap between the representations of certain

number words, they would be easier to confuse with one another and the string

errors would be more likely to occur. It is not clear however on what level such an

overlap should exist. One possible source of the representational overlap could be

the phonological similarity between the words. On the other hand, the similarity

could lie at the semantic level as well.

The regression slope values obtained in the V +G+ condition correspond well to

correct counting (see table 3). This is not surprising, considering the good counting
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accuracy achieved in that condition. In the V +G− condition however, the slope

values are much lower and concentrated around 0, suggesting that the deteriorated

behaviour described in section 6.3.2 may have appeared. A closer look at the actual

output of the models in the V +G− condition across the testing dataset revealed

however that, although a completely deteriorated behaviour actually never appeared

(only in 1 trial the model counted always either to 5 or 6; in all other cases the

model output was more complex), overall, the length of the model’s counting in

this condition did not really depend on the size of the counted collection. This

suggests that the task that was posed to the neural network was quite hard to solve

using the applied training technique, based only on the visual input. This may

be the consequence of the chosen visual input encoding, which intentionally does

not contain obvious cues about the cardinality of the set being represented (see

chapter 5). Interestingly, the fact that the counting accuracy obtained in the V +G+

condition was significantly better than both V +G− and V −G+ conditions, suggests

that the proprioceptive signal enabled the model to make more sense of its visual

input.

6.4 Simulation 4 — Significance of the Spatial As-

pect of the Counting Gestures

6.4.1 Aims of the Experiment

Simulation 3 confirmed that providing the proposed model of learning to count

with the proprioceptive stimuli in addition to the visual information enables it to

achieve higher counting accuracy. The experiment did not however answer which

characteristics of the gesture signal are responsible for the the observed improvement.

Some of the hypotheses about the nature of the contribution of the counting

gestures to learning to count highlight the fact that such gestures correspond to how

the counted items are distributed in space (see section 2.2.2). They link therefore

190



the spatial aspect of the enumerated set with the temporal structure of the count list

in one motor activity. In the proposed model of learning to count, this is reflected in

the following way. The activation values of the proprioceptive input units, as they

are presented to the neural network over time, always unambiguously correspond

to the locations of the objects in the visual input (cf. figure 13). Because it is

known which arm postures correspond to which locations, it is actually possible,

based on the proprioceptive information, to reconstruct the arrangement of the

items in the visual input. At the same time, the gesture signal unfolds over time in

a way that corresponds to the correct recitation of the number words in counting.

Synchronisation of the production of the number words with the gesture signal leads

therefore to correct enumeration. The counting gestures in the model may thus act

as a link between the spatial characteristics of the counted set and the temporal

characteristics of the sequential enumeration.

The present simulation aims to investigate if the counting accuracy of the pro-

posed model is affected when the spatio-temporal link described above is broken.

The results are expected to provide the basis for the answer to the third research

question considered in this thesis. In order to understand better the importance

of the investigated aspect of the counting gestures, in this experiment the proprio-

ceptive representation is modified in such a way that it still carries the temporal

information, but the spatial aspect, typical for the ‘natural’ counting gestures, is

not present any longer.

6.4.2 Procedure

The experimental design in this simulation was analogous to that used in simulation

3. Following the preliminary training stage, which equips the neural network with

the ability to recite the count list, the second stage of the training was performed

in four experimental conditions. First two of the conditions replicated the V +G+

and V −G+ conditions from simulation 3. The other two conditions, which from

now on will be referred to as V +G+
R and V −G+

R, used the same neural network
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configurations as the V +G+ and V −G+ conditions, respectively (see figure 28), but,

instead of accepting the spatio-temporal proprioceptive information constructed as

described in section 5.3.2.1, they were fed with the signal corresponding to the

gesture representation introduced in section 5.3.2.2.

These temporal-only (or rhythmic, hence the GR) gestures represent an activity

in which the robot moves its arm back and forth for the number of times equal to the

number of items in the enumerated set. In a proprioceptive signal constructed this

way, the temporal aspect of the gestures matches the spatial aspect of the counted

set (the number of performed movements is equal to the number of objects in the

set), however the correspondence between the locations of the objects and where

the arm is pointing throughout the gesture is not present anymore. In a study with

children, this would correspond to allowing them to gesture while counting e.g. by

tapping on the table, but not by pointing to the items being counted. In the puppet

conditions, the puppet would jump (or perform another distinct rhythmic activity)

for the number of times equal to the number of objects in the set.

Between the four experimental conditions in this simulation there are thus two

orthogonal factors. One of them is the type of the gestures (spatio-temporal or

rhythmic), and the other is the presence of the visual input in the model configura-

tion. The differences in the counting accuracy as the result of a change in these two

factors were the planned contrasts.

The training and evaluation of the neural networks proceeded exactly as in sim-

ulation 3. The same training parameters were used, NH was also fixed to 20, and 32

independent repetitions of the experiment were performed. The distinction between

the small and large sets was however no longer made. A parameter of the rhythmic

gestures, which may have an effect on the ability of the neural network to exploit

the information it carries, is the amplitude of the movement. Since it is difficult

to argue what amplitude of the rhythmic gesture would convey the same ‘amount

of rhythmic information’ as the spatio-temporal gestures, a rhythmic gesture with

maximum possible amplitude was used (l = 1 and r = 20).
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6.4.3 Results

As mentioned above, the four experimental conditions in this simulation form two

2-level orthogonal factors, what yields a 2×2 (type of gestures × presence of vision)

repeated-measures design. The dependent measure was, as in previous simulations,

the number of sets from the test data set counted correctly. In all 32 trials the

preliminary stage of the training completed successfully, allowing all trials to be

included in the analysis. Both planned contrasts (spatio-temporal versus rhythmic

gestures and vision present versus absent) turned out to be statistically significant

(F = 231.077, p < 0.001, η2p = 0.882 and F = 122.358, p < 0.001, η2p = 0.798,

respectively), however there was also a significant interaction between these factors

(F = 178.140, p < 0.001, η2p = 0.852). This interaction is illustrated in the profile

plot shown in figure 29.

The discovered interaction prompted a post-hoc analysis in order to find out

where the statistically significant differences in the counting accuracy were. As in

previous cases, this was done using the paired-samples t-test, adjusted for multiple

comparisons using the Holm-Bonferroni method, and assuming the family-wise con-

fidence level α = 0.01. Out of 6 possible pairwise comparisons, 5 were statistically

significant (p < 1 · 10−7). The only comparison in which the difference in the count-

ing accuracy was not statistically significant was V +G+
R against V −G+

R (t = −0.711,

p = 0.482, adjusted α = 0.01, see figure 29). The interaction between the within-

subjects factors was therefore of the ordinal type.

6.4.4 Discussion

The first important finding in the present simulation is that the performance of the

model in terms of counting accuracy in the conditions with the rhythmic gestures

(V +G+
R and V −G+

R) was higher than that achieved in the condition with the ‘natural’

counting gestures (V +G+). At first glance, this suggests that in simulation 3 it was

the temporal (rhythmic) aspect of the gestures that contributed to the increase in
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second stage of the training, illustrating the interaction between the gesture type
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the counting accuracy of the model in the V +G+ condition (compared to the V +G−

condition), because when this aspect of the gestures was made even more prominent

in the V +G+
R (and V −G+

R) condition of the present simulation, this led to even

higher counting accuracy. A deeper reflection on the results from all four conditions

included in the present simulation reveals however that the real picture is slightly

more complicated.

An important difference between how the spatio-temporal and rhythmic gestures

were exploited by the proposed neural network is revealed by the comparison between

the corresponding pairs of conditions which use the same type of gestures — V +G+

versus V −G+ and V +G+
R versus V −G+

R. The discovered interaction between the

presence of vision and the type of gestures means that, in contrast to the conditions

which used the spatio-temporal gestures, the difference in the counting accuracy

between the conditions which used the rhythmic gestures was too small to show

up as statistically significant (cf. figure 29). Note, that this does not mean that

the counting accuracy in these two conditions was identical — the difference was

however significantly smaller than for the V +G+ versus V −G+ pair. In other words,

when provided with the proprioceptive information in the form of rhythmic gestures,

the model achieved very similar counting accuracy with and without the visual in-

put. This however indicates, that the high counting accuracy observed in the V +G+
R

condition can be explained by the contribution of the proprioceptive information

alone — therefore, when the rhythmic gestures were used, the contents of the visual

input were, apparently, ignored. The rhythmic proprioceptive signal enabled the

model to achieve high counting accuracy overall, but it did not enable it to extract

more information from the visual input. This is opposite to what has been found for

the spatio-temporal gestures in the present and previous simulation, where provid-

ing the model with both proprioceptive and visual information (V +G+) significantly

improved the counting accuracy over the gesture-only condition (V −G+), what sug-

gests reliance on both sources of information in the former case. The interaction

between the presence of vision and the type of gestures provides thus the evidence
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that there is a crucial qualitative difference in how the ‘natural’ gesture signal, which

combines the spatial and temporal aspects of counting in one motor activity, and

the ‘rhythmic’ gesture signal, which does not link these two aspects, affect the pro-

cess of learning to count in the proposed model. Even though the latter type of

gestures resulted in higher counting accuracy overall, it did not help the model to

improve its counting ability in the sense that the contents of the visual input, which

after all contains the items to be counted, were in fact ignored. This computational

modelling evidence suggests that the answer to the research question 3 stated in

section 1.2 is positive.

The results obtained with the rhythmic gestures are more easily interpreted when

one considers an analogous situation in a behavioural study. If one would like to

replicate the above results in a ‘passive rhythmic gesture condition’, the child could

be asked to count items on the table while a puppet would perform a rhythmic

activity, for example jumping. Since the correspondence between the items on the

table and the movements of the puppet would be indirect (the number of jumps

would match the number of items on the table; note however that recognising this

would require the child to already have counted the items) it is likely that the child

would revert to counting the puppet moves rather than the objects on the table.

In fact, a retrospective analysis of the experimental data gathered by Alibali and

DiRusso (1999) revealed that the children in this study had such a tendency even for

the spatio-temporal gestures made by the puppet. When commenting on the level

to which the children were engaged in the experiment, Alibali and DiRusso report:

Indeed, at least three lines of evidence suggest that children were at-
tentive and engaged in the puppet conditions. First, when the puppet
counted incorrectly (in the puppet-incorrect condition), children almost
always counted incorrectly as well. In fact, their counts most often co-
incided with the number of indicating acts produced by the puppet, and
not with the actual number of chips. (Alibali & DiRusso, 1999, p. 52,
italics ours)

Therefore, the fact that in the V +G+
R condition the neural network was counting the

number of the robot arm swings, rather than the items in the visual input, is actually
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plausible from the behavioural point of view. Unfortunately, Alibali and DiRusso do

not provide quantitative data, that could be compared with the modelling results.

6.5 Summary

In chapter 5 of this thesis I described a computational model of learning to count

designed according to the developmental cognitive robotics paradigm, the main pur-

pose of which is the investigation of the contribution of the counting gestures to the

acquisition of the counting skill. Although based on a long-existing artificial neural

network architecture, the model contributes to the state-of-the-art in the modelling

of mathematical cognition being one of the very few models which incorporate all

crucial components of learning to count (vision, speech and gestures), but also, and

more importantly, because it is the first one to employ a realistic (from the point

of view of embodied cognition) representation of the proprioceptive information,

constructed with the use of an artificial humanoid body of the iCub robot.

In the present chapter the model has been subjected to a series of simulation

experiments, which, first of all, confirmed the validity of the proposed solution in

terms of the fundamental criterion used in machine learning, namely the ability to

generalise — that is to transfer the desired behaviour from the input patterns on

which the neural network has been trained to the novel ones which have never been

encountered by the model before. In addition, the results of the simulations were

helpful in finding good values of certain parameters of the model as well as of the

associated training regime. More importantly however, the simulation experiments

provided the answers to the first three of the research questions considered in this

thesis (see section 1.2). In simulation 2 it has been shown that explicitly divid-

ing the training of the model into two stages — the acquisition of the count list

followed by learning to count — which is inspired by the psychological knowledge

about the development of the counting skill in children, makes it possible to achieve

higher counting accuracy within the same amount of training effort than requiring
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the model to master both skills at once. This suggests that mastering the count

list prior to learning to count within the respective range of collection sizes may

speed up the the subsequent process of learning to count. Simulation 3 provided

the first evidence for the usefulness of the proprioceptive information conveyed by

the counting gestures in the context of learning to count based on computational

simulations and not on behavioural data. The way the gestures contributed to the

counting accuracy was not trivial, as the improvement could not be explained by

the presence of the proprioceptive signal alone. Since the employed representation

of the counting gestures was based on the values of arm joint angles changing over

time, this proves that even in such primitive form, counting gestures are a useful

embodied clue which can easily be exploited to improve the counting accuracy. Fi-

nally, the results of the simulation 4 demonstrated the importance of the spatial

correspondence between the items being enumerated and the indicating act per-

formed during counting by showing that natural counting gestures, characterised by

such a correspondence, help the model to make better use of the visual information,

while this is not the case for the rhythmic gestures, which carry only the temporal

information and in which such a correspondence does not exist.

Answering the final, fourth research question addressed in this thesis requires ad-

opting a slightly different point of view at the process of the development of human

numerical skills, as a more extensive time scale needs to be considered. The sub-

sequent chapters present a developmental model and simulation experiments which

focus on the investigation of the ontogeny of the spatial-numerical associations.
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Part III

Neuro-Robotic Model
of the Acquisition

of Spatial-Numerical Associations
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Chapter 7

Model Overview

In this part of my thesis I turn my attention to another set of embodied phenomena

connected with learning to count, namely to spatial-numerical associations (includ-

ing the snarc effect, see section 2.2.3). From the developmental perspective, this

second set of modelling experiments focuses on a broader extent of the time line of

the acquisition of the numerical knowledge than the first one. While in the previous

two chapters I have looked at the developmental phenomena that take place in a

relatively short period of time, during which the children acquire the ability to count

correctly, here a wider perspective is adopted, as the longer-term effects that the

way we learn to count has on our behaviour in numerical tasks are considered.

In this chapter I propose a neuro-robotic model of the acquisition of spatial-

numerical associations, with the intention to investigate the role of the cultural

and environmental factors in the establishment of a connection between these two

concepts. More specifically, I aim at demonstrating that the systematic spatial biases

that children are exposed to when learning to count can lead to the emergence of

certain behavioural effects found in human performance in simple numerical tasks

later in life (cf. research question 4). Similarly to the structure of chapter 5, I first

present the assumptions behind the undertaken modelling effort, and then proceed

to the description of the model itself and of the development process associated

with it. The simulations conducted using the model are the topic of the subsequent

chapter.
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7.1 Model Design Assumptions

As reviewed in chapters 2 and 3, spatial-numerical associations not only have drawn

a great amount of attention on the part of the experimental psychologists, but have

also been the subject of computational modelling efforts in the past. The main focus

of the previous computational models of the interactions between numbers and space

was to explain the mechanisms behind the behavioural effects these interactions are

evident in. In contrast, here more emphasis is put on the reasons why and how

spatial-numerical associations may be acquired.

Considering the existence of well-established models of the spatial-numerical as-

sociations (Gevers, Verguts et al., 2006; Chen & Verguts, 2010), the present study is

solidly rooted in these efforts, to the point that certain parts of the model presented

here are a reproduction of the work of the quoted authors. My unique contribution is

connected with the shift of the centre of attention to the process of the development

of the model and with the enrichment of the representation of embodied spatial

cognition. The proposed training regime throughout which the model is obtained is

important from the theoretical point of view. Significant attention has been given

to the degree to which it resembles the ontogeny of numerical knowledge in children

and to its link with sensorimotor development.

In addition, as was the case with the model of learning to count presented in

the previous part of this thesis, an important novel aspect of the adopted modelling

methodology is connected with the inclusion of an artificial robotic body in the

process. Also here such an approach is appropriate, since the phenomena being

considered have a definite embodied character.

The primary hypothesis behind the present experiment is that it is the tendency

of children to learn to count from left to right that may be responsible for the

emergence of the association of small numbers with the left side of space and large

numbers with the right side of space. This assumption is reflected in the way the

development process of the model is designed. Subsequently, in simulations of the

numerical tasks, it is investigated if, after the model is developed, it exhibits the
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patterns of behaviour which are widely accepted as the manifestations of spatial-

numerical associations.

The following three tasks are considered in the behavioural simulations of the

model: number magnitude comparison, number parity judgement and visual target

detection task. As reviewed in chapter 2, the former two tasks are extensively used

in the experimental study of human numerical skills, and different well-established

effects can be assessed using these. More specifically, number comparison is a clas-

sical paradigm, in which the number size and the numerical distance effects are

found (see section 2.1.1). The same task is also commonly used in the investigation

of the snarc effect (see section 2.2.3), as is the parity judgement task. The latter

is especially important in this context, since in its case the magnitude of the pro-

cessed number is irrelevant. Finally, the visual target detection task, in which the

Posner-snarc effect is found (see section 2.2.3), demonstrates the effects of spatial-

numerical associations despite the fact that in this task the subjects are not expected

to perform any kind of numerical processing explicitly. Taken all together, a success-

ful emergence of the appropriate patterns of behaviour in those tasks should suffice

to demonstrate that the proposed model has indeed acquired the spatial-numerical

associations.

7.2 Model Architecture

The architecture of the proposed neuro-robotic model of the acquisition of spatial-

numerical associations extends the work of Chen and Verguts (2010, see chapter

3, section 3.4). Additionally, some of the employed solutions were inspired by the

principles used by Caligiore, Borghi, Parisi and Baldassarre (2010) in formulating

their model of compatibility effects, which focused on motor affordances and goals.

The architecture of the model proposed in this chapter is shown in figure 30.

On the general level, the proposed neural network adopts an approach of two

pathways, which has been successfully used in the context of compatibility effects
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before (Gevers, Verguts et al., 2006; Caligiore et al., 2010), and which takes inspir-

ation from a high-level organisational principle hypothesised to exist in the areas

of the brain responsible for visual processing (Ungerleider & Mishkin, 1982; Milner

& Goodale, 2008). According to this highly influential theory, the processing of

the visual information in the brain follows two mostly independent streams, called

ventral and dorsal. Without delving into the neuroanatomical details, the ventral

stream processes the information about the identity of the objects (and therefore is

sometimes referred to as the what stream), whereas the dorsal stream is concerned

with the objects’ locations (and thus called the where stream). As indicated in fig-

ure 30, the proposed architecture is built according to an analogous organisational

principle. However, it is important to remark that, just as it was the case for the

model of counting described in chapter 5, it is not my aim herein to formulate a

neurophysiological model of the considered phenomena, in which particular com-

ponents would correspond to well-defined areas of the human brain. From now on

therefore, the terms ‘Where pathway’ and ‘What pathway’ used in the present work

should be understood figuratively, as referring to the way the processing of the in-

formation in the model is organised; they should not be interpreted as any form of a

claim that the model refers to some specific aspects of the brain physiology. Below

I discuss both pathways of the proposed model and provide the details about the

representational elements they consist of.

7.2.1 ‘What’ Pathway — Symbolic Processing and Decision
Making

The What pathway of the proposed neural network is designed to process symbolic

information, which includes semantic encoding, decision making and the selection of

the response. This part of the model is essentially a reproduction of the correspond-

ing components of the model by Chen and Verguts (2010), which is being extended

herein. Just as in the quoted work, the What pathway is a feed-forward network,

consisting of four layers of units — input layer, semantic layer, decision layer and
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response layer — in which the activations propagate from the input layer toward

the response layer (see figure 30).

The input layer realises the input of number information to the model. It is

assumed that numbers are conveyed using a symbolic format, such as the Arabic

notation or number words. This layer employs the one-hot coding representation, in

which every symbol corresponds to a configuration of activations in the layer with

exactly one unit activated and all other units in the layer deactivated. Since in this

scheme all possible input vectors are orthogonal, it is not important which particular

unit in the layer represents which number. For convenience, it is therefore assumed

that consecutive units in the layer correspond to consecutive numbers. The number

of units in the input layer NI is a parameter of the model.

The layer that follows the input layer, the semantic layer, represents the number

identity or, in other words, the semantics of the symbol provided at the model’s

input. This layer implements the magnitude-based representation of numbers hypo-

thesised to be employed in the brain in the form of a mental number line. Although

quite a variety of encoding schemes for this kind of number representation have been

proposed and evaluated (see section 3.2.2), in line with the approach of Chen and

Verguts (2010), in the present work the coding with linear scaling and constant vari-

ability is used. Linear scaling means that the location of the most strongly activated

unit in the semantic layer is proportional to the magnitude of the number being rep-

resented (an alternative is to use coding that is compressed, e.g. logarithmically).

Constant variability means that the representations of the nearby numbers overlap

with each other to some extent (i.e. in the pattern of activations representing the

number 5, units which represent the numbers 4 and 6 are activated to a certain de-

gree too) and moreover, this overlap is the same irrespective of the absolute number

magnitude (an alternative are representations with scalar, that is increasing variab-

ility). In the adopted encoding, if the number k is being represented, the activation

value of the unit i in the semantic layer is assumed to be e−|k−i|. This encoding is

implemented by the weights of connections between the input and semantic layers
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(see figure 31). The semantic layer is assumed to consist of the same number of

units as the input layer.

The activations in the semantic layer are used by the decision layer to execute

simple numerical tasks commonly used in the behavioural study of spatial-numerical

associations (see section 2.2.3). In the simulations conducted using the model in

chapter 8, two numerical tasks are considered: number comparison and parity judge-

ment. Both these tasks are realised using a decision layer with two units. In the

number comparison task, the units correspond to the decisions ‘the first number is

larger’ and ‘the second number is larger’. In the parity task, the interpretation of

the units are ‘the number is odd’, and ‘the number is even’. The weights of the

connections between the semantic layer and the decision layer are obtained in the

course of supervised training, which is described later in section 7.3.

Finally, the response layer integrates information from the decision layer with

those coming from the Where pathway, and is responsible for the final selection

of the motor response. This layer consists of two units, representing two possible

motor responses (e.g. left or right button push). The response given by the model

is determined based on the activation values of the units in this layer as described

in section 7.4.

7.2.2 ‘Where’ Pathway — Spatial Coding and Transforma-
tions

The Where pathway is the part of the proposed neural network that distinguishes

it from the previous attempts to model spatial-numerical associations (Gevers, Ver-

guts et al., 2006; Chen & Verguts, 2010). In contrast to these works, the advant-

age of the tools provided by the developmental neuro-robotics paradigm is taken

here, which makes it possible to formulate embodied hypotheses about the way the

spatial-numerical associations are acquired. The design of the Where pathway takes

inspiration from the hypothesis that human spatial cognition employs numerous in-

teracting spatial maps, which encode locations using different frames of reference
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Figure 31: Weights of the connections between the input and the semantic layers,
which implement a mental number line with linear scaling and constant variability,
assuming NI = 15. The abscissa corresponds to the index of the semantic layer
unit, the ordinate shows the connection weight. The plot shows the weights of the
connections from the input layer unit number 5 to all units in the semantic layer.
Therefore, the plot illustrates the asymptotic distribution of the activations in the
semantic layer when number 5 is being represented.
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(Newcombe & Huttenlocher, 2000; Wang, Johnson, Sun & Zhang, 2005). In the pro-

posed model, there are three neural maps, which represent the peripersonal working

space of the iCub humanoid robot (cf. figure 30): one connected with the robot’s

gaze direction, and two associated with the robot’s arms. These maps, implemen-

ted using Kohonen’s Self-Organising Maps (soms, see section 4.4.3), can be seen as

performing both dimensionality reduction and sparse coding. The input to the gaze

map is a 2-dimensional proprioceptive vector representing the iCub’s gaze direction

(azimuth, and elevation angles). The input to each of the arm maps consists of a

7-dimensional proprioceptive vector representing the position of the relevant arm

joints, namely shoulder pitch, roll, and yaw, elbow angle, and wrist pronosupina-

tion, pitch, and yaw. All three maps have 2-dimensional output topology. As a

result, spatial locations around the robot expressed in the visual and arm-related

frames of reference are represented in the neural network as 2-dimensional patterns

of activations in the maps.

The gaze and arm maps are arranged in a stack, with all units of one map con-

nected with all units of the other one with parallel, bi-directional links (see figure

30 and section 4.4.3). This set-up implements the transformation of coordinates

between the frames of reference corresponding to the maps. The pattern of activa-

tions in the gaze map can be propagated to an arm map, what makes it possible to

find the arm posture corresponding to reaching to the activated visual location —

thus implementing a simple solution to the inverse kinematics problem. Propagating

the activations from an arm map to the gaze map makes it possible to direct the

gaze of the robot to where its arm end effector is located. This implements forward

kinematics.

The hypothesis about the possible embodied sources of the snarc effect is ex-

pressed in the design of the proposed model as the way in which the What pathway

links with the Where pathway. As indicated in figure 30, in the proposed neural net-

work, the symbolic input may be associated with the spatial locations in the visual

frame of reference. This is intended to represent the fact that numbers may become

208



associated with space, for instance as the result of systematic spatial biases present

during the development of number knowledge (see section 2.3.3). In addition, it

is assumed that the activations in the spatial representations connected with arms

may prime left- and right-sided motor responses. This is resembled in the model by

the links between the arm maps in the Where pathway and the response layer in

the What pathway.

7.2.3 Model Implementation

The simulations presented in chapter 8 use the model in three behavioural tasks,

each having slightly different requirements. For instance, the parity judgement task

requires one number to be given at input, while the number comparison task requires

two operands. In turn, the simulation of the Posner-snarc effect does not involve

the decision layer at all. This issue was addressed in a similar way as in the previous

modelling studies (Chen & Verguts, 2010; Grossberg & Repin, 2003). Depending

on the task at hand, the actual structure of the model was adapted to the current

needs by removing irrelevant components or by duplicating some others in order

to implement short-term memory. The particulars are provided along with the

description of each simulation in chapter 8.

Since the simulations focus on the measurement of the response times (rt),

the neural network is implemented using the firing rate model (see section 4.4.2).

Based on the connectivity of the neural network, the activity of each unit in the

model is described by an ordinary differential equation, which expresses the change

of the activity of the unit over time as a function of its inputs. The activation

values of the units in the model can then be computed for a given set of inputs to

the network using numerical integration. The latter was realised using the vode

integrator from the SciPy library for the Python programming language (Oliphant,

2007), with the integration time step equal to 0.01. The stop condition for the

integration process was sufficient stabilisation of the activation values of all units

(i.e. all derivatives must have fallen below 5 · 10−5). The equations describing the
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model in each considered configuration are given in appendix A.

The spatial maps in the Where pathway are implemented as 49-cell (7 × 7), 2-

dimensional soms. In the gaze som topology the units are arranged in a square

tiling, while the arm maps use the triangular tiling. The neighbourhood function

used for training the soms is the Gaussian function, given by:

Θ(i, j, t) = e
− dout(i,j)

2

2σ2(t) (7.1)

where dout(i, j) is the distance between units i and j in the som output space, and

σ(t) is a parameter determining the spread of the neighbourhood. The activation

function used to calculate the activation value of the som unit i given the input

vector x is the following exponential function:

yi(x) = e−
log(ymin)‖x−wi‖

dnorm (7.2)

where ymin and dnorm are scaling parameters. The behaviour of the function yi(x) is

such that yi(x) = 1 for x = wi and yi(x) = ymin for ‖x−wi‖ = dnorm. The value of

ymin was assumed to be 0.001, while dnorm was different for the gaze and arm maps

(see table 4).

7.3 Developmental Learning

Consistent with the postulates of developmental cognitive robotics, the process of

training of the proposed neural network is an important part of the present mod-

elling effort. The learning of the neuro-robotic model of the acquisition of spatial-

numerical associations is organised in four phases, intended to resemble the stages of

the development of numerical knowledge of a human child (see chapter 2). Consider-

ing the latter from the point of view of the elements included in the proposed model

leads to the developmental sequence shown in figure 32. The spatial representations

for visual and motor affordances are built and correspondences between them are
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established in the early months of human life. Somewhat later, between 2 and 4

years of age, children learn number words and their meaning, through the process

of learning to count. Finally, usually in the late preschool or early school years,

children are taught simple numerical tasks, such as number comparison or parity

judgement. How these stages of the development are reflected in the proposed model

is explained in details below.

7.3.1 Building Spatial Representations and Transformations

This phase of the network training focuses on building the gaze and arm maps and

the connections between them (figure 32a). The spatial maps are built based on

the data obtained by simulating, using the iCub humanoid robot, the process of

motor babbling (Von Hofsten, 1982). Through motor babbling, children are believed

to refine their internal representations of space. This process involves, for example,

performing random movements with the arms while observing the hands at the same

time, or reaching for toys in one’s visual field. This makes it possible to perform

later in life such tasks as visually-guided reaching.

This stage of the development was simulated using the iCub humanoid robot by

performing movements with the robot’s arms and gaze within what was assumed to

be the robot’s operational space. This was chosen to be a section of a sphere with

the centre placed between the robot’s shoulder joints, the radius of 35 centimetres,

and the span of ±30◦ in elevation and ±45◦ in azimuth in front of the robot (see

figure 33). This sphere section was subdivided uniformly into a 21× 7 grid, yielding

147 target locations for directing the gaze and moving the arms of the robot using

the Cartesian controllers. In order to gather data about the arm and head angles

corresponding to the same locations in the robot’s operational space, simulated

motor babbling proceeded in trials, in which the gaze of the robot, and both its arms

were commanded to fixate on and reach to the same target point. The resulting gaze

and arm postures were then read from the robot and stored. Between each trial,

the head and arms of the robot were moved to a rest position, in order to eliminate
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Figure 32: Development of the model of spatial-numerical associations. Connection
weights being modified at each stage are marked with a dashed outline. (a) building
spatial representations and transformations, (b) learning the meaning of number
words, (c) learning to count, and (d) learning of numerical tasks.
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any potential influence of the sequence in which the target points have been used

on the resulting head and arm postures.

The joint angles data collected during motor babbling were subsequently used to

construct the three soms, using the classical unsupervised training algorithm (see

section 4.4.3). The gaze som was trained using all collected data. The arm soms

were trained using the data coming only from these trials, in which the considered

arm reached no further than 7.5cm from the target location. This reflects the natural

morphological asymmetry between the reachable space for the left and right arm,

which results in that some parts of the robot’s operational space are reachable by the

right arm, but not by the left arm (and vice versa; see figure 34). The parameters

of the som training algorithm were adjusted through trial-and-error, based on the

observation of the learning process and the analysis of how well resulting networks

span the target spaces. The final values of the parameters that were used to construct

the soms are reported in table 4.

The transformations between the visual and arm-related frames of reference are

implemented as the connections between the spatial maps (cf. figure 32a). The

weights of these connections were obtained using to the classical Hebbian learning

rule (Hebb, 1949). The vectors with gaze and arm angles corresponding to the

same target point, obtained during the motor babbling, were fed to the appropriate

soms, and the activation values of the units in these were calculated. The values of

the connection weights were computed as a sum of the products of the activation

patterns across the entire data set, and subsequently normalised in such a way, that

the total activation propagated through the weights when exactly one unit of the

pre-synaptic (i.e. the gaze) map is fully activated does not exceed 1.

7.3.2 Learning the Semantics of Number Symbols

This stage of the development corresponds to establishing the links between the

input layer and the semantic layer (see figure 32b). In the proposed model, just as
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Figure 33: Visualisation of the extent of the iCub’s operational space during motor
babbling in the iCub simulation software.

(a) (b)

Figure 34: Simulated iCub robot performing motor babbling. The red ball indicates
the target position to be fixated at and reached by both arms. Note that the
locations in the centre of the robot’s operational space can be reached with both
arms (a), while for laterally located positions, due to the robot morphology, only
one arm is able to reach the target point (b) .

Map No. of epochs Learning coeff. σS
a σF dnorm Tiling

Gaze 4000 0.006 6.75 0.5 0.192 �
Left arm 24000 0.001 6.75 0.5 0.744 4

Right arm 24000 0.001 6.75 0.5 0.744 4
a The σ(t) parameter of the neighbourhood function decreased linearly starting

from σS down to σF .

Table 4: Parameters of the som training algorithm used in the model
development process.
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in the one of Chen and Verguts (2010), the connection weights between those layers

were pre-set manually, implementing place coding with linear scaling and constant

variability (see section 7.2.1 and figure 31). It is important to note however, that it

has been demonstrated earlier that such a pattern of connections can emerge in a

simple, unsupervised training process (Verguts & Fias, 2004).

7.3.3 Learning to Count

From the modelling point of view, this is the crucial part of the proposed develop-

ment process. When describing their model, Chen and Verguts (2010) express their

assumptions about the origin of the spatial-numerical associations as follows:

In the current context we assume that an environmental correlation
between symbolic (e.g. Arabic) numbers and physical space (left or right
positions) leaves its signature in the brain. [. . .] Applied to the present
context, when children in Western cultures go to school and begin to
learn Arabic numbers, Arabic numbers 1–9 are often physically repres-
ented from left to right (e.g., on the blackboard and in school books).
This practice introduces an environmental correlation between number
and space in that smaller numbers (e.g., 1 and 2) tend to occur more
often left than right, and larger numbers (e.g., 8 and 9) tend to appear
more often on the right. We hypothesize that Hebbian learning processes
will pick up this correlation and install a stronger coupling between small
numbers and left side of space on the one hand and between large num-
bers and right side of space on the other (Chen & Verguts, 2010, p.
220).

This assumption was reflected in the model of Chen and Verguts in the way the

connection weights in the pathway dealing with the space representation were wired.

Importantly however, these weights were in their case pre-set by hand. The model

of the acquisition of the spatial-numerical associations proposed in this thesis goes

one step further than the work of Chen and Verguts by incorporating the actual

spatial biases, similar to the ones described above, into the process of the training

of the model. As the result, the proposed model literally picks these correlations up

from the environment in which it develops.

The source of the environmental correlations that lead to establishing an asso-

ciation between the small numbers and the left side of space and between the large
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numbers and the right side of space, is however slightly different here than that

assumed by Chen and Verguts (2010). As reviewed in chapter 2, sections 2.2.3 and

2.3.3, systematic, culture-specific spatial biases appear in the children’s interactions

with numbers before they go to school or even start to learn to read (Tversky et

al., 1991; Opfer & Furlong, 2011). In the proposed model it is assumed that the

children’s tendency to explore sets from left to right (in the ‘Western’ cultures),

which is connected with the fact that they also learn to count items in the direction

from left to right, is the primary source if these spatial biases.

The process of learning to count is simulated by repeatedly exposing the neural

network to an appropriate sequence of numbers, fed to the input layer, while at

the same time directing the robot’s gaze, represented by the activations in the gaze

map, toward the locations along a row, which extends from the left to the right

side of the robot’s operational space. This corresponds to the way children would

count items arranged in a row, assuming a consistent, left-to-right spatial bias. The

vertical location of the row of items is randomised within the range of the values

represented in the gaze map. The resulting co-activations in the input layer and the

gaze map are then used to establish the strengths of the links between those two

layers, using the Hebbian learning rule (see figure 32c). The data set used to train

the model at this stage of the development consists of 50 rows.

7.3.4 Learning Simple Numerical Tasks

In the final stage of the development, the model is trained to perform simple nu-

merical tasks, which are used in the behavioural tests aimed at detecting spatial-

numerical associations, i.e. number comparison and parity judgement. This cor-

responds to establishing the weights of connections between the semantic layer and

the decision layer in the What pathway (see figure 32d). My implementation of this

process essentially reproduces the methodology described by Verguts et al. (2005).

Since the trained neural network is a single layer of linear units, the Widrow-Hoff

Delta learning rule (Widrow & Lehr, 1990) is applied. The only required modi-
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fication to the training algorithm is connected with the fact that the network is

implemented within the firing rate framework. The activation values of the units

must therefore be determined after the equations describing the network activity

reach a stable state. The training lasts for 30000 epochs, with the learning rate

0.02. Numbers presented to the model in each epoch are drawn randomly from an

exponentially biased distribution. This is intended to reflect the differences in the

estimated frequencies, with which numbers are experienced in real life (Dehaene &

Mehler, 1992). Similarly to Verguts et al., the frequency with which number i is

used during the training is proportional to e−0.2i.

The remaining weights in the model, namely the weights from the decision layer

to the response layer and from the arm maps to the response layer, are set by hand in

order to realise various response mappings required for the behavioural experiments

aimed at detecting the snarc effect (e.g. odd number — left and even number

— right versus odd number — right and even number — left). The units in the

decision layer connect differentially to the response units using the following weight

matrices:

Wreg =

 1 −1

−1 1

 (7.3)

for the ‘regular’ response mapping and

Winv =

 −1 1

1 −1

 (7.4)

for the ‘inverted’ response mapping. Such a set-up of weights means that the ac-

tivation values of the response units are proportional to the difference between the

activation values of the units of the decision layer. A similar, differential pattern of

connections was set-up between every unit of the right and left arm maps and the

response units, realising the priming of the response from the Where pathway. The

strength of these connections is a parameter of the model, and plays an analogous

role to the βSNARC parameter of the model of Chen and Verguts (2010), namely
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Figure 35: Response time (rt) measurement illustration. The abscissa shows time,
expressed in the arbitrary units of the numerical integrator. The ordinate shows the
activation value of the two units in the response layer, also expressed in arbitrary
units. The response time is determined by the first of the response units, the activity
of which exceeds a predefined threshold (here equal to 0.125). In this example, the
response is given by unit 1 at t ≈ 3.7.

it determines the magnitude of the snarc effect. The used connection weights are

reported along with the descriptions of the particular simulations in chapter 8.

7.4 Model Evaluation

All simulation experiments presented in the following chapter involve the measure-

ment of the model’s response times (rt). Since the firing rate framework is used,

this is implemented by monitoring the activity of the units in the response layer

as the integration of the differential equations proceeds. The response is assumed

to be given by the model as soon as the activation value of one of the units in

the response layer exceeds a threshold value assumed for the task. The unit that

exceeds the threshold first determines the response given. If neither response unit

exceeds the activity threshold, this is interpreted as a failure to give a response.

Such instances are dropped from the rt analysis. The process of the measurement

of rt is illustrated in figure 35.
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7.5 Neuro-Robotic Model of the Acquisition

of Spatial-Numerical Associations

— Summary

The model of the acquisition of spatial-numerical associations presented in this

chapter is in many aspects similar to the one proposed by Chen and Verguts (2010).

It adopts the same multi-pathway architectural design, and the pathway that real-

ises the numerical processing is a reproduction of the corresponding elements of the

quoted model (compare figures 30 and 2). It is the spatial representation pathway

where the crucial differences between these two models are. Here, this pathway con-

sists of actual spatial maps, which represent the space around the iCub humanoid

robot, a physically existing entity. These representations are constructed in a de-

velopmental process intended to resemble what happens during the corresponding

stage of the ontogeny in humans. Consistent with this, the patterns of weights re-

sponsible for the establishment of a link between numbers and space are expected

to also come into being as the result of a robotic simulation of the spatial biases

in learning to count. In the following chapter it is investigated if the proposed de-

velopment process leads to a successful reproduction of the behavioural effects that

indicate the acquisition of the spatial-numerical associations, what would provide

evidence toward a positive answer to the final research question considered in this

thesis.
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Chapter 8

Simulations of the Acquisition
of Spatial-Numerical Associations

In this chapter, the results of the simulation experiments conducted using the model

described in chapter 7 are reported. The description is split into four parts, each

focusing on different aspects of the proposed model. The first part is concerned with

the results of the development process introduced in section 7.3. The remaining

three parts describe the simulations that focus on the behavioural effects, in which

spatial-numerical associations are manifested, respectively for: the number size and

numerical distance affects, the snarc effect and the Posner-snarc effect.

8.1 Simulation 1 — Results of the Development

Process

8.1.1 Aims of the Experiment

The aim of this simulation is to illustrate the typical results of the development

process outlined in section 7.3. This is necessary in order to verify if the chosen

values of the parameters of the training algorithms applied at the consecutive stages

of the development consistently lead to the desired results.
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8.1.2 Procedure

The development process described in section 7.3 was repeated independently 10

times, with randomised stochastic aspects of the training regime (such as the initial

weights of the connections in the network and the order of the presentation of the

training examples). In all 10 trials, NI was assumed to be 15, and the same set of

proprioceptive data gathered throughout the simulated motor babbling was used.

The motor babbling was conducted using the simulated iCub robot. Efforts to

transfer the process to the real robot were undertaken, but because of the mounting

technical difficulties and the limited time frame of the project, it was not feasible

to complete this within the scope of this thesis. All simulations reported in this

chapter use therefore the data acquired using the simulated robot.

The essence of the analysis of the results of the model training is the inspection

of the neural network components obtained in each of the phases of the develop-

ment outlined in section 7.3. The obtained networks are assessed, visualised, and

compared across trials, what is aimed at providing convincing evidence that the

proposed training process has been designed correctly and its outcomes are robust.

8.1.3 Results

As outlined in section 7.3, the first stage of the development of the model involves

building the gaze and arm spatial maps and establishing the connections between

them. Although there are different quantitative metrics that aid the assessment of

the quality of a som (cf. section 4.4.3), no single metric is able to capture all the

factors involved. As a consequence, it is the visual inspection of the results that

turns out to be the most informative in practice, and therefore it is presented prior

to the quantitative analysis. In all 10 trials, the results of this stage of training were

similar, thus the outcome of only one of the trials is presented below.

The goal of som training in general is to map the manifold of the training data

in the input space onto the som topology. In other words, in a well-trained som, the
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units close to each other in the som topology correspond to nearby areas of the input

space. Formally, such a som is characterised by a strong positive correlation between

the distance between two som units in the som topology and the Euclidean distance

between the weights associated with these units in the som input space. Figure 36a

shows the relation between these two variables in an instance of a developed gaze

map.

A way to visualise the actual mapping of the input space manifold onto the som

topology is to plot the training data and show the som weights and topology on

top of it. Such an illustration for the gaze map is shown in figure 36b. The input

space of the gaze map is two-dimensional — the first dimension corresponds to the

gaze azimuth and the second one to the elevation — which makes the visualisation

straightforward, but also enables one to expect that the training of the gaze som,

the topology of which was assumed to be two-dimensional as well, should not be

problematic.

Analogous charts to those in figure 36 for the left arm map obtained in the same

training trial are shown in figure 37. Results for the right arm map were similar, due

to the symmetry between the robot’s arms. Because in the case of the arm maps

the input space is seven-dimensional, the mapping is visualised on three charts (37b,

37c and 37d), with their axes corresponding to the consecutive dimensions of the

input space.

Another way to visualise the relation between a developed arm som and its input

space, is to show which locations of the robot’s arm end effector, in the robot’s

operational space, the weights of the som units correspond to. This can be done

simply by commanding the robot arm to assume the poses defined by the values of

the weight vectors of the som units and registering the positions of the end effector

using the Cartesian controller. The results of this procedure for the left and right

arm soms obtained in the considered trial are shown in figure 38. The colours of the

points in figure 38 encode the locations of the units in the som topology (cf. figure

36).
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Figure 36: Sample results of the gaze som training. (a) distance between som units
in the som output space (i.e. som topology) as a function of the Euclidean distance
between the weights associated with those units in the som input space. (b) som
weight vectors plotted against the training samples in the input space. The abscissa
and ordinate correspond to the input space dimensions (gaze azimuth and elevation
angles). Training data points gathered during motor babbling are shown in grey.
Coloured points show the weights associated with the som units. Colours encode the
location of the unit in the som topology (here 7× 7 with square tiling): the amount
of the red component indicates the row, and the amount of the green component
indicates the column. Gray lines between the points indicate immediate neighbours
in the som topology.
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Figure 37: Sample results of the left arm som training. The interpretation of the
charts is the same as in figure 36. (b), (c) and (d) show the seven-dimensional input
space (corresponding to the seven first joints of the robot arm kinematic chain) by
presenting 3 consecutive dimensions in each chart.
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Finally, the values of the quantitative metrics of som quality (the average quant-

isation error and the topographic error) computed across the 10 trials are shown in

table 5.

After the spatial representations in the Where pathway of the model are con-

structed, the connections between them are established via Hebbian learning. Figure

39 illustrates the obtained patterns of connectivity between the gaze map and the

arm maps in the considered training trial. Because the orientation of the nodes in

the som output space is arbitrary, in different trials the left and right side of the

robot’s operational space may be mapped onto different ‘sides’ of the gaze map.

For example, the left part of the robot’s visual field may become mapped onto the

‘top’ or ‘right’ part of the gaze som. Consistent with this, in different training trials

different mappings were obtained. In order to avoid confusion, figure 39 shows a

trial, in which the ‘intuitive’ mapping (the one, in which the left side of the robot’s

space is mapped onto the ‘left’ side of the visualised map) has been obtained.

In figure 39, the strengths of the connections are shown in the form of small

square images. Each small image in figures 39a and 39b corresponds to a unit in

the gaze map (thus the image arrays consist of 7×7 images). Note, that the images

in the corresponding locations in figures 39a and 39b refer to the same units of the

gaze map. The brightness of the pixels in the images indicates the relative strength

of the connection between the gaze map unit associated with the image and every

unit in the target map (thus each image consists of 7× 7 pixels). The brighter the

pixel, the stronger the connection, and therefore the brighter the image overall, the

more strongly the unit of the gaze map is connected to the appropriate arm map.

Similar Hebbian learning process takes place in the subsequent training stage,

which is intended to simulate the systematic spatial biases present in learning to

count, hypothesised to lead to the formation of the spatial-numerical associations.

Figure 40 shows the relative strengths of the connections between each unit of the

input layer and the 49 units of the gaze map, obtained in the considered training

trial. Here, each square image corresponds to a unit of the input layer, and therefore,
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(a) (b)

Figure 38: Visualisation of the developed arm maps in the operational space of the
robot. Each point shows the position of the robot’s palm when the arm joint angles
are equal to a weight vector of a som unit: (a) in the right arm som, (b) in the left
arm som. The same method of colour encoding of the som topology is used here as
in figure 36b.

Metrica Map Mean Std. dev.

gaze 0.012 6.94 · 10−7

AQE left arm 0.161 0.0017
right arm 0.149 0.0036

gaze 0.0 0.0
TE left arm 0.129 0.0527

right arm 0.092 0.0331
a see chapter 4 section 4.4.3

Table 5: Descriptive statistics of the som
quality metrics across the 10 trials of the
model development.
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to the symbolic representation of the number designated in the figure. Each pixel

in the image corresponds to a node in the gaze map. As mentioned earlier, in the

presented trial the left side of the gaze map corresponds to the left side of the robot’s

space.

The final stage of the model development consists of the supervised training of

the connection weights between the semantic layer and the decision layer in the

What pathway. Three sets of weights are obtained as the result of this process. The

first set enables the model to judge the parity of a number. The two remaining

sets are needed to realise the number comparison. As discussed in chapter 7, the

simulation of the number comparison task requires two semantic layers to be present

in the model, and therefore two sets of connections from the semantic layer to the

decision layer — one for each copy of the semantic layer — are necessary. The

results of the training, across the 10 performed trials, are shown in figure 41.

8.1.4 Discussion

Taken all together, the results of the training of the soms in the Where pathway of

the model were consistently good, across all 10 trials. The clouds of the points in

plots 36a and 37a show clear positive correlation, which confirms that units nearby

in the som topology represent nearby areas of the input spaces. The cloud in

figure 37a is more fuzzy than the one obtained for the gaze map. This should not

surprise however, considering the higher dimensionality of the input space in case

of the former. Figures 36b, 37b, 37c, and 37d provide evidence that the soms span

their input spaces quite well, preserving at the same time the structures of the

respective map topologies. In case of the arm map, this is particularly evident in

figure 37b. The fact that following the training the arm soms successfully capture

the properties of the training data is illustrated in an elegant way in figure 38.

Note, that in this figure the points of similar colours — which correspond to the

units close to each other in the som topology — are located close to each other

in the robot’s operational space. This demonstrates correct representation of the
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Figure 39: Sample results of the Hebbian learning between the gaze map and the
left arm map (a), and between the gaze map and the right arm map (b). Each of
the pictures arranged in the 7× 7 array corresponds to a gaze map unit, and pixels
within each picture correspond to the units of the arm maps. Relative strengths of
the connections are shown using the shades of grey.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0.0 0.2 0.4 0.6 0.8 1.0

Figure 40: Sample results of the Hebbian learning between the input layer in the
What pathway and the gaze map in the Where pathway. Each picture in the array
corresponds to one unit of the input layer (NI = 15). Pixels within each picture
correspond to the units of the gaze map. Relative strengths of the connections are
shown using the shades of grey.
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Figure 41: Results of the simple numerical tasks training. The charts show the
weights of the connections between the semantic layer and the decision layer for the
number parity task (a), and the number comparison task (b) and (c). Error bars
show 95% confidence intervals.

robot’s reachable space in the arm maps. Note also that the areas of the operational

space represented by the left and right arm maps overlap in the middle, but are,

in general, distinct. This fact will be important when the results of the Hebbian

learning will be interpreted below. Finally, the values of the som quality metrics

computed across trials (table 5) provide quantitative evidence of the good quality

of the constructed mappings (as indicated by low absolute values of the average

quantisation error and of the topographic error), and that the chosen values of the

parameters of the som training algorithm were robust (as indicated by low standard

deviation values across the 10 trials).

The most important feature of the connections established between the spatial

maps (figure 39) are the lateral gradients of the overall strengths of the links. In
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other words, the left part of the gaze map is more strongly connected to the left

arm map, and the right part of the gaze map is more strongly connected to the

right arm map (compare figures 39a and 39b). Note that as one moves from left to

right along the gaze map, the connections to the left arm map become weaker, and

the connections to the right arm map become stronger. This is a crucial pattern

of connectivity, which is responsible for the emergence the snarc effect (Chen &

Verguts, 2010). Such a pattern of weights emerges in the proposed model as the

result of the fact, that the constructed arm maps represent overlapping, yet distinct

parts of the operational space in front of the robot (figure 38). This, in turn, is due

to the morphology of the robot, in which some areas of the space around the robot

are reachable by one arm but not by the other. As a consequence, after training

each of the arm maps ‘over-represents’ its corresponding side of the robot’s peripheral

space. Importantly, in the present work the pattern of connections responsible for the

snarc effect is obtained as a result of the robot morphology and the applied training

regime, while in the previous works such connections were hand-wired (Gevers,

Verguts et al., 2006; Chen & Verguts, 2010).

The second factor necessary to obtain the snarc effect (and the Posner-snarc

effect) is the actual association of numbers with space. As explained in chapter 7, the

aim of the model is to demonstrate that this can happen as the result of systematic

spatial biases present in learning to count. The figure 40 shows clearly, that the

learning to count simulated using the iCub robot leads to a robust association of

the small numbers with the left side of space and the large numbers with the right

side of space. As a result, presentation of a number in the input layer of the model

will evoke activity in the gaze map, the location of which will depend on the number

magnitude.

The above results confirm that the patterns of connectivity which lead to the

response time patterns characteristic of spatial-numerical associations consistently

emerge in the proposed neural network as the result of the spatial biases present in

the artificial set-up intended to resemble children’s learning to count. First, this val-
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idates the assumptions of Chen and Verguts (2010) quoted in the previous chapter

(see section 7.3.3) about the sources of the spatial-numerical associations in their

model, reflected by the way they decided to pre-set the connection weights in the

spatial representation modules of their neural network. Second, and more import-

antly, this constitutes computational evidence which suggest a positive answer to

the research question 4, by demonstrating that the factors considered in the present

experiment when designing the modelled learning to count scenario are sufficient to

account for the appearance of the connection patterns which cause spatial-numerical

associations. For the time being, this evidence is of course partial, as it is based

only on the visual inspection of the obtained neural network weights. Further evid-

ence, based on the investigation of the behaviour of the model in simulated simple

numerical task, will be sought in the subsequent simulations.

Finally, it is appropriate to comment on the results of the training of simple

numerical tasks. As indicated by the low error bars in figure 41, the obtained weights

of the connections from the semantic layer to the decision layer were quite consistent

across trials. All three charts in this figure show a signature of the distribution of

the frequency of number presentation during training being skewed toward small

numbers (cf. section 7.3.4). In figure 41a, the values of the weights decrease, and

the variability across the trials increases as the numbers increase. In figures 41b

and 41c, the patterns of the weights have a monotonic, but compressive character,

with the crossover point biased toward smaller numbers, rather than lying in the

middle of the considered interval. The latter is especially important, because it is

responsible for the presence of the number size and numerical distance effects in the

number comparison task (Verguts et al., 2005, p. 77). The dip in the absolute value

of the weights for number 1 in figure 41a is most likely a ‘border effect’, connected

with the fact, that the total activation induced in the semantic layer for the extreme

numbers (1 and 15) is smaller than for the other numbers. Overall, the obtained

results are consistent with the findings of Verguts et al. (2005).
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8.2 Simulation 2 — Number Size and Numerical

Distance Effects

8.2.1 Aims of the Experiment

Number size and numerical distance effects are among the most ubiquitous findings

in experimental studies involving numerical tasks (see chapter 2). Despite the fact

they are not directly connected with spatial-numerical associations, they can still be

considered as a fundamental benchmark behaviour for cognitive models in mathem-

atical cognition. The purpose of the present simulation is therefore to investigate if

the proposed model exhibits the number size and numerical distance effects in the

number comparison task.

8.2.2 Procedure

In the present simulation (and in all subsequent experiments described in this

chapter), the 10 instances of the model developed in the 10 trials conducted for

the purposes of simulation 1 were used. Number comparison task was simulated

using the model in configuration shown in figure 42. In order to simulate short-term

memory (what is necessary, since the simulated numerical task requires two oper-

ands), two copies of the input layer and of the semantic layer were included in the

What pathway of the model (following the practice of Verguts et al., 2005). The de-

cision layer was connected with the response layer using the weight matrix provided

in equation 7.3. The left-sided response was to be given when the first number was

larger than the second one, and the right-sided response otherwise. The units of the

arm soms were connected to the corresponding-side unit of the response layer with

connection weights equal to 25, and to the opposite-side unit −25. The value of the

response threshold was set to 0.125.

Following the design of the corresponding experimental paradigms (see for in-

stance Schwarz & Stein, 1998), the response times of the model were measured for
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all pairs of distinct numbers from 1 to 15, in both possible orders (smaller num-

ber first and larger number first). This means that each model was tested on 210

number pairs. Latencies obtained for both left- and right-sided responses were then

aggregated across the 10 trials. The instances when the response given by the model

was incorrect, or when it was not given at all, were not included in the analysis.

8.2.3 Results

The response times (rt), aggregated over the 10 tested instances of the model, are

shown in figure 43. The figure 43a shows rts for the left-sided response (first number

larger), and the figure 43b for the right-sided response (second number larger). In

both charts, the abscissa shows the smaller of the two numbers being compared,

and the data series correspond to the constant numerical distance between the two

operands. For conciseness, the charts do not include all performed comparisons.

Outside of the number range presented in the figures, the results became less and less

clear, what was caused by the increasing number of incorrect or missing responses.

The overall accuracy of the responses of the 10 models was 92.3% (the response was

incorrect or missing in 162 out of 2100 cases).

8.2.4 Discussion

In the context of the number comparison task, the behavioural effects considered

in the present simulation mean that it is more difficult to compare larger numbers

than smaller numbers (the number size effect) and that the numbers that are close

to each other are more difficult to compare than the numbers which are further

apart (the numerical distance effect). The charts in figure 43 show clear evidence

of both effects being exhibited by the model in the presented range of numbers.

The numerical distance effect is manifested in that the data series are located the

higher on the chart, the lower the numerical distance, to which they correspond.

The number size effect in turn, is evident in the data series rising along with the
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Figure 42: Configuration of the model used in the simulations of the number com-
parison task.
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(a) Left-handed response
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(b) Right-handed response

Figure 43: Simulated response times of the model in the number comparison task
for the left-handed response (a) and the right-handed response (b). The ordinate
shows the rt in the arbitrary time units of the numerical integrator. The abscissa
shows the smaller of the two operands in the comparison. Data series correspond
to the numerical distance between the comparison operands. Error bars show 95%
confidence intervals.
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increasing magnitude of the operands (i.e. along the abscissa). The results of the

simulation confirm therefore, that the proposed model exhibits the number size and

numerical distance effects in the number comparison task.

The considered effects are present in the behaviour of the model as the con-

sequence of the patterns of weights obtained between the semantic layers and the

decision layer. Because the strengths of these connections change monotonically

with the increasing numbers, the greater the distance between the numbers being

compared, the stronger the activation of the units in the decision layer, and, hence,

the shorter the response time. The number size effect is the result of the fact that

the weights change (increase or decrease, respectively) in a compressive manner (see

figure 41). For a fixed distance between the numbers, the resulting activation of the

decision layer units is the smaller (and consequently the response time the longer),

the larger is the absolute magnitude of the numbers (see Verguts et al., 2005).

8.3 Simulation 3 — The snarc Effect

8.3.1 Aims of the Experiment

The present simulation aims at demonstrating that following the proposed develop-

ment process, the model exhibits the well-established effect believed to be a mani-

festation of the spatial-numerical associations, namely the snarc effect (see chapter

2 section 2.2.3). This is one of the crucial simulations, since the goal of the present

modelling effort is to demonstrate that the spatial biases present in counting may

lead to the acquisitions of the spatial-numerical associations.

8.3.2 Procedure

As reviewed in chapter 2, the snarc effect emerges in various numerical tasks.

Two of those tasks, that the proposed model is capable of simulating, are number

comparison and parity judgement. The snarc effect is obtained by measuring the
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response times of the subject in two reverse response mappings (e.g. press left when

the number is odd versus press right when the number is odd), and calculating the

difference in the rts for each number between the right-handed and the left-handed

response. The ‘Western’, left-to-right snarc effect is then found as a downward

trend in the difference of the rts for the increasing numbers, meaning that the

small numbers are responded to faster with the left hand than with the right hand,

and, conversely, that the large numbers are responded to faster with the right hand

than with the left (Fias et al., 1996).

In the simulation of the number comparison task, the configuration of the model

(including the weights of the connections between the arm maps and the response

layer as well as the response threshold) was the same as the one used in simulation

2 (figure 42). The model configuration employed to simulate the parity task is

shown in figure 44. The weights of the connections between the arm maps and the

response layer for the parity task were set to 50 (the corresponding response unit)

and −50 (the opposite unit). The double-fold increase in the connection weights

with respect to the number comparison task ensures a comparable magnitude of the

snarc effect in both tasks, as it compensates for the fact that in the parity task only

one input layer is present in the model, and therefore the activations propagated

in the Where pathway are approximately half as strong as in the comparison task.

The response threshold used in the parity task was set to 0.8. In both tasks, the two

reverse response mappings were realised by applying the weight matrices provided

in equations 7.3 and 7.4 between the decision layer and the response layer.

In the number parity task, the models were tested on all 15 numbers. The num-

ber comparison was made between numbers 1–7 and 9–15 and a fixed comparison

standard equal to 8, in both smaller-number-first and larger-number-first arrange-

ments (see Gevers, Verguts et al., 2006). In both tasks, every stimulus was presented

twice, once for the ‘regular’ response mapping and once for the ‘inverse’ one. The

differences in the rts were measured and aggregated across the 10 copies of the

model obtained in simulation 1. Incorrect or missing responses were not included in
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the rt analysis.

8.3.3 Results

The calculated differences in the response times between the right- and left-handed

responses for every number in both tasks are shown in figure 45. Decreasing or

increasing trend in such a chart indicates the presence of the snarc effect (Fias

et al., 1996). The models achieved 100% correct responses in the parity task and

88.7% in the number comparison task.

8.3.4 Discussion

The negative slope of the difference between the right- and left-handed response

times for increasing numbers is clearly visible in case of the the parity task (figure

45a), indicating a robust snarc effect. The effect is also present in the comparison

task (figure 45b), although in this case the rt pattern has a slightly different, step-

like shape. For the target numbers smaller than the comparison standard (i.e. for

numbers 1–7), the rt difference is consistently greater than 0, what means that for

these numbers the left-handed responses were faster than the right-handed ones.

The opposite holds for the numbers greater than the comparison standard (numbers

9–15). The non-monotonic shape of the effect in the number comparison task is a

consequence of an interaction between the snarc effect and the numerical distance

effect. This is consistent with the results of the behavioural studies as well as of

the modelling experiments by Gevers, Verguts et al. (2006) and Chen and Verguts

(2010). Gevers, Verguts et al. explain this phenomenon as follows (note though,

that in their simulations the comparison standard was equal to 5):

The model assumes that the categorical effect is the result of an inter-
action between the distance effect and the time course of the snarc
effect. Recall that the snarc effect becomes stronger with increasing
time. Taken together with the fact that the slowest latencies are those
numbers closest to the standard (e.g., distance effect), a categorical shape
results. More specifically, because of the distance effect, the latencies to
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Figure 44: Configuration of the model used in the simulations of the number parity
task.
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Figure 45: Simulation of the snarc effect in the parity judgement task (a) and the
number comparison task (b). The abscissa shows the target number (in case of the
comparison task, the target number is to be compared against a fixed standard 8).
The ordinate shows the difference between the right-handed rt and the left-handed
rt. Error bars show 95% confidence intervals.
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the numbers 4 and 6 will be longer than to the numbers 3 and 7. Because
the snarc effect is strongest with the slowest latencies, the number 4
and 6 will be influenced more by the snarc effect than the numbers 3
and 7. This effect breaks the continuity of the snarc curve, pushing
the drt value for number 4 up (stronger effect) and pushing the drt
value for number 6 down (stronger effect). As a result, the observed drt
shape becomes categorical rather than continuous. (Gevers, Verguts et
al., 2006, p. 40)

One unexpected feature of the snarc effect obtained in case of the parity task

is the non-monotonic behaviour of the snarc curve for number 15 (see figure 45a).

Narrow confidence intervals suggest this is not a mere artefact caused by large

variability across the models, but a consistent result. The reason behind this is most

likely the border effect obtained in the training of the neural network performing the

parity task (cf. section 8.1.4 and figure 41a). It results from the fact that the input

and semantic layers consist of a small, finite number of units. It would be possible

to eliminate this artefact by compensating for the border effect. This is possible,

for instance, by normalising the weights of the connections between the input layer

and the semantic layer in such a way that the numbers ‘located’ near the edges of

the semantic layer are not represented with a lower overall level of activity of the

units in the layer.

The results of the experiment confirm that, as predicted in section 8.1.4, the

connectivity patterns obtained in the model as the consequence of the proposed

development process enable it to exhibit the snarc effect. The mechanism by

which this happens is the following. First, the association of numbers with space is

obtained in such a way that small numbers are linked with the left side of space and

the large numbers with the right side (Hebbian links between the input layer and the

gaze map). Moreover, the left part of the gaze map is more strongly connected to the

left arm map, and the right part of the gaze map is more strongly connected to the

right arm map (as the consequence of the robot’s morphology). Such a connectivity

pattern causes that, for instance, when a small number is presented at the input

to the model, an activity is evoked in the left side of the gaze map, which is then

propagated strongly to the left arm map, but weakly to the right arm map. This
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results in a stronger level of activity in the left arm map than in the right arm map,

what, via the connections between the arm maps and the response units, facilitates

the response with the left hand. If the activity arriving from the Where pathway is

congruent with the decision made in the What pathway, the response time of the

model is shortened. In turn, when the activity in the Where pathway is incongruent

with the task answer, more time is necessary for the response units to resolve this

‘conflict’. The net result of this is the snarc effect. The origins of the snarc effect

in the proposed model are in agreement with the findings of brain imaging studies,

which provide the evidence for a dip toward the incorrect response preparation in

the incongruent conditions, indicated by the lateralised readiness potentials recorded

at the motor cortex (Gevers, Ratinckx, De Baene & Fias, 2006; Chen & Verguts,

2010).

8.4 Simulation 4 — The Posner-snarc Effect

8.4.1 Aims of the Experiment

In addition to the snarc effect, the associations between numbers and space are

found in the experiments utilising the attention cuing paradigm. Numbers presented

as cues involuntarily affect the times necessary to detect visual targets, which appear

either in the left or in the right side of the visual field of the subject (Fischer et

al., 2003). This effect, called the Posner-snarc effect, suggests that numbers cause

shifts of attention toward the side of the visual field they are associated with. The

goal of this simulation is to investigate if the Posner-snarc effect is present in the

behaviour of the proposed model.

8.4.2 Procedure

The model configuration used to simulate the Posner-snarc effect is shown in figure

46. Since the experimental paradigm does not involve any numerical tasks, but only
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visual target detection, most of the components of the model are irrelevant here

and thus have been removed. Similarly to the way the Posner-snarc effect was

simulated by Chen and Verguts (2010), the read out of the response in this task is

taken from the spatial representation layer (here, the gaze map). The two sides of

the gaze map are connected to the response units in such a way, that 24 ‘left-most’

units in the map connect with the weight 1 to the left response unit, and with the

weight −1 to the right one. The reverse weights are set-up between the response

units and the 24 ‘right-most’ units of the gaze map. One gaze map unit remains

unconnected, in order not to unfairly bias the response times toward one side.

The experimental design in this simulation followed that of Fischer et al. (2003)

and Chen and Verguts (2010). As a prime, either number 1 or 15 was presented,

for a duration of 2 time units of the numerical integration. This was followed by a

variable delay, during which nothing was presented to the model (which lasted for

0.2, 1.0, 1.8, or 2.6 time units). After the delay, the visual target was shown. The

latter was simulated by inducing in the gaze som a pattern of activity corresponding

to the presentation of an input vector representing an extremely left or right spatial

location within the boundaries of the space represented by the map. The numbers

presented as cues did not predict where the target will appear, that is each of the

numbers was tested with both left and right locations. The response threshold in

the task was set to 0.125. Since the task is simply to detect the target, it did not

matter with which response unit the answer was given.

8.4.3 Results

The response times obtained in the Posner-snarc effect simulation using the pro-

posed model are shown in figure 47.
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Figure 46: Configuration of the model used in the simulations of the visual target
detection task.
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Figure 47: Simulation of the Posner-snarc effect in the visual target detection task.
The charts show the times needed to detect targets that appear in the left or right
side of the visual field of the robot. Chart (a) shows response times when a small
number is shown as a cue. Chart (b) shows response times for a large number.
The abscissa shows the delay between the priming stimulus (the number) and the
visual target, expressed in the arbitrary time units of the numerical integrator. The
ordinate shows the response time, in the same units as the abscissa. Error bars show
95% confidence intervals.
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8.4.4 Discussion

Figure 47 clearly indicates that the signature feature of the Posner-snarc effect is

exhibited by the proposed model. When a small number is shown as a cue, the

visual target is detected faster if it appears on the left side than when it appears

on the right side (figure 47a), and, conversely, when a large number is shown as a

cue, the visual target is detected faster if it appears on the right side than when it

appears on the left side (figure 47a).

The effect is caused by the fact that the numbers are associated with space

(Hebbian links between the input layer and the gaze map), so a small number

presented at input evokes some activity in the left side of the gaze map, priming at

the same time the left response unit. If the visual target that appears afterwards

is located in the same side of the visual space, the detection time is shortened as a

result; if it appears in the opposite side of the visual space, the response layer has

to overcome the primed activity first, and the response time is prolonged. Note that

the longer the delay between the prime and the stimulus, the weaker the magnitude

of the effect. This is to be expected, as the primed activity in the response layer

fades out with time due to the self-inhibition present in the neural dynamics.

A notable feature of the obtained results is virtually non-existent between-trial

variability (see figure 47). This is caused by the robustness of the results of the

gaze som development, in which very good quality of the mapping was consistently

obtained (cf. simulation 1). This is not surprising, since the construction of a two-

dimensional map of a quite uniform two-dimensional input space is not particularly

challenging for the som training algorithm.

8.5 Summary

Throughout the past two chapters I described a neuro-robotic model of the acquis-

ition of the spatial-numerical associations, and simulated a variety of behavioural

experiments using it. The simulation experiments demonstrated the validity of the
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proposed model and of the development process associated with it, in the sense that

they were shown to lead to the reproduction, at least in the qualitative sense, of

the most important behavioural effects in the context of the simulated numerical

tasks. Namely, the response times of the model showed the signatures typical for

the number size and numerical distance effects in the number comparison task. Fur-

thermore, the snarc effect in the same task, as well as in the parity judgement

task was obtained, showing that the proposed developmental process indeed leads

to the establishment of the spatial-numerical associations. This conclusion was re-

inforced by the manifestation of these associations also in a non-numerical visual

target detection task.

Importantly, the obtained results can be considered an evidence, obtained through

computational modelling, that spatial-numerical associations can arise as the result

of systematic spatial biases present when children learn to count, which are con-

nected with the culturally-specific tendency of the children to enumerate sets of

items either from left-to-right in the ‘Western’ cultures, or from right-to-left in the

‘Middle-Eastern’ cultures (Tversky et al., 1991). To the extent the proposed neural

network and the associated development process capture the essential factors in-

volved in the real-life situation being modelled, this suggest that the answer to the

fourth and final research question posed at the beginning of this thesis is positive.
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Chapter 9

Conclusions

In this final chapter of the thesis its most important results are reviewed and the

outcomes of the conducted experiments are critically discussed, in order to highlight

the areas which require future work. The models and simulations described in parts

II and III of the thesis were aimed at answering four research questions posed in

section 1.2. These questions are repeated below, along with the short summaries of

the corresponding results and the answers which follow from them.

Research question 1: How does mastering the count list prior to learning to count

within the respective range of collection sizes affect the subsequent process of learning

to count? The results of the simulation experiment described in chapter 6, section

6.2 have shown that, when the training of the model of the contribution of gestures to

learning to count introduced in chapter 5 is explicitly divided into two stages — the

acquisition of a part of the count list, and learning to count the collections of items

within the range of this count list — the model consistently achieves significantly

better counting accuracy within the equivalent amount of training (in terms of the

number of the performed updates of the model’s weights) than when it is trained to

recite the number words and to count at the same time. This suggests that being

equipped with a sufficiently long count list ahead of learning to count within its

range may enable one to complete the latter process faster.

Research question 2: Can counting gestures, represented in the form of the values

of arm joint angles that change over time, contribute toward the improvement of
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the counting accuracy? In the experiment described in chapter 6, section 6.3, the

counting performance of the model from chapter 5 trained to count in the presence

of the proprioceptive signal formed from the values of the joint angles of the arm

of the humanoid robot iCub performing the counting gestures turned out to be

consistently higher than when the model was trained to count based on the visual

input only. Therefore, even a relatively simple machine learning system is able to

exploit counting gestures modelled in this way to improve its counting accuracy. This

constitutes computational evidence that the proprioceptive information connected

with the counting gestures are indeed a salient embodied cue in the context of

learning to count, already in their raw, unprocessed form. Further investigation of

the performance of the model trained to count based on the counting gestures alone

revealed that, in the case of the proposed neural network, the proprioceptive signal

facilitated the extraction of information from the visual modality.

Research question 3: Is the spatial correspondence between the items being enu-

merated and the indicating act performed during counting an important character-

istic of the counting gestures? In the simulation reported in chapter 6, section 6.4,

‘natural’, spatio-temporal counting gestures, in which the arm postures correspond

1-to-1 to the spatial locations of the items being counted, have been contrasted

with ‘rhythmic’ gestures, constructed in such a way that, although they still cor-

responded to the correct counting in the temporal sense, there was no 1-to-1 cor-

respondence between the arm postures and the locations of the items. The results

have shown that such rhythmic gestures allowed the model to obtain even higher

counting accuracy than the spatio-temporal counting gestures, however, in the case

of the former, the neural network actually completely disregarded the information

in the visual modality (as revealed by the failure to find a statistically significant

difference in the counting accuracy for the experimental conditions with and without

the visual input for the rhythmic gestures). In other words, when the gestures not

characterised by the spatial correspondence to the counted items were supplied, the

neural network ‘counted’ the gestures themselves, rather than the items in the visual

248



input. This constitutes computational evidence that the aforementioned spatial cor-

respondence is a crucial property of the counting gestures which enables them to

fulfil a facilitating role in the context of counting.

Research question 4: Can consistent spatial biases present in children’s learning

to count be a source of the spatial-numerical associations later in life? In chapter 7,

the computational model of the interactions between numbers and space published

by Chen and Verguts (2010) has been extended with rich embodied representations

of space linked to the simulated body of the humanoid robot iCub. In addition,

a developmental learning process for the model has been proposed, intended to re-

flect the progress of the development of children’s numerical knowledge in the early

years of life. Linking the neural network with a robotic body and thus embedding

it in a developmental learning environment made it possible to incorporate in the

development process of the model spatial biases resembling those present in the

children’s learning to count. The simulations described in chapter 8 have shown

that these biases indeed lead to the emergence of the patterns of connectivity inside

the model which allow it to exhibit the behaviours typical for the spatial-numerical

associations, as well as demonstrated the presence of these behaviours in the re-

sponse time patterns of the model. This constitutes computational evidence that

children’s culturally-dependent tendency to explore sets of items consistently in a

specific lateral direction (left-to-right or right-to-left) is sufficient to account for the

establishment of the lateral spatial-numerical associations later in life. Importantly,

this finding is consistent with the latest results from the psychological studies with

pre-reading children (Opfer & Furlong, 2011), and in opposition to the views about

the sources of the spatial-numerical associations which have been dominant only

until recently (see Göbel et al., 2011, for review). Since the embodied model of

the acquisition of the spatial-numerical associations through learning to count de-

scribed in chapter 7 has been formulated, implemented and published (Ruciński,

Cangelosi & Belpaeme, 2011) in parallel to the hypothesis about the importance of

the counting routine in the context of spatial-numerical associations being explicitly
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put forward by Opfer and Furlong (2011, p. 691), obtained results can be considered

an instance of a prediction resulting from the simulations, which has subsequently

found confirmation in the behavioural data.

At this point it is important to stress the crucial role of employing the cognitive

developmental robotics approach, and of incorporating in the modelling process of

the artificial humanoid body of the iCub robot, for the results obtained in the con-

text of the research questions 2–4. The experiments described in chapter 6 (where

research questions 2 and 3 were addressed), employed the kinematic chain of the

right arm of the iCub robot to construct a realistic embodied representation of the

counting gestures (cf. section 5.2.2). This representation is one of the crucial factors

which distinguish the proposed model from the previous efforts in a similar direc-

tion. As reviewed in chapter 3, although multiple models of learning to count exist

to date, none of them has addressed the issue of the contribution of gestures, and

only one included gestures at all. This results from the fact that modelling of the

counting gestures, which are by nature an embodied phenomenon, poses a signific-

ant difficulty when tackled with purely computational means. Formulating a model

of the contribution of gestures to learning to count requires the researcher to make

assumptions about the representation of the bodily contribution and of the envir-

onment, which, in the case of modelling based on disembodied computations, will

always be arbitrary to some extent. Adopting the developmental cognitive robotics

approach in the present work alleviated this problem in an elegant way. The artifi-

cial robotic body of iCub provided the bodily contribution which can be considered

much less arbitrary, because it comes from a physically-existing, humanoid body,

which interacts with a real-world environment. Although the need for assumptions

regarding the representations has not been removed entirely — they are in fact

implicit in the choice of the robotic platform — it is clear that, in the context

of the embodied phenomena, developmental cognitive robotics has a considerable

advantage over approaches based solely on computation.

Note also, that the extent, to which the answers to the research questions 2 and 3
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provided herein in the context of an experimental robotic set-up can be considered

relevant to the investigation of human cognition depends crucially on the degree

to which the proposed representation of the counting gestures corresponds to the

actual proprioceptive information available in the human body. In the light of

this, it becomes especially important that the employed robotic platform, iCub,

has been designed with a lot of emphasis put on the capabilities connected with

manual manipulation (cf. chapter 4, section 4.3). Although whether the artificial

proprioception of the iCub can be considered corresponding to a sufficient degree to

that of humans is open for debate, as it has been argued in section 5.2.2, the approach

to represent gestures based on the pointing performed by a humanoid robot is no

doubt a significant step forward in comparison to the abstract and disembodied

representations of the indicative acts employed in the context of the modelling of

learning to count to date (Ahmad et al., 2002).

The adoption of the developmental cognitive robotics paradigm is also the cru-

cial factor differentiating my modelling methodology from that of the authors of

the previous models in the context of the efforts to investigate of the ontogeny of

spatial-numerical associations (research question 4), described in chapters 7 and 8.

In addition to proposing a neural network capable of exhibiting the considered be-

havioural effects, I put forward a development process for this network (which, as

reviewed in chapter 4.2, is one of the fundamental aspects of the developmental cog-

nitive robotics methodology), designed in a way that is consistent with the available

data about the acquisition of the numerical knowledge by children. This enabled

me to demonstrate that certain crucial patterns of connectivity may emerge in the

model in the course of the development, in contrast to the authors of the earlier

works, who had to assume this is the case.

Furthermore, also in this case, involving the artificial body of iCub made it

possible to reduce the level of arbitrariness of the assumptions made in the model

design, and, more importantly, to provide an embodied explanation of the observed

phenomena. As an illustration of the latter point, it is worth to consider the spatial
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gradients in the space representation module of the model of Chen and Verguts

(2010, see section 3.4). Therein, these gradients were set-up by hand-wiring the

desired patterns of connections. In the present thesis, similar patterns were shown

to emerge in the course of the process of development, as the result of the morphology

of the simulated iCub robot. This robot has one head and two arms, what justifies

including three separate spatial maps for each of these body parts in the model. The

arms of the robot can reach overlapping, yet distinct areas in space, what leads to

obtaining the aforementioned connectivity patterns in the neural network. Finally,

the spatial representations included in the model are, in contrast to the model of

Chen and Verguts, real spatial maps, in which activations correspond to specific

positions of the actual, humanoid limbs of the robot. This again illustrates how

adopting the cognitive robotics approach to the investigation of the phenomena

which have a strongly embodied character, helps to reduce the arbitrariness of the

resulting model, and how cognitive developmental robotics can supplement in an

elegant way computational modelling.

Having reviewed the successes of the thesis, I am now going to consider the areas

in which the results of the experiments turned out to be imperfect or altogether

incorrect, as these point to the directions where future work in the context of the

considered research questions is needed.

9.1 Future Work — Research Questions 1–3

Since the majority of the issues with the results of the simulation experiments which

addressed the research questions 1–3 is connected with the lack of quantitative

fit to the human data, it is appropriate to start the discussion by comparing the

experimental protocols employed in both cases, highlighting the similarities and

differences between them, and explaining where the latter come from.
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9.1.1 Comparison of the Experimental Protocols

As mentioned several times throughout the present thesis, the simulation experi-

ments described in chapter 6 have been modelled after the experimental work of

Alibali and DiRusso (1999), with the direct comparison of the obtained counting

accuracy figures and of the counting error patterns in mind. The similarities and

differences between the two experimental designs are best illustrated by comparing

figures 6 and 15, which can be found on pages 124, and 155, respectively. As it

has been explained in chapter 5, the young subjects of the psychological experiment

correspond to the different instantiations of the proposed model in the simulations.

The artificial neural networks, just are children, are characterised by between-subject

variability, realised through the randomisation of the initial connection weights, as

well as through the stochasticity of the applied training algorithms. Both exper-

iments required therefore aggregation and statistical analysis of the data across a

sample of several subjects. Furthermore, both experiments had in place certain ex-

clusion criteria, connected primarily with the baseline counting competence required

from the subjects (a least 15% counting accuracy in the case of children, and the

ability to recite the count list up to 10 for the neural networks).

The majority of the differences between the two considered experimental proto-

cols is connected with the fact that simple recurrent artificial neural networks are

deterministic once trained, that is they produce the exact same behaviour when

presented with the exact same input pattern (of course assuming the same initial

internal state of the network). Therefore, in the case of the model, there is no

within-subject variability for a fixed stimuli. The situation is completely different

in the case of children, who undergo constant long-term development and who’s

performance is potentially affected by short-term effects of the performed tasks. A

psychological experiment must take this into account and be designed in such a way

that the influence of the task sequence is minimised, or at least possible to detect.

For example, in the case of the experiments of Alibali and DiRusso (1999), as indic-

ated in figure 6, the experimental condition aimed at investigating the spontaneously
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performed counting gestures had to take place as the very first one (since subsequent

conditions included detailed instructions regarding the gestures, once these were un-

dertaken, children’s pointing could not be regarded as spontaneous any more), and

the ‘puppet incorrect’ condition must have been tested as the very last one (in order

not to undermine the children’s belief in the puppet’s counting competence, which

was important in the other conditions). However, the order of the remaining ex-

perimental conditions had to be randomised across subjects in order to rule out

the effect of the sequence in which the conditions were performed on the obtained

results. Similar considerations applied to the sequence of the presentation and to

the sizes of the sets to be counted in subsequent trials within each experimental

condition. Finally, in order to mitigate the effects of tiredness and fussiness, the

psychological experiment had to be split into sessions which took place on different

days, as well as the duration of a single session had to be relatively short, what

limited the amount of data that has been gathered. All these considerations are

completely irrelevant to the design of a simulation experiment with artificial neural

networks, because their training is perfectly controlled, and the order of presentation

of the test trials does not affect the results in any way.

Although, as has been shown above, the intrinsic properties of the employed

artificial neural network framework allow to considerably simplify the experimental

protocol (cf. figures 6 and 15), they also require some specific considerations which

are not relevant in the case of children. First, since an artificial neural network can-

not be expected to perform well on the input patterns it has not been trained on, in

the performed simulations the models had to undergo bespoke training in every con-

sidered experimental condition (figure 15). As the result, the evaluation across the

experimental conditions for a single ‘subject’ was performed, strictly speaking, on

different neural networks. The argument that this nevertheless constitutes the eval-

uation of the same subject is based on the fact that the training for each condition

starts with the exact same weights of the connections, obtained prior to the network

extension as the result of the preliminary training stage. Since the experimental
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conditions for one subject do not affect each other, as a side benefit it is possible

to analyse the results with the use of the repeated-measures approach, which has

more discriminative power. Second, in contrast to the study of Alibali and DiRusso

(1999) where the arrangement of items in the set to be counted was always the same

for the same number (as the result of the constant spacing between the items), the

artificial neural network architecture employed herein requires the spatial arrange-

ment of items for a fixed number to be randomised. As explained in section 5.2.1,

should this not be the case, the neural network would quickly learn to associate

the locations of the items with their number and obtain very high ‘counting’ accur-

acy scores without actually counting. As the consequence, the evaluation protocol

needs to include more test trials, in order to mitigate the effects of increased vari-

ability resulting from the spatial randomisation. Finally, the simulations conducted

for the needs of the present thesis considered smaller numbers than the reference

experimental study (1–10 versus 7–17). The main reason behind this are the con-

siderations connected with the combinatorial properties of the neural network input

patterns (the number of different arrangements of items grows exponentially with

the largest considered number) and the duration of the training required as the

result (cf. section 5.2.3). On the other hand, it can be argued that it would not

be correct, from the methodological point of view, to assess the performance of the

model on larger numbers without first taking into account what happens within the

preceding number range.

There are three more differences between the considered real-life and simulated

experimental protocols which are worth pointing out. First, with the artificial neural

networks it is possible to simulate scenarios which are not realisable in the psycholo-

gical experiments with children. More specifically, this applies to the ‘gesture-only’

conditions in the simulation experiments described in sections 6.3 and 6.4, where

the counting accuracy of the neural network with only the proprioceptive input

available was assessed. These experimental conditions provided vital pieces of in-

formation about how the input signals are exploited by the model, which in turn
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made it possible to provide answers to the research questions 2 and 3. The rhythmic

gestures, considered in the context of the latter research question, can be seen as

another example of a situation which does not have an exact equivalent in children,

at least in the case of active gestures. The two remaining differences are caused by

deliberate design decisions. As discussed in section 6.3.2, since the simulations de-

scribed in chapter 6 consider only the case of the counting gestures being the input

to the model rather than its output, the ‘active gestures’ conditions from the study

of Alibali and DiRusso (1999) were not reproduced herein. Similarly, the distinction

between touching and pointing-only counting gestures has not been made in my

simulations. Although certainly realisable, and in fact attractive from the point of

view of embodied robotic modelling, it turned out not to be possible to include the

investigation of the effects of the tactile information on the counting accuracy in the

scope of the present thesis.

Summarising, while the majority of the differences between the experimental

protocols is irrelevant for the obtained results, some of them (such as the different

number ranges and not reproduced real-life experimental conditions) already suggest

the possible areas for future work. Crucially however, since both experiments use

the same task to assess the counting accuracy (hm task without considering the final

cardinal response, but only the trajectory of the counting gestures and the three-

way correspondence between the items, gestures, and recited number words), since

the counting accuracy can be expressed relatively to the number of test trials and

is averaged across the considered range of numbers, and since both studies employ

identical counting accuracy assessment criteria, the obtained aggregate results can

be meaningfully compared.

9.1.2 Discussion of the Results Connected with the Re-
search Question 1

As it has been already pointed out in section 6.1.4, the obtained behaviour of the

proposed model with respect to the progress of the learning of the count list did
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not match very well with what is observed in children. Namely, the model did not

exhibit the stochastic within-subject effects, such as the unstable non-conventional

portion of the count list. Also, the model did not have the tendency to emit stable

non-conventional sequences — with only few exceptions, at every time step of the

simulation the designed neural network produced either a correct number word,

or remained silent. This disparity between the behaviour of the model and that

of children shows that the employed artificial mechanism of learning of sequences

does not capture the properties of human rote learning well. As discussed above in

connection with the experimental protocol differences, one of the reasons behind this

is the lack of stochasticity in the model’s output, once the training is completed. In

other words, the employed neural network framework, by its nature, simply does not

exhibit within-subject stochasticity. This may suggest that a degree of caution must

be taken when generalising the answer to the research question 1 obtained in the

course of the present experiments to human cognition. In order for the conclusions

from the simulation to be more definitive, the internal structure of the model, and

possibly the employed representations, should be revised with a better match to the

experimental observations in view.

In addition, it is important to stress that the results which were taken as the

answer to the research question 1 hold strictly within the applied training and test-

ing regime. Note, that the crucial element of the experiment was the comparison of

the counting accuracy obtained at the end of the neural network training, and the

training was interrupted arbitrarily after a fixed amount of training epochs. The

duration of the training has been determined based on informal (and therefore sub-

jective) inspection of its progress before the actual experiment. Since no formal stop

condition (for instance based on the trend of the training error) has been employed,

there is no direct evidence that, given enough training time, the network which

learnt to count and to recite number words at the same time could not ultimately

achieve the equivalent counting accuracy as the network which has been equipped

with the ability to recite the count list beforehand. Therefore, the following altern-
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ative methodology would perhaps be more elegant in this situation. A formal stop

criterion based on the convergence of the training could be defined and applied in

both experimental conditions. Then, once the training for both networks has been

completed, one would compare the final counting accuracy, and, in case of a tie,

the amount of training it took each network to achieve it. The advantage over the

approach used herein would be the obtaining of a quantitative measure of how much

faster the network in one experimental condition learns than in the other. The dis-

advantage would be unpredictable and potentially much longer time necessary to

complete the simulations. Crucially however, these considerations do not nullify the

results obtained with the use of the strategy that has been adopted in the present

thesis, which is sufficient to prove that in one experimental condition the training

proceeds faster than in the other, in the qualitative sense.

9.1.3 Discussion of the Results Connected with the Re-
search Questions 2 and 3

As in the case of the research question 1, the results of the simulations which ad-

dressed the following two research questions also did not agree with all data ob-

tained with human participants. First, although the proposed model, just as chil-

dren, achieved consistently higher counting accuracy with gestures than without

them, the magnitude of the increase was more prominent than what is observed

experimentally (see figure 25 on page 185). Second, and more disturbingly, the per-

formance of the neural network was not statistically affected by the size of the set

to be counted, whereas the so-called ‘problem-size effect’ is prevalent not only in

counting but also in many other aspects of human numerical cognition (Zbrodoff &

Logan, 2005). Third, the distribution of the frequencies of the counting errors com-

mitted by the proposed model is not in agreement with that of children, even if only

the more appropriate ‘puppet conditions’ are taken into account. As discussed in

section 6.3.4, these results are the evidence of some important inherent limitations

of the approach employed to model learning to count. Therefore, they also suggest
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that the extent to which the conclusions made in the context of research questions

2 and 3 can be extrapolated to human mathematical cognition should be limited.

An important part of the future work with respect to the research questions 2

and 3 is therefore to identify the reasons behind the failures to reproduce the ex-

perimental phenomena discussed above and update the model in such a way that

the obtained behaviour is more realistic. As it has been hypothesised earlier in this

thesis, it is most likely the relative simplicity of the model, its inherently discrete

nature with respect to time, and also possibly the employed verbal representation

which prevents it from exhibiting all phenomena connected with learning to count

in sufficient detail. Especially the results obtained with the counting error patterns

suggest that an altogether different choice of the modelling framework may be ne-

cessary in order to capture all important aspects of human numerical development.

The experimental data indicate that the majority of the counting errors made by

children (when they point by themselves) are the skip and double count errors (see

figure 27 on page 186). Such errors are likely to be caused primarily by the children’s

struggle to synchronise the production of words and gestures accurately. Modelling

the lack of synchrony is not straightforward within the framework of discrete-time

processing (adopted herein), because not much effort on part of the neural network

is required for the synchrony to be maintained. As the result, in the proposed model

the synchronisation errors turned out to be very unlikely to occur. It seems there-

fore that, ultimately, the future of the modelling of the contribution of gestures to

learning to count lies in the domain of continuous time.

An obvious follow-up analysis of the results obtained in chapter 6, which has not

been performed herein, is connected with the exact understanding of the mechanism

of the contribution of the counting gestures to the counting accuracy of the proposed

model. Although the combined results of the simulations described in sections 6.3

and 6.4 suggest that the proprioceptive signal most likely facilitates somehow the

extraction of the information from the visual input, at the time of writing the

exact way this happens in the neural network has not yet been reverse engineered.
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Understanding how the contribution of gestures works in the model is of course

important, because it should be helpful in coming up with testable predictions and

in pinning down the nature of the analogous phenomenon observed in children.

Several improvements in the context of the simulations aimed at answering the

research questions 2 and 3 could also be made in terms of the way the robotic

platform has been employed. In particular, one specific difficulty which often appears

in the studies that use robots is the inevitable variability in the input and output

signals. Ideally therefore, every robotic model should be demonstrated to be robust

with respect to such motor noise. Should that not be the case, this would be a

serious blow to any obtained results. In the present simulations, only one set of the

proprioceptive data has been gathered with the use of the iCub robot and used to

construct the representation of the counting gestures which was fed to every created

instance of the proposed model. Thus, as such, the issue of the robustness of the

results with respect to noise has not been addressed. This could have been done

relatively easily by repeating the procedure described in section 5.2.2 an appropriate

number of times and using a different set of proprioceptive data in every repetition

of the experiment. This way, the variability in the proprioceptive signal would be

an additional contribution to the between-subject variability. The fact that the

problem of motor noise could have been addressed so easily, but nevertheless this

has not been done, is one of the most serious shortcomings of the present work in

the context of the discussed research questions. Fortunately, the magnitude of the

observed effects is large enough to allow to predict that additional variability in

the proprioceptive signal should not invalidate any of the most important findings;

however, whether this is indeed the case will have to be investigated experimentally

in future work.

Another issue about the proposed model that might be pointed out in connection

with the use of the robotic body is that the counted items are assumed to be located

only within a limited number of designated locations, the spatial positions of which

are fixed with respect to the robot body, whereas children appear to be able to
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enumerate items located anywhere in their operational space. In technical terms,

this means the proposed model does not exhibit motor invariance. There is however

a number of facts which should be pointed out in this context. First, it is worth to

recall that, for a fixed collection size, the model is expected to be able to enumerate

the items in any possible arrangement in which they can appear in the 20 locations

represented by the units of the visual input. Note, that the number of available

locations is twice as large as the maximum considered number of items, what allows

for adequate ‘room’ even in the extreme case. In fact, as discussed in section 9.1.1,

spatial randomisation is required for the model to work correctly. Therefore, the

proposed neural network is actually trained to be invariant to the positions of the

items, but of course within the limits of the assumed operational space (note that

for 5 items there are 15,504 different arrangements in which they may appear on

20 spatial locations). This changes the question from ‘whether the model exhibits

motor invariance’ to ‘whether the model exhibits motor invariance to a sufficient

extent’. Second, I am not aware of conclusive evidence for absolute motor invariance

in the case of children in the context of counting in the considered age range. In

fact, available evidence, such as the significant effect of the arrangement of the

items on children’s counting accuracy (Beckwith & Restle, 1966), argues against

the hypothesis of absolute motor invariance in this context. Additionally, since the

set-ups of the experimental studies usually attempt to rule out any effects of the

variability of the arrangement of the items as undesirable (recall that Alibali &

DiRusso, 1999, used items of regular and consistent size, carefully located at fixed

intervals in a controlled location with respect to the child, and even provided specific

instructions as of what children should do with their hands when not gesturing), the

lack of ‘absolute’ motor invariance in the model does not pose a big problem from

the point of view of the obtained results.

Finally, an important avenue, in which the simulations conducted within the

scope of research questions 2 and 3 must be extended, is connected with the re-

laxation of the assumption about the correctness of the proprioceptive information
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provided as an input to the model, and with the delegation of the task of producing

the gestures to the model. As evident from the model description in chapter 5, this

can be easily incorporated in the proposed neural network architecture, however

the time constraints did not allow this to be realised in the present thesis. There

are several reasons, some of them discovered only in the course of the conducted

simulations, why exploring the behaviour of the model in the ‘gestures as output’

configuration should be pursued in future work. First, as mentioned above when

comparing the experimental protocols, such a set-up would correspond more closely

to the experiments with children, in which active gestures (performed by the child

itself) were investigated; the model configuration considered herein should rather

be viewed as corresponding to the ‘passive gestures’ conditions, in which children

observe somebody else’s pointing. This is an important point, because allowing the

model to produce the counting gestures opens the way for more types of counting er-

rors to appear, what is connected with one of the major weaknesses in the obtained

results identified earlier. Neural networks producing gestures as output could be

evaluated using a very similar experimental methodology as the one applied in the

simulations described in chapter 6. An additional possibility the ‘gestures as output’

set-up would open, is the evaluation of the counting behaviour of a model, which

has been trained in the presence of the counting gestures, after the gestures are

taken away, since removing an output from a neural network affects it much less

than removing some of its inputs. This way, an attempt to realistically model the

transfer of the motor competence to a conceptual one, which is evident in children

in that after their counting competence is mature enough they do not need gestures

any more (see section 2.3.2), could be made.

9.2 Future Work — Research Question 4

Although obtained with a different neuro-robotic model to the one which has been

used to answer the research questions 1–3, a number of similar problems can be
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pointed out with the results which led to the final conclusions presented in connec-

tion with the research question 4. As the review of the literature on computational

modelling in mathematical cognition in chapter 3 reveals, the model of the acquisi-

tion of the spatial-numerical associations introduced in chapter 7 is not the first one

to focus on this phenomenon. In fact, it can be considered an embodied extension

of the antecedently published works of Gevers, Verguts et al. (2006) and Chen and

Verguts (2010). As discussed in section 8.1.4, one of my main results is the demon-

stration that the assumptions of Chen and Verguts with respect to the sources of

the snarc effect in their model are plausible, what can be regarded as validation

of their approach. It is however worth to point out, that the publication of Chen

and Verguts impresses with the amount of behavioural data which the model de-

scribed therein reproduced, and many of these scenarios have not been simulated

here. Therefore, in order for the conclusion about the validation of the referenced

model to be fully justifiable, it needs to be demonstrated that the development pro-

cess proposed in chapter 7 leads to the reproduction of not only the fundamental

ones, but all phenomena that the original work was able to account for. In fact,

considering the embodied character of some of the tasks simulated by Chen and

Verguts, such as the effects of the spatial neglect or the physical line bisection task,

it would be quite an attractive endeavour from the point of view of neuro-robotic

modelling.

Before turning to new experiments, it would be however appropriate to address

the issues which can be identified with the results obtained so far. First such an

issue is the fact, that, in contrast to the referenced works, the assessment of the

patterns of the response times obtained in the simulations described in chapter 8

was based solely on visual inspection and qualitative comparison with human data,

rather than formal quantitative analysis. More specifically, the obtained model

chronometry has not been regressed against that of humans (as has been done by

Chen & Verguts, 2010). Although this could require considerable effort, as quite

likely this would involve adjusting multiple parameters of the model before a good
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quality fit is found (Grossberg & Repin, 2003), such an analysis could provide useful

insight into the similarity of the behaviour of the model to that of humans, what in

turn should highlight the ways in which the employed approach could be improved.

Of course the imperfections in the results which have been identified already, such

as the border effect visible in figure 45a, need to be addressed as well.

Unfortunately, one of the biggest problems noted in connection with the first

group of the simulation experiments in the context of the robotic modelling meth-

odology, also applies to the experiments conducted in connection with the spatial-

numerical associations. That is, also here only one set of the motor data has been

gathered (in the process of simulating the motor babbling) and re-used multiple

times in subsequent repetitions of the experiment. Therefore, also in this case, the

obtained results have not been demonstrated to be robust with respect to motor

noise. In addition, unlike in the former experiment, in the part III of this thesis

the simulated version of the robot has been employed instead of the real one. An

attempt to reproduce the experiments using the real robot was undertaken, but

became delayed due to the problems connected with the differences between the

real robot and its simulated equivalent. As the result, this has not been completed

within the time frame of the present thesis and remains as another area of future

work.

Finally, a factor which needs to be kept in mind in connection to the answer

provided to the research question 4 is that there are ways, in which the proposed

model of spatial-numerical associations could be improved in terms of the corpus

of the properties of the considered phenomena it is able to account for. This is

important, because the less realistic the behaviour of the model is, the more difficult

it is to generalise from the conclusions of the simulation experiments. One prominent

characteristic of the snarc effect which has not been captured by any of the past

models nor by the one proposed here, is its notable plasticity. As reviewed in

chapter 2, section 2.2.3, the following aspects of the snarc effect’s flexibility can be

distinguished:

264



� with respect to the considered number range (the same number perceived as

small or large depending on the context);

� orientation of the mapping (left-to-right, right-to-left, bottom-to-top, etc.);

� topology of the mapping (directional versus ‘clock face’);

� presence for stimuli other than numbers;

� connection with response side (and not response hand);

� short- and long-term shaping of the effect (influence of culture versus task

instructions).

The multi-dimensional plasticity of the snarc effect is so striking that the results of

any efforts to model it which do not take this flexibility into account, immediately

run into risk of being questioned. All existing models fail, in general, to reproduce

any of the above aspects of the snarc effect plasticity, if one requires it must be

accounted for within a single instantiation of a model. Some of them, like the

flexibility with respect to the number range or with respect to the orientation and

topology of the number-space mapping, can in principle be obtained using the model

proposed herein. The former would however require changes in the structure of the

neural network, such as the adjustment of the sizes of the input and semantic layers

in the What pathway. The latter in turn, would require the training process to

be repeated with differently constructed training data sets. Even then, the model

would be constrained to only one number-space mapping at a time, therefore the

short-term plasticity of the snarc effect would not be exhibited.

In order to at least partially account for the plasticity of the snarc effect, the

model proposed in chapter 7 can be extended to be able to encompass multiple

number-space associations and to evoke them in short-term by the context of the

task. It is also possible to make the snarc effect be bound to the response side

rather than to the response hand. The concept of such a model has been formulated

as part of the work for this thesis, however the time constraints did not permit it

265



Context Map

'What' Pathway

...Input Layer

...Semantic Layer

Decision Layer

Response Layer

Gaze Map

'Where' Pathway

...
Left Arm Pose

...
Right Arm Pose

Left Arm Map Right Arm Map

Context

Left Arm Map Right Arm Map

2nd Order
Integration

2nd Order
Integration

Priming

Arm FOR

Visual FOR

Figure 48: Concept of the extension of the model of the acquisition of spatial-
numerical associations.

to be implemented and simulated. The schematic diagram of the extended model is

shown in figure 48. The neural network features an extended Where pathway, which

at all times represents the current poses of the robot’s arms. These are translated

into representations which use the same frame of reference as the visual map. The

form of the association of numbers with space in the model is dependent on the

task context, what is implemented by introducing an intermediate self-organising

map between the input layer and the gaze map (alike to the Epigenetic Robotics

Architecture of Morse et al., 2010). This intermediate map routes the propagation

of neural activations between the input and gaze maps, effectively allowing multiple

‘number forms’ to be stored in one model and to switch between those instantly by

changing the values of the context inputs. The amount of priming of the left- and

right-handed response is determined through the integration of the information in

the gaze and arm maps (what would most likely require second-order processing).

As the result of this, changing the locations of the arms of the robot (e.g. to achieve

crossed-hands conditions) should change the priming of the responses accordingly.

Theoretically, the model shown in figure 48 should be able to reproduce several

aspects of the snarc effect not accounted for by any of the earlier models. However,
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since the implementation and simulations of this model fell out of scope of the thesis,

confirming whether this is indeed the case is another avenue for future work.

9.3 Future Prospects of Developmental Cognitive

Robotics in Mathematical Cognition

The central theme throughout this thesis, and one of its major contributions in

the general sense, was the first large-scale application of the principles of the de-

velopmental cognitive robotics methodology in the context of the study of human

numerical capabilities. In this concluding section I am going to adopt a slightly

wider perspective, and briefly review some topics in mathematical cognition not ne-

cessarily connected with learning to count, which appear promising from the point

of view of the investigation with the use of embodied robotic modelling, and thus

have significant potential for becoming the topics of such research in the future.

The first topic worth considering is connected with the question why modelling

counting in robots is important — not as much in terms of the benefits it provides for

cognitive modelling, what has been highlighted quite frequently in the present work

— but, from the point of view of robotics. The answer to this question is not trivial.

Notably, there is a stark contrast between how counting is performed by humans

and how a roboticist with little interest in the cognitive aspects of the matter would

most likely attempt to solve an analogous task. Counting in humans is, in general,

a sequential process. In turn, the most common and ‘natural’ way of the analysis

of digital images in the context of the state of the art of computer (robotic) vision

is based on the processing of information that are available all at once, in a frame

buffer that covers a relatively wide-angle view of the scene. From the point of view

of computer vision, the main difficulty to overcome in order to enumerate items

in a scene is to correctly identify the areas of the two-dimensional image that are

occupied by the objects to be counted. Assuming this can be done, the numerical

information is already implicitly available in the form of the number of the segmented
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regions. Considering this, it is quite likely that a computer vision engineer would

not attribute much importance to the modelling of sequential counting in a robot

— at present, it simply does not seem to be necessary or useful. In the light of

this fact, it is worth to dwell for a moment on the possible reasons why humans

do not extract exact numerical information for large sets instantly, as currently

available robots could do? Clearly, it is quite likely that the approach humans take

to enumerate items is connected with the way they collect visual information. In

fact, as mentioned earlier in this thesis, counting is sometimes explicitly defined in

terms of the ‘shifts of attention’ (Beckwith & Restle, 1966; Andres et al., 2007). It

is well established that human vision works quite differently from the present-day

digital cameras — it is precise in a relatively narrow foveal region, and significantly

less so in the wider-angle peripheral region (Schaeffel, 2007). It is therefore quite

plausible to hypothesise that this property of human vision is responsible for the

need for performing sequential enumeration in order to establish the exact number

of items even in a static scene. However, is the necessity to count merely a drawback

of having a foveal, rather than ‘global’ vision? Or could it have some advantages in

the context of extracting numerical information in the visual modality? Does having

a foveal vision (or, more generally, selective attention) facilitate the acquisition of

the abstract concept of number, for instance by forcing us to enumerate static visual

stimuli in the same way we do with temporal stimuli? Could foveal vision or selective

attention even be necessary to arrive at the concept of number? The importance

of foveal vision in the context of extraction of numerical information appears to be

a promising avenue for future research, due to its strong links with embodiment.

Sufficiently precise modelling of the human visual system would of course be an

important aspect of such studies.

The second theme in mathematical cognition, in the investigation of which an

artificial robotic body could be particularly useful, is finger counting. As mentioned

in chapter 2, section 2.2.2, the evidence for the involvement of fingers in numerical

thinking is abundant (see Fischer & Brugger, 2011, for review). Fayol and Seron
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(2005, pp. 15–16) put forward the following reasons why finger counting is a powerful

candidate for supporting the grounding of the symbolic understanding of numbers

in the pre-verbal quantitative knowledge:

� a particular configuration of raised fingers constitutes a discrete, symbolic

representation of a numerosity;

� similarly to language, fingers can be considered an abstract representation, as

the same configuration of fingers can represent a specific number of items of

any kind;

� in contrast to language, the finger representation is iconic, that is the raised

fingers can be put in one-one correspondence with the set they represent;

� the fingers exceed in magnitude the system of exact representation of small

numbers connected with our object individuation abilities (cf. section 2.1.1);

� raising and lowering fingers is directly related to adding and taking away items

to and from a set, potentially supporting the understanding of addition and

subtraction;

� a configuration of fingers can be used as a memory aid;

� joint use of fingers of two hands may be helpful in understanding the concept

of numeral systems with base.

It is quite conceivable to imagine experiments in which an attempt would be made

to ground symbolic numerical knowledge of a robot in the motor competences con-

nected with the robot’s hands and fingers. Would it be helpful to link numerical rep-

resentations with the motor representations of hand postures? Would it be possible

to transfer the relations that exist between hand configurations (such as inclusion)

to the numerical domain? Would it be possible to teach the robot simple arith-

metic based on finger movements? There is a vast amount of phenomena connected

with finger counting that could be explored. In fact, at the time of writing, first
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neuro-robotic modelling experiments in this context begin to appear (De La Cruz,

Di Nuovo, Di Nuovo & Cangelosi, to appear). For such research, robots equipped

with end effectors that highly resemble human hands (such as the iCub robot used

in the present study) are particularly suitable.

The last topic in mathematical cognition I would like to put forward as having,

in my opinion, a high potential of becoming the subject of cognitive developmental

robotics experiments are the hypotheses about the embodied sources of various

mathematical concepts formulated by Lakoff and Núñez (2000, see section 2.2.1).

Among the four grounding metaphors for arithmetic proposed by Lakoff and Núñez,

one appears to be especially compelling and relevant from the point of view robotics

— namely, the Arithmetic Is Motion Along a Path metaphor. According to this

metaphor, concepts such as zero, numbers, greater and less than, as well as ele-

mentary arithmetic operations can be grounded in such primitives related to motor

control as the origin of the motion, the locations along the motion path, distance

to the origin along the path and moving away from and toward the origin. This

metaphor is particularly interesting in the considered context because it is hard to

think of any issue more fundamental and central to robotics than motion and motor

control. Moreover, as reviewed in section 4.2 of this thesis, motor control, in addition

to being vitally important to ‘conventional’ robotics, has also been investigated in a

large body of studies in cognitive developmental robotics, from the very beginning

of the existence of this discipline (Lungarella et al., 2003). The endeavour to study

embodied sources of arithmetic with the aid of robotic modelling could focus on

the following intriguing questions. First of all, how conceptual metaphor could be

‘implemented’ in a robot control system — be it symbolic or sub-symbolic? Then,

would it be possible to ground a (possibly simplified) version of ‘robotic arithmetic’

in the motor primitives of the robot’s control system? Would this make it possible

to teach the robot the numbers or the zero concept? Would such a robot be able

to learn to add and subtract based on the analogy to the motions in its repertoire?

Would it be possible to combine the conceptual knowledge from multiple source
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domains, for instance including already mentioned finger counting? As a matter of

fact, it is possible to call upon already existing studies in cognitive robotics that have

looked at some related issues. For instance, Cangelosi and Riga (2006) investigated

how language (more specifically, words such as ‘grab’, ‘push’, ‘pull’ or ‘carry’) can be

grounded in the motor actions of a simulated robot. More recently, Stramandinoli

et al. (2012) looked at a similar topic with the use of the iCub robot, in the context

of more abstract concepts, such as ‘accept’, ‘reject’, or ‘keep’. Analogous research

could be performed to investigate the grounding of mathematical concepts with the

use of metaphorical mechanisms. Finally, studies exist that have tackled the concep-

tual blending and the 4Gs of Lakoff and Núñez from the computational perspective

(Guhe et al., 2011). Bringing the results of these efforts together and investigat-

ing further the metaphorical grounding of mathematical concepts holds an exciting

promise of being able to build a robot not only capable of learning arithmetic but

also one that could be argued to understand it.

Of course, the three themes discussed above do not exhaust the potential fur-

ther uses of cognitive robotics in the investigation of mathematical cognition. The

importance of the embodied approach to cognitive modelling, not only in the con-

text of numerical knowledge but for cognitive science in general, may be expected

to increase along with the complexity of the phenomena being investigated, and

with the degree to which the motor representations and actions are involved. Since

the amount of evidence for the embodied character of various cognitive processes is

constantly growing, I expect the importance of robotic modelling in this context to

continue to grow as well. It seems that the application of robotic models in cog-

nitive science has a bright future and will contribute to our understanding of the

phenomena that involve both our brain and body.
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Appendix A

Equations Describing the Model
of the Acquisition
of Spatial-Numerical Associations

The model described in chapter 7 of this thesis is implemented in the firing rate

framework in which the dynamics of the activity of the units of the neural network

are described by a system of ordinary differential equations (cf. chapter 4 section

4.4.2). In the present appendix the equations of the model in all used configurations

are given, in order to supplement the verbal description. The framework of the

implementation of the discussed model is analogous to that used by Verguts et al.

(2005), Gevers, Verguts et al. (2006), and Chen and Verguts (2010).

A.1 Notation

In the subsequent sections of the present appendix the following notation is assumed:

xLi (t) activation value of the i-th unit of the layer L at time t;

WL,M matrix of connection weights from the layer L to the layer M ;

wL,M
i,j weight of the connection from the unit j in layer L to the unit i in layer M

(an element of the connection weights matrix WL,M);

ai i-th element of the vector a;
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0n n-dimensional null vector.

Time is represented in arbitrary time units of the numerical integrator used to solve

the system of equations. The initial conditions are such that xLi (0) = 0 for all L and

i.

A.2 Number Comparison Task

In simulations of the number comparison task (i.e. in simulations of the number

size and numerical distance effects in section 8.2 and of the snarc effect in section

8.3), the neural network consists of the following layers of units (cf. figure 42):

� two input layers (designated INP1 and INP2, 15 units each);

� two semantic layers (SEM1 and SEM2, 15 units each);

� decision layer (DEC, 2 units);

� response layer (RES, 2 units);

� gaze map (GAZ, 49 units);

� left arm map (LFT , 49 units);

� right arm map (RGT , 49 units).

The inputs to the model (two numbers being compared) are represented using two

15-dimensional column vectors a and b, using one-hot coding. The activity of the

units of the input layers is given by:

d

dt
xINP1
i (t) = −xINP1

i (t) + ai for 1 ≤ i ≤ 15 (A.1)

d

dt
xINP2
i (t) = −xINP2

i (t) + bi for 1 ≤ i ≤ 15 (A.2)
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The activity of the units of the semantic layers is given by:

d

dt
xSEM1
i (t) = −xSEM1

i (t) +
15∑
j=1

wINP,SEM
i,j xINP1

j (t) for 1 ≤ i ≤ 15 (A.3)

d

dt
xSEM2
i (t) = −xSEM2

i (t) +
15∑
j=1

wINP,SEM
i,j xINP2

j (t) for 1 ≤ i ≤ 15 (A.4)

where W INP,SEM is the matrix of weights of connections between an input layer and

a semantic layer. The desired semantic encoding of numbers described in section

7.2.1 of chapter 7 is obtained by assuming:

wINP,SEM
i,j = e−|j−i| for 1 ≤ i ≤ 15, 1 ≤ j ≤ 15 (A.5)

The activity of the units of the decision layer is given by:

d

dt
xDEC
i (t) =

− xDEC
i (t) +

15∑
j=1

wSEM1,DEC
i,j xSEM1

j (t) +
15∑
k=1

wSEM2,DEC
i,k xSEM2

k (t) for 1 ≤ i ≤ 2

(A.6)

whereW SEM1,DEC andW SEM2,DEC are the matrices of weights of connections between

the semantic layers and the decision layer. The values of these weights are obtained

throughout the supervised training process described in section 7.3.4 (see also figures

41b and 41c).

The activity of the units of the gaze map is given by:

d

dt
xGAZ
i (t) =

− xGAZ
i (t) +

15∑
j=1

wINP,GAZ
i,j xINP1

j (t) +
15∑
k=1

wINP,GAZ
i,k xINP2

k (t) for 1 ≤ i ≤ 49

(A.7)
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where W INP,GAZ is the matrix of weights of connections between an input layer and

the gaze layer. These connections represent the actual spatial-numerical association

(i.e. the association of small numbers with the left side of space and of large num-

bers with the right side of space) and are obtained through the process of Hebbian

learning described in section 7.3.3 (see also figure 40).

The activity of the units of the left and right arm maps is given by:

d

dt
xLFT
i (t) = −xLFT

i (t) +
49∑
j=1

wGAZ,LFT
i,j xGAZ

j (t) for 1 ≤ i ≤ 49 (A.8)

d

dt
xRGT
i (t) = −xRGT

i (t) +
49∑
j=1

wGAZ,RGT
i,j xGAZ

j (t) for 1 ≤ i ≤ 49 (A.9)

where WGAZ,LFT and WGAZ,RGT are the matrices of weights of connections between

the gaze layer and the left arm map, and between the gaze layer and the right arm

map, respectively. These weights implement transformations between the frames of

reference associated with the spatial maps and are established in the first stage of

the model development process, described in section 7.3.1 (cf. figure 39).

Finally, the activity of the units of the response layer is given by:

d

dt
xRES
i (t) = −xRES

i (t) +
2∑

j=1

wDEC,RES
i,j xDEC

j (t)

+
49∑
k=1

wLFT,RES
i,k xLFT

k (t) +
49∑
l=1

wRGT,RES
i,l xRGT

l (t) for 1 ≤ i ≤ 2 (A.10)

Here, WDEC,RES is assumed to be equal either to the matrix Wreg given in equation

7.3 or to Winv (equation 7.4), what implements two reverse response mappings (i.e.

give left-handed response when the first number is larger vs. first number is smaller),

required in the simulations of the snarc effect. Weights WLFT,RES and WRGT,RES

are set-up as:

wLFT,RES
1,i = wRGT,RES

2,i = α for 1 ≤ i ≤ 49 (A.11)

wLFT,RES
2,i = wRGT,RES

1,i = −α for 1 ≤ i ≤ 49 (A.12)
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where α is a parameter of the model which determines the strength of the priming of

the response by the Where pathway. As noted in their respective descriptions, the

simulations of the number comparison task reported in the present thesis assumed

α = 25.

A.3 Parity Task

In the simulations of the snarc effect in the number parity task (section 8.3), the

neural network consists of the following layers of units (cf. figure 44):

� input layer (INP , 15 units);

� semantic layer (SEM , 15 units);

� decision layer (DEC, 2 units);

� response layer (RES, 2 units);

� gaze map (GAZ, 49 units);

� left arm map (LFT , 49 units);

� right arm map (RGT , 49 units).

The only difference between the configuration of the model used in the parity

task and the one used in the number comparison task is the lack of the duplicated

input and semantic layers in the former. This results from the fact that, for parity

judgement, only one number is required as input. The dynamics of the model in

the parity task are therefore identical to the number comparison task, except for

the following. The only input to the model is the vector a, representing the input

number using one-hot coding. Activity of the layers INP and SEM are as those

given by equations A.1 and A.3, respectively. Since the layers INP2 and SEM2 are

not present, equations A.2 and A.4 are left out. Equation A.6 takes the form:

d

dt
xDEC
i (t) = −xDEC

i (t) +
15∑
j=1

wSEM,DEC
i,j xSEM

j (t) for 1 ≤ i ≤ 2 (A.13)
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where the connection weights matrix W SEM,DEC is obtained using the supervised

training process described in section 7.3.4 (see figure 41a). The activity of the re-

maining layers of units follows the respective equations from section A.2 (i.e. equa-

tions A.7 through to A.12). However, as mentioned is section 8.3, in the parity task

simulations it has been assumed that α = 50.

A.4 Visual Target Detection Task

In the simulations of the Posner-snarc effect which involve the visual target detec-

tion task (see section 8.4, and figure 46) the neural network consists of the following

layers:

� input layer (INP , 15 units);

� gaze map (GAZ, 49 units);

� response layer (RES, 2 units).

The most prominent differences in comparison to the model configurations described

above are that in this case inputs to the neural network change over time, and that

in addition to the symbolic numerical input, visual information representing the

target to be detected is also provided.

Let a be a 15-dimensional vector, encoding the number being used as the priming

stimulus using one-hot coding. The activity of the units in the input layer is given

by:

d

dt
xINP
i (t) = −xINP

i (t) + ai(t) for 1 ≤ i ≤ 15 (A.14)

where a(t) is a 15-dimensional function defined as:

a(t) =

 a for t < tpri

015 otherwise
(A.15)
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where tpri is the duration of the priming stimulus expressed in the arbitrary time

units of the numerical integrator.

The activity of the units in the gaze map is given by:

d

dt
xGAZ
i (t) = −xGAZ

i (t) +
15∑
j=1

wINP,GAZ
i,j xINP

j (t) + vi(t) for 1 ≤ i ≤ 49 (A.16)

where v(t) is a 49-dimensional function which represents the response of the gaze

spatial map to the appearance of the visual target to be detected. The function v(t)

is defined in terms of two 49-dimensional column vectors vl and vr which contain

the activation values of the units of a fully-developed gaze som computed using

the equation 7.2 in response to the input vectors that represent the left-sided and

the right-sided visual target (designated as xl and xr), respectively. xl and xr are

defined as points in the gaze som input space with vertical coordinates equal to

the middle of the vertical span of the gaze som training data, and the horizontal

coordinates equal to the left- and right-most location in the gaze som training data,

respectively. v(t) can therefore be written down as:

v(t) =


049 for t < tpri + tdelay

vl for t ≥ tpri + tdelay and left-sided visual target

vr for t ≥ tpri + tdelay and right-sided visual target

(A.17)

where tdelay is the delay between the priming stimulus and the appearance of the

visual target. As reported in chapter 8, section 8.4, in the simulations described

therein tpri was assumed to be equal to 2 and the model was tested with tdelay equal

to 0.2, 1.0, 1.8, and 2.6.

The activity of the response units is given by:

d

dt
xRES
i (t) = −xRES

i (t) +
49∑
j=1

wGAZ,RES
i,j xGAZ

j (t) for 1 ≤ i ≤ 2 (A.18)
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where WGAZ,RES is a matrix of connection weights which implements the visual

target detection. This matrix is constructed as follows. Let WD be such a 1-column

matrix, that:

wD
i =


1 if dout(i,bmu(xl)) < dout(i,bmu(xr))

−1 if dout(i,bmu(xl)) > dout(i,bmu(xr))

0 otherwise

for 1 ≤ i ≤ 49 (A.19)

where dout(i, j) is the distance between the som units i and j in the som output

space (i.e. in the som topology). In essence, WD divides the gaze som into the left

and right ‘hemifields’ by containing the value of 1 for those som units which are

located closer in the som topology to the bmu of the vector xl than to the bmu of

the vector xr (the left hemifield), and −1 for the units for which the opposite is true

(the right hemifield). WGAZ,RES is then defined as:

wGAZ,RES
i,j =

 wD
j for i = 1

−wD
j for i = 2

for 1 ≤ j ≤ 49 (A.20)

The connectivity pattern implemented by the matrix WGAZ,RES means that the left

response unit is excited by the left side of the visual field and inhibited by the right

side of the visual field, and that the opposite is true for the right response unit.
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Abstract

In this paper we describe an embodied developmental model
of the interactions between the neural representations of num-
bers and space in the humanoid robot iCub. We show how a
simple developmental process that mimics real-world cultural
biases leads to the emergence of certain properties of the num-
ber and space representation system that enable the robot to
reproduce well-known experimental phenomena. We demon-
strate the validity of the proposed approach by showing that
it leads to the reproduction of three psychological phenom-
ena connected with number processing, namely size and dis-
tance effects, the SNARC effect and the Posner-SNARC effect.
Keywords: mathematical cognition; developmental cognitive
robotics; computational modeling; size effect; distance effect;
SNARC effect; Posner-SNARC effect;

Introduction
Perceiving numbers and quantities is one of the most basic
perceptual skills of humans and animals (Dehaene, 1997).
Given the pure and abstract character of the number concept
as perceived by humans, it is no surprise that many in cog-
nitive science pursue a better understanding of how such a
peculiar concept could have emerged, how it is represented
and processed, and how it relates to other processes that take
place in the brain. These efforts, which can be put together
under the common label of mathematical cognition, consti-
tute a branch of science that has been gaining more and more
momentum during the past few decades (Dehaene & Bran-
non, 2010).

Computational modeling is an important tool used in the
study of mathematical cognition to understand the principles
of number processing in the brain. Based on observations
from experimental psychological studies as well as hints ob-
tained through various brain imaging techniques, computer
models of number representation and processing are con-
structed and evaluated on the basis of how well their proper-
ties match those of the biological cognitive systems. Analysis
of the computer models helps us to understand how biolog-
ical systems work at the algorithmic level, which in turn is
necessary to understand their neural implementations.

In this paper we present an embodied developmental cogni-
tive robotic model of interactions between number and space.
In the following paragraphs we provide a short review of pre-
vious computational models of numerosity representation and
processing, focusing on those most relevant to the work pre-
sented herein.

An influential connectionist model of number represen-
tation and processing has been described by Dehaene and

Changeux (1993). The system consisted of a 1-dimensional
visual retina, a location and normalization cluster, a sum-
mation coding layer and a place coding layer. The output
from the place coding layer was used in a “same-different”
comparison and “larger-smaller” comparison tasks. The sys-
tem was designed to model perception and processing of
non-symbolic stimuli (e.g. a cardinality of a set of items
perceived visually). One of the most interesting findings
was the demonstration of how the described system can
autonomously “discover” the larger-smaller relation based
solely on unsupervised experimentation with addition and
subtraction.

One of the first models of number representation based
on recurrent artificial neural networks was proposed by
Rodriguez, Wiles, and Elman (1999). Here, supervised learn-
ing techniques were used to teach a simple recurrent neural
network to perform a task, in which counting was required
in order to succeed. In successful networks, neurons formed
a special case of a discrete-time dynamical system in which
numerosity was coded in the dynamical properties of trajec-
tories realized by hidden layer units. This complex solution,
radically different from traditionally used coding methods,
has been obtained despite a small amount of inductive bias
in the training process.

Ahmad, Casey, and Bale (2002) presented a rather com-
plex system aimed at modeling two manifestations of numer-
ical abilities: subitizing and counting. Their system consisted
of two networks, each specifically designed to perform one
of these tasks, composed of several modules playing different
roles and trained separately using various machine learning
techniques. Implementation of the model delivered interest-
ing results especially in the domain of counting (which, being
a more complex task with a temporal structure, has been more
rarely tackled in the literature than instant comprehension of
numerosity), where counting error patterns similar to those
observed in children were obtained.

A relatively consistent path of increasingly complex mod-
eling of different aspects of human mathematical cognition
can be found in a series of papers by Verguts and collabora-
tors (Verguts & Fias, 2004; Verguts, Fias, & Stevens, 2005;
Gevers, Verguts, Reynvoet, Caessens, & Fias, 2006; Chen
& Verguts, 2010). The first model focused on how sim-
ple number coding methods believed to be employed in the
brain (summation and place coding) can emerge as the re-
sult of an unsupervised learning process, thus showing that
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such systems do not have to be innate as suggested in ear-
lier research. Building on a place-coding system with lin-
ear scaling and constant variability as the core representation
of numerosity, Verguts et al. (2005) shifted the responsibility
for size and distance effects from number representation to
later processing stages. It was demonstrated that this leads
to results consistent with experimental data. These are char-
acterized by symmetrical priming patterns and no size effect
in naming and parity tasks, combined with the presence of
both size and distance effects in the comparison task. This
is allegedly not possible to obtain using numerosity represen-
tations with compressed scaling and/or increasing variability,
used in earlier models. An important step has been achieved
by Gevers et al. (2006), where experimental phenomenon
more complex than size and distance effects, namely the
SNARC effect (Spacial-Numerical Association of Response
Codes, (Dehaene, Bossini, & Giraux, 1993)) were modeled.
The model used a dual-route architecture to explain the phe-
nomenon, combining findings from previous computational
models and other studies aiming at explaining spatial congru-
ency effects. The simulations were compared to experimental
data, predictions were made about the shape of the SNARC
effect in a certain category of tasks, and these were confirmed
experimentally.

Finally, the model of Gevers et al. (2006) was further ex-
tended in a recent paper by Chen and Verguts (2010), in
which a representation of space was introduced instead of an
“automatic pathway” present in the previous model. Chen
and Verguts (2010) added a module corresponding to a “hu-
man homologue of lateral intra-parietal area in macaque mon-
keys”, a saliency map related to the visual field, consisting of
two parts characterized by contra-lateral spatial neuronal gra-
dients. These gradients were identified as the crucial prop-
erty of the model which allowed for reproduction of a num-
ber of psychological experiments, including those involving
patients suffering from certain lesions.

The model we present in this paper extends the work of
Chen and Verguts (2010) by addressing two drawbacks with
their model. First, as it is the case with all mathematical cog-
nition models published to-date, the system does not take di-
rectly into account any aspects of embodiment. According
to current trends in cognitive science it is not possible to un-
derstand the brain in separation from the body in which it is
embedded and from the environment in which it develops.
In line with this, when formulating our model we considered
any relevant constraints imposed by the target body (that of
a humanoid robot), and designed the developmental process
accordingly. Secondly, the most important phenomenon in-
vestigated by Chen and Verguts (2010), that is associations
between numbers and space, have been modeled in their pa-
per as hand-wired connections, despite extensive evidence
cited by themselves that most probably it is the “environ-
mental correlation between symbolic numbers and physical
space” that creates this association in the brain. In this paper
we show how necessary patterns of connections can indeed

Figure 1: iCub, the humanoid robot used in modeling.

emerge from a simple developmental process.
The following sections of the paper are organized as fol-

lows. First we introduce the robotic platform that has been
employed in this modeling study. Then we present the archi-
tecture of our model and the process of its development. Next
we demonstrate the validity of our model by showing that it
is able to reproduce three phenomena in which interactions
between numbers and space manifest themselves. We finish
the article by drawing conclusions from the experiments and
emphasizing the capability of the embodied robotic approach
to be used in the modeling of mathematical cognition.

Model Description
iCub, the Humanoid Robot Platform
The model described in this paper has been designed to oper-
ate in a simulated model of the humanoid robot iCub (Metta
et al., 2010). The robot itself (figure 1), is an open-source
design developed recently as a benchmark platform for cog-
nitive robotics experiments. The anatomy of the robot is in-
tended to resemble that of a 3.5 years old human child and
has a total of 53 degrees of freedom, 20 of which were used
in the experiments described here (6 for head and eyes, and
7 for each of the two arms). iCub is equipped with devices
which allow it for visual, auditory, tactile and propriocep-
tive perception. Robot software includes the iCub simulator
(Tikhanoff, Cangelosi, & Metta, in press), a tool for robotic
simulation experiments without the use of the physical robot.
In research described in this paper only the simulated robot
has been used.

Model Architecture
The architecture of the model (see figure 2) builds on results
of the modeling experiments described above, as well as those
of Caligiore, Borghi, Parisi, and Baldassarre (2010), where
the authors formulated a general embodied model of com-
patibility effects focusing on motor affordances and goals.
The processing of information in our model is split into two
neural pathways: “ventral”, responsible for processing the
identity of objects as well as task-dependent decision making
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Figure 2: Architecture of the model.

and language processing, and “dorsal”, involved in process-
ing of spatial information about the locations and shapes of
objects and sensorimotor transformations which provide on-
line support for visually guided motor actions (please refer to
(Caligiore et al., 2010) for an extensive discussion of motiva-
tions for such a division).

“Ventral” Pathway: Decision Making and Language Pro-
cessing The “ventral” pathway is modeled in a very similar
way to components of the (Chen & Verguts, 2010) model.
It consists of: 1) a symbolic input INP which codes for the
number, using place coding (same remarks about the irrele-
vance of the spatial arrangement of neurons as those raised
in the original paper apply here); 2) a “mental number line”
ID which codes for number identity (the meaning of the sym-
bol) with linear scaling and constant variability; 3) a deci-
sion layer DEC executing each of the considered tasks, that
is number comparison and parity judgment; and 4) a response
layer RES, integrating information from both pathways and
responsible for the final selection of the motor response. Sim-
ilar to the practice used in (Chen & Verguts, 2010), for sim-
plicity of implementation the actual structure of the “ventral”
pathway, especially its decision layer, was adapted depending
on the task to be performed, by removing components irrele-
vant to the task at hand. Likewise, for the number comparison
task which requires more than one number to be processed at
the same time, short-term memory was implemented by du-
plicating necessary layers (namely INP and ID). The layers
were composed of the following numbers of neurons: INP
and ID: 15, DEC: 4 (2 for each task), RES: 2.

“Dorsal” Pathway: Spatial Coding and Transformations
The “dorsal” pathway is composed of a number of neuronal
maps which code for the spatial locations of objects in the
robot peripersonal working space using different frames of
reference (Wang, Johnson, & Zhang, 2001): one associ-
ated with the gaze direction (GAZ), and two for each of the
robot’s arms: left (LFT) and right (RGT). These maps are

implemented as 49-cell (7 by 7) 2-dimensional Kohonen Self-
Organizing Maps (SOMs) with cells arranged in a hexagonal
pattern. Input to the GAZ map comes from the 3-dimensional
proprioceptive vector representing the robot gaze direction
(azimuth, elevation and vergence) and input to each arm po-
sition map consists of a 7-dimensional proprioceptive vector
representing the position of the relevant arm joints: shoulder
pitch, roll and yaw, elbow angle and wrist pronosupination,
pitch and yaw. The GAZ map is linked to both arm maps:
this implements the transformation of spatial coordinates be-
tween frames of reference corresponding to these body parts
(so that a position in the visual field can be translated into
an arm posture corresponding to reaching to this position and
vice-versa). It is important to note that this is the part of the
model where the embodied approach to modeling is imple-
mented, and where the crucial difference between our and all
previous quoted models lies. This point is elaborated in the
Discussion section.

Developmental Learning of the Robot

The modeling of the developmental learning process is orga-
nized around a number of sequential phases corresponding to
different stages of development of a human child. First, spa-
tial representations for sight and motor affordances have to be
built and correspondences between them established. Later,
the child can learn number words and their meaning. Usu-
ally in late preschool years, children learn to count. More or
less at the same stage the child may be taught to perform sim-
ple numerical tasks such as number magnitude comparison or
parity judgment. All these stages are reflected in our model.

Building Spatial Representations and Transformations
In order to build the gaze and arm space maps, the robot per-
forms a process equivalent to motor babbling (Von Hofsten,
1982), in which a child refines its internal visual and motor
space representations by performing random movements with
arms while observing its hands, reaching for toys in its visual
field, etc. This enables the child to perform tasks such as
visually guided reaching later in life. This stage of develop-
ment was implemented in the robot by selecting 90 points uni-
formly distributed on what has been assumed to be the robot’s
operational space (a part of a sphere in front of the robot with
0.65m radius, centered between robot’s shoulder joints, span-
ning ±30◦ of elevation and ±45◦ in azimuth). These points
served as target locations for directing gaze and moving both
arms of the robot using inverse kinematic modules. After a
trial in which the robot reached a random position, the result-
ing gaze and arm postures were read from proprioceptive in-
puts and stored. Between each trial, the head and arms of the
robot were moved to the rest position in order to eliminate any
influence of the sequence in which the points have been pre-
sented on the head and arm posture at the end of the motion.
These data were used to train the three SOMs using the tradi-
tional unsupervised learning algorithm. In order to reflect the
asymmetry between reachable space for the left and right arm
(some areas reachable by the right arm cannot be reached by
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the left arm and vice versa), only 2/3 of the extreme points
corresponding to an arm were used when building a spatial
map for this arm (e.g. leftmost 2/3 of all points for the left
arm). Learning parameters were adjusted manually based on
the observation of the learning process and analysis of how
well resulting networks span target spaces.

Transformations between the visual spatial map GAZ and
the maps of reachable space LFT and RGT, implemented as
connections between the maps, were trained using the classi-
cal Hebbian learning rule. In a process similar to motor bab-
bling, gaze and the appropriate arm were directed toward the
same point and resulting co-activations in already developed
spatial maps were used to establish links between them.

Learning Number Words and Their Meaning This stage
of learning corresponds to establishing links between num-
ber words, modeled as activations in the INP layer, and num-
ber meaning, being activations in the ID layer. In the model
described here links between INP and ID layers were preset
manually implementing place coding with linear scaling and
constant variability (as in (Chen & Verguts, 2010) and previ-
ous models). However, Verguts and Fias (2004) showed that
such pattern of connections can arise from a simple super-
vised learning process.

Learning to Count The goal of this stage is to model the
cultural biases that result in an internal association of “small”
numbers with the left side of space and “large” numbers with
the right side, since this is believed to be the cause of SNARC
and similar effects. As an example of these biases we consid-
ered a tendency of children to count objects from left to right,
which may be associated with the fact that European culture
is characterized by left-to-right reading direction (Dehaene,
1997). In order to model the process of learning to count,
the robot was exposed to an appropriate sequence of number
words (fed to the INP layer of the model network), while at
the same time robot’s gaze was directed toward a specific lo-
cation in space (via the input to the GAZ spatial map). These
spatial locations were generated in such a way that their hor-
izontal coordinates correlated with number magnitude (low
number presented on the left, large numbers on the right) with
a certain amount of Gaussian noise. Vertical coordinates were
chosen to uniformly span the represented space. While the
robot is exposed to this process, Hebbian learning establishes
links between number word and stimuli location in the visual
field.

Learning Comparison and Parity Tasks Finally, the
model is trained to perform target tasks, that is number com-
parison and parity judgment, which corresponds to establish-
ing appropriate links between the ID layer and neurons in the
DEC layer. This process, extensively described in (Verguts
et al., 2005), involves supervised learning using the Widrow-
Hoff Delta learning rule after all activations in the network
reach stable states. In our model we used weight values
from our own reproduction of the experiments described in
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Figure 3: Simulation of the size and distance effects in the
number comparison task. On all RT charts error bars show
±2SEM.

the cited paper.

Simulation Results
In order to demonstrate the validity of our model we tested it
by simulating three selected tasks which have been used pre-
viously to evaluate models by other authors (Chen & Verguts,
2010). In this section we present a brief summary of the
results. All of the tasks involved measuring response times
(RT) of the model. These were obtained by assuming that a
response is given when activity in one of the two response
nodes exceeded an assumed response threshold (0.5 for ex-
periments 1 and 2 and 0.8 for experiment 3). We report RTs
aggregated over 10 independent instantiations of the model1.

Experiment 1: Size and Distance Effects

Size and distance effects are two of the most common find-
ings from experimental mathematical cognition studies. They
are present in many tasks, but in the context of number com-
parison they mean that it is more difficult to compare larger
numbers (size effect) and numbers which are closer to each
other (distance effect). This should be evident in RTs growing
with number magnitude and with decreased distance between
numbers being compared. RTs obtained from simulating the
experiment in our model are reported in figure 3. Response
times were measured for all pairs of numbers from 1 to 7. We
report results for the right hand response only (results for the
left hand were similar). Clearly both size and distance effects
are present in the model. Sources of the size and distance ef-
fects in our model are the same as in the model by Chen and
Verguts (2010), namely monotonic and compressive patterns
of weights between ID and DEC layers.

1In contrast to cited authors we had no access to numerical data
from relevant psychological experiments, thus we were unable to
perform linear regression over these data. This does not invali-
date any of our results (only additional linear scaling of RTs is per-
formed), but must be kept in mind when comparing charts from the
respective papers.
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Experiment 2: SNARC effect

SNARC effect is more directly related to interactions between
number and space than size and distance effects. Using a
similar procedure as in (Chen & Verguts, 2010), we report
RTs obtained by our model in parity judgment and number
comparison tasks. Here, the difference between right hand
and left hand RTs for the same number in both congruent and
incongruent condition is reported. The SNARC effect should
manifest itself in a negative slope on such a chart. Results
of our simulations are presented in figure 4. Presence of the
SNARC effect is evident in both tasks. The source of this
effect in our model requires further explanation.

Quoting relevant neuroscientific research, Chen and
Verguts (2010) explain sources of the SNARC effect as the
result of ”an initial dip toward the wrong response hand in
SNARC-incongruent conditions evident in recordings of the
lateralized readiness potentials in the motor cortex”. Accord-
ingly, in our model the presentation of a number word leads
to an automatic activation of the relevant parts of the visual
space representation, due to links established during model
development (more precisely, during learning to count) – left
part for small numbers, and right part for large ones. Visual
space representations in turn are linked to both motor maps,
although not symmetrically. As outlined above in the descrip-
tion of the model development, some parts of the visual space
that can be reached by the right arm cannot be reached by the
left arm, and vice versa. As a consequence, when transfor-
mation from the visual space map to arm maps occurs, both
arm-related representations will be activated to a similar de-
gree only for the areas in the center of the visual map. For the
areas placed to the sides of the visual space, the map asso-
ciated with one arm will be activated more strongly than the
other, as it over-represents that side of space (this is a natu-
ral consequence of the robot morphology). Because there is
a significant overlap between represented areas, the effect is
not sudden, but connections between visual and motor maps
form a gradient from left to right – links to the left arm map
become weaker, while those to the right become stronger.
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Figure 5: Simulation of the Posner-SNARC effect.

Thus, for instance when a small number is presented, internal
connections lead to stronger automatic activation of the rep-
resentations linked with the left arm than those of the right
arm, which causes the SNARC effect. In contrast to (Chen
& Verguts, 2010), in our model this particular pattern of con-
nections is not hand-wired, but emerges as a consequence of
the robot morphology during the development process. We
hypothesize that the presence of such neuronal gradients in
the human brain referred to by (Chen & Verguts, 2010) may
be ascribed to similar factors.

Experiment 3: Posner-SNARC effect
The Posner-SNARC effect is another manifestation of the
connection between numbers and space, placed within the
attention cuing paradigm (Fischer, Castel, Dodd, & Pratt,
2003). A small or large number presented at the fixation point
acts as a cue and directs attention of the participant toward the
left or right side of space, affecting the time needed to detect
an object appearing in the visual field after a certain delay.
The effect results in faster detection of the target on the left
when a small number is presented as a cue, and on the right
for large numbers, even though throughout the experiment
numbers are not predictive of target locations. Simulated re-
sponse times obtained from model are shown in figure 5. The
effect is visible on the charts in shorter RTs for the target pre-
sented on the left for a small number as a cue, and on the right
for a large number as a cue.

Discussion
In the paper we have presented an embodied developmen-
tal robotic model of interactions between numbers and space.
We have described the model architecture as well as the as-
sociated developmental process. By simulating three well-
known experiments we have demonstrated the validity of our
approach, showing that after development is completed, our
model exhibits the most important properties of the human
mathematical cognition system. In this final section of the
article we discuss the differences between our approach and
those of authors of earlier works, thus highlighting the ben-
efits which embodied robot simulations bring to cognitive
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modeling in general.
As described above, the crucial difference between our

modeling approach and previous literature models is the as-
pect of embodiment. The robot we use in our experiments
has one head and two arms, thus three separate spatial maps
for each of these body parts are developed in our cognitive
model. The robot proprioceptively perceives its gaze direc-
tion and arm positions using specific degrees of freedom, and
as a consequence the maps in our model have to be imple-
mented to span this specific number of dimensions. Finally,
these maps are real spatial maps, in which activations corre-
spond to specific positions of a material limb and vice versa.
Thus such an embodied approach may greatly help to reduce
arbitrariness of the model. Taking as an example the sys-
tem described by Chen and Verguts (2010), “space represen-
tation” has been implemented there as an arbitrary network
of connections, hand-wired in such a way so that it exhibits
properties suggested by neuroscientific data. Although this
allowed for a successful reproduction of a good number of
experiments, the traditional connectionist approach remained
inconclusive regarding how to answer the questions of why
such a pattern of connections is present and how it comes
into being. Supplementing the previous modeling achieve-
ments with the embodied approach and replacing previously
arbitrary parts of the model with elements which have direct
material interpretation allowed us to formulate hypotheses to
answer these questions.

The importance of the embodied approach to cognitive
modeling increases together with the level of complexity of
the processes being modeled, and with the degree to which
motor representations and actions are involved. In the con-
text of mathematical cognition one may recall experiments
such as physical line bisection (where the participant is asked
to point at the middle of a line presented on board in front
of him) or investigation of the role of finger counting habits
(Fischer, 2008) or that of gesture in learning to count (Andres,
Seron, & Olivier, 2007) to name just a few. While some re-
searchers already attempted to model the former task with a
purely connectionist model (Chen & Verguts, 2010), the em-
bodied robotic approach is more suited to tackle such prob-
lems from the developmental perspective.

Results presented in this paper are part of work in progress.
After connecting the model with the real iCub robot instead
of its virtual equivalent, we plan to employ it to tackle issues
in mathematical cognition directly involving motor represen-
tations and actions, with a special focus on the relations be-
tween gesturing and learning to count.
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Developmental cognitive robotics permits the modeling of different brain and behavioral processes that take place
during child development. In contrast to purely computational modeling methods, the principal advantage of the
robotic approach is that it enables inherent inclusion of different aspects of sensorimotor control and representation
in the model, consistent with the embodied view of cognition. Traditional cognitive robotic modeling research puts
however a lot of emphasis on the processes connected with motor behavior itself. We would like to extend this view
by looking at the relations between motor actions and abstract symbol manipulation capabilities.

The development of symbol manipulation capabilities in children such as productive language use is preceded by the
establishment of a variety of both verbal and non-verbal communication routines with their caregivers. Such routines
are grounded in multi-modal interaction practices that are temporally coordinated and contingent with the interlocutor’s
feedback. E.g. Nomikou and Rohlfing [1] found that when speaking with their 3 month old infants, mothers vocalize
in a tight temporal relationship with action over a considerable part of the overall interaction time, thereby making the
vocal signal both perceivable and tangible to the infants. In later practices, adults use combination of pointing, showing
and words to describe an action or an object and highlight its specific features. The child acquires the symbolic meaning
of these words and actions by a frequent observation of the parents and reception of their feedback in response to their
own actions. All these observations suggest the existence of a strong link between the sensorimotor knowledge and the
abstract symbol manipulation abilities which has been the topic of two cognitive robotic experiments described below.

The first issue addressed in our experiments is the development of linguistic skills. Language capabilities are one of
the most powerful tools of an agent for understanding situations and interacting with other agents in the environment.
In the framework of cognitive science, psychological experiments that focus on the relationship between language
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development and other cognitive capabilities (e.g. perception, action) have been presented. According to the results
of these experiments, the development of linguistic skills requires different cognitive processes working together;
nevertheless, other models proposed in the field of language learning systems mainly focus on the idea that language
is an independent and autonomous capability of agents. In our experiments, we propose a model based on Artificial
Neural Networks (ANNs) for symbols manipulation that provides a useful tool for investigating and testing embodied
theories of language learning. Experiments take inspiration from the model proposed by Cangelosi and Riga [2], in
which a simulated robot was trained first by using the mechanism of the direct grounding for learning a set of action
primitives and their corresponding name and then by the mechanism of the grounding transfer by which the grounding
of basic words is transferred to higher-order words via linguistic description.

Simulation experiments have been developed on a software environment for the iCub robot. A set of words, that
express general actions with a sensorimotor component, were first taught to the simulated robot through direct grounding
mechanism; subsequently, by combining words grounded in sensorimotor experience, the simulated robot acquired
more abstract concepts. In particular, the training of the robot consisted of three incremental stages: (i) Basic Grounding
(BG) phase for learning to perform a set of basic action primitives and their corresponding names (e.g. GRASP, STOP,
SMILE), (ii) Higher-order Grounding 1 (HG1) stage when the robot, via linguistic description, acquires higher-order
words by combining basic action primitives (e.g. KEEP is GRASP and STOP) and (iii) Higherorder Grounding 2 (HG2)
stage during which the robot learns high-level behaviors through the combination of action primitives and higher-order
words (e.g. ACCEPT is KEEP and SMILE and STOP). Simulations results demonstrate that higher-order symbolic
representations and behaviors can be indirectly-grounded in basic action primitives directly-grounded in sensorimotor
experience. This model is being extended to test other embodied cognition theories of language learning such as the
Action-sentence Compatibility Effect.

The second experiment focuses on one of the most established psychological phenomena that suggests the existence
of a link between symbolic numbers and motor space representations in the brain, that is so-called SNARC effect
(Spatial-Numerical Association of Response Codes). The effect means that when responding to a small number, the
reaction time for a left hand response is faster than for the right hand, and conversely for a large number it takes longer
to respond with a left hand than with a right hand. The existence of number-space associations is also supported by
data from other disciplines like neuroscience, studies of patients with lesions and computational modeling [3].

Building on the results from previous modeling experiments, we formulated an embodied developmental robotic
model of interactions between numbers and space. It is composed of a ventral pathway, responsible for symbolic tasks,
i.e. language processing, coding of the identity of objects as well as task-dependent decision making, and a dorsal
pathway, involved in processing spatial data about locations of objects in different frames of reference and allowing for
appropriate transformations. The latter pathway implements the aspect of embodiment, as its elements are designed
to map various parts of the iCub robot, namely positions of its two arms and the gaze direction. We also proposed a
developmental process for the model that resembles that of a human child. First, in a process alike to motor babbling,
space representations in the dorsal pathway and links between them are constructed. Next, the model is taught number
words and their meaning. Then, the robot is taught to count, in a way resembling the real-life cultural biases: even
though the objects being counted are placed randomly in the visual field of the robot, the process always proceeds
from left to right. Finally, the robot is taught to perform tasks like parity judgment and magnitude comparison that
enables assessment of various effects of embodiment. The model developed using the described process successfully
reproduces major effects known from psychological studies, such as the already mentioned SNARC effect, as well
as the Posner-SNARC effect, and size and distance effects in number comparison. This suggests that numbers-space
associations may be the result of cultural biases present in the environment during the course of child development. In
future we plan to extend the model to allow for investigation of the importance of gesture in learning to count.

In our experiments we looked at two aspects of relations between sensorimotor knowledge and symbol manipulation
capabilities. Apart from delivering new results in respective areas of cognitive science, both studies demonstrate the
potential of cognitive robotic models for the investigation of the human cognitive development. Embodied character
of such modeling approach allows for a more accurate analysis of the corresponding biological processes.
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Abstract—In this paper a robotic connectionist model of the
contribution of gesture to learning to count is presented. By
formulating a recurrent artificial neural network model of the
phenomenon and assessing its performance without and with ges-
ture it is demonstrated that the proprioceptive signal connected
with gesture carries information which may be exploited when
learning to count. The behaviour of the model is similar to that
of human children in terms of the effect of gesture and the size
of the counted set, although the detailed patterns of errors made
by the model and human children are different.

I. INTRODUCTION

It is widely accepted that gestures like pointing, touching
or moving items when counting are an integral part of the
development of children’s number knowledge [1]. Children use
such gestures spontaneously and many studies have confirmed
that it facilitates counting accuracy [1]–[8]. As number knowl-
edge can be regarded as a major example of abstract thought,
it is not surprising that counting skill has been drawing the
attention of psychologists for a long time [9]. As a result, a lot
of valuable experimental data on the contribution of gesture to
learning to count have been gathered. For instance it is known
that prevention of pointing disrupts the counting procedure;
in such situations a child usually emits an indefinite stream
of number words or does not count at all [2]. In addition,
evidence has been provided for the importance of the actual
physical contact with counted objects; counting items behind
a transparent cover proves to be more difficult for children
than when they are allowed to touch the objects being counted
[3], [5]. It is also known that gesture plays a developmental
role: it is particularly helpful for children around 4 years
of age, in contrast to 2- and 6-years-olds [4]. Finally, both
active gestures (a child gestures itself) and passive gestures
(gesturing performed by someone else) facilitate counting
accuracy, although they lead children to make different types
of errors [7].

Despite all that has been learnt about the supportive role of
gesture in the acquisition of the counting skill, the questions
about the exact nature of this contribution remain unanswered.
A number of hypotheses concerning the issue have been
brought forward, but based solely on behavioural data it
is hard, if not impossible, to go much further. One of the
tools that may be helpful in answering the questions how
and why something happens (in addition to what happens),

is cognitive modelling. It turns out, however, that attempts
to model the contribution of gesture to learning to count
are virtually nonexistent. While a number of models can be
quoted which, among other numerical capabilities, look at
counting [10]–[12], their focus is mostly on the distinction
between sequential enumeration and so-called subitizing (i.e.
the immediate visual apprehension of small numerosities) and,
more importantly, they do not address in any way the relation
between counting and motor capabilities.

At this point it is worth to emphasise that the contribution
of gesture to learning to count is an attractive topic from
the point of view of embodied cognition [13], according to
which, in general terms, the functionality of the brain cannot
be understood without taking into account the body. There is
a growing amount of evidence that, despite its abstract appeal,
numerical thinking may be to a large extent shaped by physical
interactions with the environment [14]. Understanding how the
body contributes to the acquisition of such a concept as the
number may well shed light on how abstract representations
in general are constructed, an issue that is of vital importance
for cognitive science [15]. It seems likely however that it
is the embodied character of the contribution of gesture to
learning to count that has been putting the researchers off
from trying to model it. Indeed it is difficult to imagine a
solely computational model which would not impose arbitrary
assumptions about representing the bodily contribution. This
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input
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Figure 1. Architecture of the model. Gray polygons represent all-to-all
connections. Activations are propagated from bottom to top.



general problem in the modelling of embodied phenomena
is addressed in an elegant way by cognitive robotics [16],
in which computational modelling is supplemented with an
artificial, robotic body. This enables more accurate modelling
with less arbitrary assumptions and the potential of this
approach in the context of mathematical cognition modelling
has already been demonstrated [17].

In this paper we attempt to fill-in the apparent gap men-
tioned above and make the first step toward understanding
more specifically the contribution of gesture to learning to
count. We propose a developmental robotic model of the
phenomenon designed for the iCub humanoid robot platform
[18], and investigate if the proprioceptive signal connected
with gesture affects its counting accuracy. Furthermore we
compare the behaviour of the model with data gathered in
studies with human children.

The remaining of the paper is organised as follows. First,
the model architecture, its development and evaluation proce-
dures are described. Then a detailed statistical analysis of the
experimental results is presented, including a comparison of
the model behaviour with that of children. The paper concludes
with a discussion mentioning perspectives for future work.

II. MODEL DESCRIPTION

In order to model the process of acquisition of the counting
skill and the potential influence of the pointing gesture, we
propose a recurrent neural network model based on the Elman
architecture [19], presented in figure 1. In an Elman network,
activations of the hidden units of a 3-layer artificial neural
network at time t− 1 are available to the hidden units at time
t (represented by the context layer), via connections which
may be modified during training.

When formulating the model, the following assumptions
about modelling the gesture have been made:

• proprioceptive information connected with gesture is an
external input to the model. It is not the task of the model
to produce gesture;

• gesture, if present, is a correct motor activity in the
context of counting;

Motivations behind these assumptions are discussed in section
IV. The following subsections describe the coding schemes
adopted for model inputs and outputs.

A. Model task and output coding

The task used to assess the performance of the model
throughout the experiments described in this paper is the
production of a sequence of number words the length of which
corresponds to the number of items presented to the visual
input of the model. To this end, the output of the proposed
artificial neural network is a binary vector of an a-priori
chosen length (5 for the reported results), which encodes the
produced words. Rather than adopting one-hot coding, output
vectors are allowed to be non-orthogonal which is intended to
mimic phonetic similarities present in natural languages. The
particular sequence of number words to be used is a parameter
of the modelling experiment and was generated randomly with

two constraints: different words need to have different vector
representations and the special vector with zeros at every
output unit corresponds to “silence” i.e. not producing any
word. Real-life language data were not used, in order to enable
the verification of stability of the model behaviour with respect
to the sequence of number words. The model was trained and
evaluated with numbers ranging from 1 to 10.

B. Input coding

1) Trigger input: The model has a 1-unit input called
the trigger input. Its role is to indicate when the counting
process should start. This corresponds to asking the subject
in a psychological study a question (usually “How many?”)
which according to the experimental protocol should encour-
age counting. Accordingly, the network is trained to remain
silent irrespective of any additional inputs whenever the value
of the trigger input is 0, and produce desired output when the
trigger is 1. Trigger input activation remains fixed throughout
every sequence in training and testing data sets.

2) Visual input: Visual input to the model is a 1-
dimensional saliency map, which can be considered a simple
model of a retina. Each unit of the visual input layer represents
one spatial location in the visual frame of reference, and
is activated or not depending on the presence of an object
at this particular location. The sum of all activations over
the visual input is normalised to 1 in order to eliminate
the possibility of simple discrimination of cardinality based
on this cue. Moreover, for a specific number of presented
objects, the actual locations activated on the modelled retina
are randomised between trials, so that the cardinality cannot
be deduced based solely on locations of objects. The visual
input consisted of 20 units to allow sufficient diversification
of objects placement for the assumed maximum number (10).

3) Gesture input: The proprioceptive signal was obtained
from a pointing gesture performed by the iCub humanoid robot
[18]. As a starting point the data from joint angles of the robot
right arm kinematic chain were used. This kinematic chain
consisted of 6 degrees of freedom: torso yaw and pitch (roll
angle was locked to eliminate unnaturally-looking postures)
and the first 4 joints of the robot arm (shoulder and elbow).
The robot was commanded, via its Cartesian interface, to
point to 20 locations in front of it, which were assumed
to correspond to the 20 locations in the visual input. These
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Figure 3. (a) box plot of the final training error (last 30 epochs) for each repetition in no gesture (notched boxes) and gesture (non-notched boxes) conditions.
Outliers (data points outside the lower and upper quartile) were few and are omitted for clarity. Numbers near the top of the chart show the numbers of hidden
units in trials; (b) typical example of full training error plots in both conditions for a selected trial (i.e. trial 1).

locations were uniformly distributed on a line placed 30cm
in front of the robot, 10cm above its hip and spanned from
20cm left to 20cm right. Joint angles corresponding to pointing
to each location were recorded and subsequently analysed
using Principal Component Analysis which revealed that the
first 3 principal components carry more than 90% of the
total “statistical energy” of the original data. Therefore the
dimensionality of the original signal was reduced from 6 to
3 by taking the 3 strongest principal components as the final
proprioceptive input to the model. Values of these components
for the considered 20 spatial locations are plotted in figure 2.

C. Model training
In order to model the development of the counting skill, the

architecture of the artificial neural network (more specifically,
its inputs) is adjusted throughout 3 modelling stages (see
figure 1). First, the model is trained to recite a sequence
of number words. Then, in order to assess the impact of
the proprioceptive information connected with gesture, the
training of the model branches out into two further stages,
or conditions: the network is trained to count the number of
objects shown to the visual input in the absence and in the
presence of the proprioceptive gesture signal. All three stages
use supervised learning by backpropagation through time and
are described in detail below.

1) Stage 1 – recitation of number words: According to the
findings of psychological studies with human children, early
in the process of learning to count, children acquire a list of
tags (i.e. number words) which is then used (more or less)
consistently throughout the counting attempts [3]. In order to
reflect this finding, the goal of the first stage of the model
training was to teach it to produce a number word sequence,
corresponding to numbers from 1 to 10. As illustrated in figure
1, at this point the only input to the model is the trigger input.
The training data set consisted of two temporal sequences of
the length of 20:

• the first sequence, with trigger input equal to 0 and all
target outputs equal to 0 at every time step, trained the

model to remain silent when trigger input is 0;
• the second sequence, with trigger input equal to 1, trained

the model to recite the 10 number words during the first
10 time steps of the sequence, and remain silent for the
remaining 10 time steps;

The training lasted for 10000 epochs with learning rate 0.01
and weights updated in an on-line fashion.

2) Stage 2A – learning to count without gesture: In this
training condition, the model is extended with the visual input,
but the proprioceptive input is not added (figure 1). The task
to be solved by the network is the same in both conditions
(without and with gesture) and is to produce the sequence
of number words with length equal to the number of objects
shown to the visual input. Due to the previously mentioned
need for randomisation of the positions of objects, the number
of possible arrangements of objects grows exponentially with
the visual input size, and thus it is highly impractical to create
a data set containing all possible locations of objects for all
considered numbers. In order to alleviate this problem, the
network was trained in an “on-line” fashion, using smaller data
sets which changed in every epoch and contained different
arrangements of objects for a particular number. Each such
small data set consisted of 22 sequences. For every number
of objects on the retina ranging from 0 to 10 inclusive two
sequences were included in the data set. For the first one, the
trigger output was set to 0 and the target output consisted of
20 time steps of “silence”. For the second one, the trigger
output was set to 1 and the target output contained the correct
sequence of number words for the particular set of objects,
followed by silence until the end of sequence. The arrangement
of the objects was drawn randomly, but was the same for the
two sequences in the small data set referring to a particular
number.

3) Stage 2B – learning to count with gesture: Model
training in the condition with gesture was analogous to stage
2A, main difference being the addition of the proprioceptive
gesture input (figure 1). The training was also performed using
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Figure 4. (a) mean number of collections from the evaluation data set counted correctly (out of 50) by the model without and with gesture; (b) profile plot
of the mean number of collections counted correctly (out of 50) without and with gesture for models with 18, 19 and 20 hidden units. Visible interaction
reached statistical significance (see main text); (c) profile plot of the mean number of collections counted correctly (out of 20) for small (1-4 items) and large
(7-10 items) collections, without and with gesture. On all charts error bars indicate ±2SEM.

small datasets, however the sequences in the dataset contained
an additional gesture signal constructed as follows. For the
given arrangement of objects in the visual input, the locations
of objects were considered in the left-to-right order. Assuming
there were n objects on the retina, for time steps t < n, the
proprioceptive input consisted of the joint angles (reduced to 3
dimensions as explained above) corresponding to the position
of the retina at which the (t + 1)-th object (in the left-to-
right order) was located. For n ≤ t < 20, proprioceptive input
remained unchanged with respect to the values present for the
last object. For all sequences for which the trigger input was
set to 0 or the number of elements on the retina was 0, no
gestural signal was provided (all 3 proprioceptive inputs set
to 0). In stages 2A and 2B, training lasted for 4000 epochs
using the same learning rate as stage 1.

D. Model evaluation

Evaluation of the model performance has been designed
with an intention to yield maximum similarity to studies with
human participants (more specifically, to [7], where authors
investigate experimentally the function of gesture in learning
to count with special focus on the distinction between keeping
track and coordination of the recited number words with
counted items), in order to allow subsequent comparison of
the behavioural data. To that end, the 5-dimensional output
of the model was first transformed into number words by
means of nearest neighbour classification. Then, the resulting
number words sequence was compared in detail with the
target sequence (corresponding to the correct counting of
presented items), using the same criteria of correctness and
categorisation of possible errors as applied by [7]. Thus, the
following counting errors were distinguished (see table 1 in
[7]):

• Skip: the model does not assign a number word to an
object;

• Continue: the model continues to count beyond the num-
ber of objects shown;

• Stop short: the model does not assign a number word to
the last object(s);

• String error: the sequence of produced number words
contains any other error;

Because of the nature of the model and the assumptions made
about the gesture signal, “Double count” and “Distracted”
errors described by [7] are not applicable in this study.

The data set used for model evaluation was independent
from the training data sets and contained 50 sequences (5 for
every number ranging from 1 to 10) with randomised locations
of objects. The same evaluation data set was used to test the
model in both gesture and no gesture conditions. However,
consistent with the assumptions about the proprioceptive input,
when the model trained in stage 2B was evaluated, sequences
in the evaluation data set included the corresponding proprio-
ceptive gesture signal.

In order to answer the question whether the addition of
gesture to the designed model during training improves final
counting accuracy, 32 independent repetitions of the model
training were performed. In all trials the same sequence of
number words was used, which is intended to correspond to
the situation of testing children who use the same language.
In order to verify the robustness of results with respect to the
number of hidden units in the model, 18, 19 and 20 hidden
units were used in 11, 11 and 10 of the trials respectively.

III. EXPERIMENTAL RESULTS

As mentioned above, the experimental set-up in this study
was intentionally designed to resemble the one applied by [7].
Therefore, the analysis of the results of experiments with the
proposed model presented below resembles in many aspects
the one found in the quoted paper.

A. Learning the sequence of number words

In all 32 trials, the model successfully achieved the prereq-
uisite task, i.e. has learnt to remain silent when the trigger
input is 0, and to produce the correct sequence of number



words when the trigger input is 1. The final backpropagation
through time training error (i.e. the mean squared error over all
sequences in the training set) obtained in all trials was low,
with the maximum 1.27 · 10−4 (for repetition 14). In other
words, in all trials the model learnt to perform the prerequisite
task very well, despite differences in numbers of hidden units.

B. Gesturing and counting accuracy

Investigation of the effect of the proprioceptive gestural
input on counting accuracy starts with a look at the progress of
the model training in both no gesture and gesture conditions.
In figure 3a a box plot of the training error for the last 30
epochs in both conditions for each trial is shown. For all but 1
repetition (29), the final training error in the gesture condition
was considerably lower than in training without gesture. A
typical plot of the training errors throughout the full stage
2A/B is shown in figure 3b.

Similarly to [7], we present an analysis of the correctness
of the counting sequences produced by the model. In figure
4a the mean number of sets of objects from the evaluation
data set counted correctly by the model in no gesture and
gesture conditions is shown (this is analogous to Figure 1
in [7]). Statistical analysis of the results was performed in
the form of a 3 × 2 (18, 19 and 20 hidden units times no
gesturing and gesturing) repeated measures MANOVA with
the gesturing condition as the within-subject factor (since for
every experiment repetition the same model originating from
the stage 1 of training was used in stage 2A and 2B) and the
number of hidden units as the between-subject factor (in order
to assess the stability of results with respect to the number of
hidden units in the model). Comparison of the mean number of
sets counted correctly for condition without and with gesture
was a planned within-subject contrast. The analysis indicated
strong statistical significance of the difference (F = 633.686,
p < 0.001) between the gesturing conditions, meaning that
models trained with proprioceptive gesture input available
counted more collections in the evaluation data set correctly
than those without this input. This is in perfect agreement with
findings reported by [7], where children’s performance in the
no gesture condition was significantly inferior to conditions
with gesture. The between-subject effect of the number of
hidden units in the model was not found (F = 2.194,
p = 0.13), indicating that the beneficial effect of gesture
was robust within the considered range of numbers of hidden
units. However it has to be acknowledged that the effect
of within-subject interaction between gesturing condition and
the number of hidden units approached statistical significance
(F = 6.228, p = 0.006). This means that in the conducted ex-
periments the beneficial effect of the additional proprioceptive
input was stronger for neural networks with less hidden units.
This conclusion is illustrated in the profile plot of the estimated
marginal means for gesture condition versus the number of
hidden units shown in figure 4b.

Next step of the analysis presented in [7] focused on the
dependence of the effect of gesturing on the size of the counted
collection. In order to investigate this in the proposed model,

Table I
MEAN NUMBER OF CORRECTLY COUNTED COLLECTIONS (OUT OF 20)

Condition Small sets Large sets
no gesture (2A) 3.691 (0.299) 2.339 (0.280)

gesture (2B) 16.239 (0.372) 13.303 (0.731)

Table II
MODEL COUNTING ERRORS

% of trials (out of 1600) % of models (out of 32)
with error made which made error

no gesture gesture no gesture gesture
Skip 0.8 0.2 37.5 37.5

Continue 43.4 7.1 100.0 100.0

Stop short 39.3 14.4 100.0 100.0

String 13.1 3.9 93.8 93.8

the collections from the evaluation data set were divided into
small numbers (1-4) and large numbers (7-10) and statistical
analysis of the mean number of sets counted correctly within
these groups was performed (meaning this time 3 × 2 × 2
MANOVA). Obtained values are summarised in table I (which
corresponds to Table 2 in [7]). In this table, numbers in
parentheses show the standard error. Once again the behaviour
of the model is in perfect agreement with the psychological
study. Strong effects of gesture and set size were found
(F = 597.736 and F = 31.814, respectively, p < 0.001
in both cases), while there was no interaction between these
two factors (F = 2.905, p = 0.099). This means that the
proposed model, similarly to children, counts small sets more
accurately than large sets, and that gesturing improves its
counting accuracy for both small and large collections of
objects. This is illustrated in a profile plot in figure 4c.

C. Error patterns

Finally we look more closely at errors made by the model
when counting without and with gesture. Table II reports the
percent of trials with particular types of errors as well as the
percentage of models which made particular kinds of errors.
This is similar, but not equivalent to Table 3 published in [7],
which focuses on the differences between active and passive
gesture while herein such distinction is not made. When
considering the general picture however, one can conclude
with a fair degree of certainty that overall, patterns of errors
made by the proposed model are different from the ones
obtained in the study with children. While for children the
most common errors are Skip and Double count, the model
proposed in this paper makes Continue and Stop short errors
more often. In contrast to 5% and 15% of children tested by
[7] who committed a Continue and Stop short error at least
once, the model made these errors at least once in every trial.

IV. CONCLUSIONS AND DISCUSSION

A recurrent artificial neural network model of the contribu-
tion of gesture to learning to count has been proposed. In an
experimental set-up designed to allow comparison with human



data it has been confirmed that the proprioceptive gesturing
signal enabled the model to improve its counting accuracy. The
model behaviour yielded similarity to that of human children
in terms of the effects of gesture and of the counted set size,
although the obtained patterns of errors were different.

A few issues about the proposed model are discussed below.
The first are the assumptions regarding the gesture signal
(section II). In this study the gesture is an external input
to the model. Although it may at first seem arbitrary and
artificial, such approach is in line with a finding that children,
when counting, apply the one-one correspondence principle in
gesture before it is transferred to speech [1]. While designing a
model which produces gesture is planned for future work, the
focus of the present study was to test, from an “information-
theoretic” point of view, if the proprioceptive signal carries
information which may be exploited when learning to count.
Obtained results confirm this is indeed the case.

Second, the proposed model makes different counting errors
than human children. This may have been caused by two
properties of the chosen model architecture. The assumption
that the gesture is always correct affects the kinds of errors
that may appear. More specifically, Double count errors do not
appear at all, and Skip errors are also affected (although not
ruled out). This may be seen as corresponding to the ”puppet
condition” in the study [7] where gesture performed by the
puppet was also always correct. In addition, error patterns pro-
duced by the model may be influenced by time discretisation
which is an inherent property for the Elman architecture. Here,
the synchrony between gesture and number words recitation
is naturally present. However, according to some hypotheses,
synchronising the number words production with tagging the
objects being counted may be one of the major functions of
gesture [6]. Therefore, a model with continuous time would be
more appropriate to investigate the importance of synchrony
in the context of counting, and this is also included in the
plans for future work. Error patterns would likely change as
4 out of 5 considered error types may appear as a result of
problems with synchronisation.

Finally, the scalability and generalisability of the obtained
results need to be addressed. As mentioned before, performed
32 experiment repetitions used the same sequence of number
words. It has been confirmed however in earlier informal
experiments with the model that the reported results are not
due to any specific characteristic of the used number words
sequence. These tests were also used to establish the training
parameters (e.g. the number of epochs and the number of
hidden units) for which the training of the model on the target
task is successful. The crucial findings of this paper, i.e. the
effect of gesture and set size on the counting accuracy, should
hold for any reasonably chosen number words sequence length
or retina size, as the particular values of these parameters were
chosen arbitrarily and do not lead to any loss of generality.
Of course this holds provided that the model architecture
(most importantly the number of hidden units) and the training
parameters are also adjusted accordingly.

Present study provides quantitative evidence in support of

the intuition that motor knowledge connected with pointing
gesture can be transferred to a verbal and conceptual com-
petence. Cognitive robotics approach to modelling alleviates
the need for arbitrary assumptions about representing the
proprioceptive signal, since a real robot which performs the
actual pointing gesture is available. The analysis of the internal
workings of the model and employing more sophisticated
models are expected to shed even more light on the nature
of the contribution of gesture to learning to count.
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