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Abstract

A large amount of research has been put into areas of signal processing, medium de-
sign, head and servo-mechanism design and coding for conventional longitudinal as well
as perpendicular magnetic recording. This work presents some further investigation in the
signal processing and coding aspects of longitudinal and perpendicular digital magnetic
recording.

The work presented in this thesis is based upon numerical analysis using various simu-
lation methods. The environment used for implementation of simulation models is C/C + +
programming. Important results based upon bit error rate calculations have been docu-
mented in this thesis.

This work presents the new designed Asymmetric Decoder (AD) which is modified to
take into account the jitter noise and shows that it has better performance than classical
BCJR decoders with the use of Error Correction Codes (ECC). In this work, a new method
of designing Generalised Partial Response (GPR) target and its equaliser has been dis-
cussed and implemented which is based on maximising the ratio of the minimum squared
euclidean distance of the PR target to the noise penalty introduced by the Partial Re-
sponse (PR) filter. The results show that the new designed GPR targets have consistently
better performance in comparison to various GPR targets previously published.

Two methods of equalisation including the industry’s standard PR, and a novel Soft-
Feedback-Equalisation (SFE) have been discussed which are complimentary to each other.
The work on SFE, which is a novelty of this work, was derived from the problem of Inter
Symbol Interference (ISI) and noise colouration in PR equalisation. This work also shows
that multi-level SFE with MAP/BCJR feedback based magnetic recording with ECC has
similar performance when compared to high density binary PR based magnetic recording
with ECC, thus documenting the benefits of multi-level magnetic recording. It has been
shown that 4-level PR based magnetic recording with ECC at half the density of binary PR
based magnetic recording has similar performance and higher packing density by a factor
of 2.

A novel technique of combining SFE and PR equalisation to achieve best ISI cancel-
lation in a iterative fashion has been discussed. A consistent gain of 0.5 dB and more
is achieved when this technique is investigated with application of Maximum Transition
Run (MTR) codes. As the length of the PR target in PR equalisation increases, the gain
achieved using this novel technigue consistently increases and reaches up to 1.2 dB in case
of EEPR4 target for a bit error rate of 1075,
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Part 1

Introduction and Background



Introduction

The present age is considered to be the age of ever demanding information, data storage
and faster communication. Thus, the demand in smaller size, high performance, low cost
electronic devices is ever increasing. Similar factors like reduction in form factor, bet-
ter power efficiency, high performance and lower market price influence directly to the
magnetic storage devices. There are a variety of information storage systems including
magnetic tape drives, magnetic floppy disk drives (nearly obsolete due to limited storage
capacity), magnetic hard disk drives, semiconductor memory, holographic optical storage,
magneto-optical disk drives and the latest magnetic random access memory (M-RAM). It
is seen that different types of magnetic storage devices make a major contribution to the
storage technology.

The year 2006 marks the 50" anniversary of the introduction of the hard disk drive (HDD)
and it is just over 100 years since Valdemar Poulson invented magnetic recording, the
base technology for these recording devices {Daniel et al.; 1999) which have become an
integral part of our lives. The 2007 Nobel Prize in Physics was awarded jointly to Al-
bert Fert (France) and Peter Grunberg (Germany) for their pioneering discovery of giant
magneto-resistance. Their discovery in 1988, has led to an exponential rise in the data stor-
age market, especially hard disk drives. Along with the advances in the conventional mag-
netic recording techniques, a lot of research is put into perpendicular magnetic recording
and system modelling in order to achieve “smaller”, “faster”, “high capacity” and “cheaper”
magnetic recording systems. Conventional magnetic recording technique is based upon
longitudinal recording. This is limited at around 300 Giga-bit per square inch.

Currently, the advancement of perpendicular recording is limited to 1 Tera-bit per
square inch. To achieve the highest areal densities, it will be necessary to use a mag-
netic recording configuration capable of writing and storing data on very small magnetic
grains together with a signal processing system capable of recovering data reliably when
each bit is recorded on such high density configurations (Wood; 2000).

1.1 History of Magnetic Storage Devices

There are a variety of information storage systems with varying degrees of development
and usability. Among them are magnetic tape drives, magnetic hard disk drives, magnetic
floppy drives, magneto-optic (MO) disk drives, phase-change optical disk drives, semicon-
ductor flash memory, holographic storage, solid-state hard disk drives and magnetic ran-
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dom access memory (MRAM). The information storage hierarchy is as shown in Figure 1.1.

Processor

Semiconductor
Main Memory

Magnetic Hard Disk \

Removable Storage Devices

| Magneto- Solid-State
Magnetic Optical HDD & Flash
Floppy, CD-ROM, DVD Memory Devices

Disk/Tape BLU-RAY

Figure 1.1: A Typical Information Storage Hierarchy

It is seen from the hierarchy that the storage technologies at all levels of the storage
hierarchy can be differentiated based upon various characteristics, depending upon their
use and development. These characteristics are described below:

o Volatility - Whether constant power is required to retain the stored information. Fur-
ther classified into - volatile, non-volatile and dynamic memories.

e Mutability - Capable of constant changes or static. Further classified into - Read/Write
Storage, Read only storage, slow read - fast write storage

¢ Accessibility - Whether the device can be accessed from several locations or static
locations as well as mode of access which is either parallel or serial. Further classified

into - Random Access and Sequential Access.

e Capacity - Total amount of stored information that a device can hold. The formatted
capacity can be defined as (Wang and Taratorin; 1999):

_ UserBytes  Tracks DataBands Assemblies

¢= Track  DataBand Head — diskAssembly ~ Box (1.1)

where User Bytes is equal to Total Data Bytes—Overhead Bytes(Formatting), Data Bands
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= Zones with the same data rate*, Tracks is equal to the number of tracks on each
disk, Head-disk Assembly is the air tight assembly which includes a disk pack and
read/write heads, Box is the enclosure including the head-disk assembly and electron-
ics for the hard disk drive. Head-disk assembly and box determines the form factor
of the hard disk drive.

e Density - The compactness of the stored information. Areal data density D, can be
defined as the inverse of bit area (bit length times track pitch). It is given in the units
of bits/mm?, Mb/in.? and Gb/in 2.

Da(bitfin2y = Dy(bitfin.) - Dy(track/in), (1.2)

where D is the linear data density defined as the inverse of the smallest bit length
and D, is the track density defined as the inverse of the track pitch!.

o Performance - Can be further classified into - Latency and Throughput.

Depending upon the level of the information storage hierarchy, the type of storage sys-
tems are chosen. The primary storage is the semiconductor memory, which is random
access. The secondary storage is considered to be hard disk drives. Recently, one of the
products of Apple known as Mac book-Air uses a solid-state hard disk drive with 64 Giga-
bytes has been implemented in order to reduce the size and weight of the laptop. The
next in the hierarchy is the offline modes of storage or removable media devices such as
floppy drives, magneto-optical drives such as Compact Disc-Read Only Memory (CD-ROM),
Compact Disc-Read and Write (CD-RW), Digital Versatile Disc (DVD), Blu Ray Discs, High
Definition-DVD (HD-DVD), solid state devices such as flash memory. Further to all of the
above mentioned devices, there exists a robotic storage which is used for backups and are
known as tape libraries.

Below are the specifications of magnetic hard disk drives and magnetic tape drives,
since they are in highest use as secondary storage devices.

1.1.1 Magnetic Hard Disk Storage

Some of the major historical events that took place in the history of Hard Disk Storage are
listed below:

o The very first hard disk drive introduced by 1IBM, San Jose, California in 1956 was
called the Random Access Method of Accounting and Control (RAMAC) or IBM350 (Wang
and Taratorin; 1999). Since this first introduction to date, magnetic recording tech-
nology has made remarkable progress.

“Data rate D, is the number of bits per unit time that the write/read head can deliver.
"Track pitch is the distance between adjacent tracks from their centres
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e In 1986, IBM introduced the IBM 9332. It was the first hard disk drive utilising “1-7”
run-length-limited (RLL) code efficiently.

e In 1988, Giant Magneto-Resistance (GMR) effect was introduced by M. Biabich et
al., which revolutionised the magnetic recording industry (Belleson and Grochowski;
2008).

e In 1991, a major shift occurred in the hard disk drive industry, since the implemen-
tation of PRML in rigid disk drives was found (Cocker et al.; 1991).

s Between 1994 and 2002, there was a tremendous increase in the linear densities of
magnetic storage devices due to the use of GMR read/write heads.

e Toshiba was the first company to deploy perpendicular magnetic recording in 2005,
but it suffered reliability issues in the consumer market (Toshiba Press Release;

2006).

e In early 2005, Hitachi Global Storage Technologies demonstrated an areal density of
230 gigabits per square inch (Gb/in2) on perpendicular recording technology, the high-
est areal density achieved to date based on vertical recording (Milestones of Magnetic
Recording; 2006).

¢ In early 2006, Seagate started to ship their first laptop-sized, 2.5inch hard drive using
perpendicular magnetic recording (Perpendicular Recording; 2007).

e In early 2007, Hitachi announced its first 1 Terabyte Hard Drive using perpendicular
magnetic recording, which they delivered in April 2007.

e Fujitsu, in early 2007, also announced the breakthrough of patterned media tech-
nology, a process which could make higher densities feasible (Fujitsu Press Release;
2007).

1.1.2 History of Magnetic Tape Drive

Advancements in the history of tape drives are listed as below (Wang and Taratorin; 1999):

e In 1951, the first ever computer tape drive called “UNISERVO” was developed and
sold with the “UNIVAC”.

e In 1974, IBM deployed their first Tape Cartridge. They also announced the Mass
Storage Systems (MSS), which is an example of tape library.

e In 1984, the read write assembly was changed to MR heads by IBM. Also, Digital
Linear Corporation introduced Digital Linear Tape (DLT) storage system.




























1.3. The problem of Digital Magnetic Recording

exists unwanted interference and non-linear distortion. Usually, the magnetic recording
system is designed to be medium noise limited (Wang and Taratorin; 1999), which comes
from the magnetic medium itself. Medium noise is classified into three types of noise:

1. Transition Noise - It occurs due to the magnetisation fluctuations which are concen-
trated at the centre of the recorded transitions. In order to get rid of transition noise,
the decoding process can be modified in order to include the transition jitter noise in

the calculations of the decoding algorithm.

2. Particulate/Granularity Noise - It occurs due to the random dispersion of magnetic
particles during the process of making the magnetic medium. This can be overcome
by using the new idea of patterned media (Kikitsu et al.; 2007). Although patterned
media does contain particulate noise, it can be controlled depending upon the various
patterns of media.

3. Modulation Noise - It is caused due to the magnetisation fluctuations proportional to
the recorded magnetisation between magnetic transitions, i.e. the non transitional
areas. This can be overcome by using various equalisation schemes (Wang and Tara-
torin; 1999).

There exists jitter noise in perpendicular magnetic recording which is caused by transi-
tions, and usually consists of 80-90% of the readback signal (Ahmed et al.; 2005). It is also
called Transition Jitter Noise.

The types of noise discussed in this research are as below:

¢ AWGN or Electronics Noise: is caused by the random motion of electrons in a con-
ductor. It affects the resistive circuit elements. Since the random process {motion} is
due to various individual voltages produced by individual electrons, the central limit
theorem (Leon-Garcia; 1994) is taken into account and the overall noise is modelled
as a zero-mean uncorrelated Gaussian process. This model is chosen since the Gaus-
sian distribution is easier for analysis. This noise arises from the resistive component
of the read head and from the pre-amplifier electronics of the magnetic recording sys-

tem.

e Inter-Symbol Interference (ISI): is caused by overlapping consecutive transitions
leading to peak shifting and waveform dropping in the readback waveform. It is know
that the magnetic recording channel is a bandwidth limited channel. Thus, when the
channel bandwidth is close to the signal bandwidth, the spreading of the pulse will
exceed one symbol duration and causes the signal pulses to overlap. This overlapping
is called ISI. In the case of magnetic recording channels, the readback signal which is

assumed to be Lorentzian, introduces ISI into the channel.
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¢ Transition Jitter Noise: is caused by timing instability or clock recovery instabil-
ity in readback process. The stochastic nature of the zigzag transitions written into
thin film media gives rise to an additional noise mechanism correlated to the transi-
tions (Bertram and Che; 1993) (Tsang and Tang; 1993) (Zhu and Wang; 1995) (Zhu
and Ye; 1995) This additional noise mechanism is often referred to as Transition Jit-
ter.

This research is based upon the following aspects of magnetic recording.

1. Improvement in equalisation and detection techniques.
2. Application of multi-level encoding on longitudinal digital magnetic recording.

3. Application of error correction codes and recording codes to magnetic recording.

1.4 Methodology

A numerical approach has been undertaken for analysis of the work described in this the-
sis. The main channel of interest is the magnetic tape drive readback channel. Various
numerical models have been simulated using C/C + + programming language under GNU
C + + compiler. Longitudinal magnetic recording channel has been simulated using the
Lorentzian transition response approximation which is described in (1.4). Perpendicular
magnetic recording channel has been simulated using the tanh transition response approx-
imation which is described in (1.8).

Various blocks were developed under C/C + + language and were put together to cre-
ate a full longitudinal/perpendicular magnetic recording channel. For certain numerical
measurements, software packages called Mathematica and MATLAB were used.

A typical simulation model is as shown in Figure 1.7. Each block shown in the model
performs a specific operation and depending upon the simulated channel, it has a specific
transition response and equaliser. Other than the ECC block providing Turbo codes which
was given to the author by Dr. Marcel Ambroze, all the blocks in C/C + + language by the
author himself and an overall simulation model of a typical magnetic recording channel
was achieved.

The blocks shown in Figure 1.7 are explained as below:

1. Data Generator Block: Random Data 0,1 is generated of length 4096 bits. This ran-
dom data is generated using the method described in (Press et al.; 1992).

2. ECC/Recording Coding Block: Turbo codes or MTR codes are generated. This block
also taken into account whether the channel is multi-level or binary and based on
that, the data is encoded.

3. Data Processing Block: This block converts data into NRZ/NRZI data for transition.
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1.5.1 Overall Aim

The aim of this thesis is to study the equalisation techniques implemented in magnetic
recording in order to achieve near perfect readback from the magnetised media and use

various types of coding to improve the performance of magnetic recording.

1.5.2 Objectives

The main objectives of this work are discussed as below:

1. Investigation of PR equalisation and development of a new soft feedback equalisation
technique for longitudinal magnetic recording.

2. Application of multi-level encoding to PR and SFE based longitudinal magnetic record-
ing.

3. Application of error correcting and recording codes to PR and SFE based recording
channels.

4. Investigation of various detection methods and development of asymmetric MAP de-
coding for magnetic recording channels that experience data dependent noise.

5. Study of optimisation techniques for PR targets and development of a new optimisa-
tion technique for generalised PR targets for perpendicular magnetic recording chan-
nel. This includes the introduction of a new metric that incorporates the PR equaliser
euclidean distance and the noise enhancement of PR equalisation.

This thesis is divided into three main parts. The first part (Chapter 2) provides a back-
ground to equalisation techniques and detection algorithms applied to magnetic recording
channels. The second part (Chapter 3) describes the use of multi-level encoding for mag-
netic recording. The last part (Chapters 4, 5 and 6) is the major part of this thesis providing
background to error correction and modulation coding, and discusses the novel feedback
equalisation scheme to obtain optimum performance.

A detailed breakdown of this thesis is as follows.

PR equalisation and the new soft-feedback equalisation (SFE) methods have been dis-
cussed for binary magnetic recording in Chapter 2. Trellis based, hard-decision and soft-
decision detection algorithms have been discussed and their actual calculations have been
shown. These algorithms are maximum-likelihood sequence detection (MLSD) and maximum-
a-posteriori (MAP). A novel Asymmetric MAP decoding technique for perpendicular mag-
netic recording is discussed. A new method to design generalised partial response (GPR)
targets for perpendicular magnetic recording is also been introduced in this chapter. The
limitations of SFE based and PRML: based magnetic recording channels are also discussed.
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1.6. Contributions to Knowledge

Chapter 3 revisits the application of multi-level information over magnetic recording.
It essentially shows that, the use of multi-level information is necessary in order to achieve
the bandwidth efficiency for magnetic recording channels. Multi-level magnetic recording
is applied to channels based with PRML and SFE and their results are compared.

One of the major drawbacks of using SFE based magnetic recording over PRML based
magnetic recording is the effect of residual ISI on the performance. Chapter 4 presents the
use of MTR codes in order to reduce the effect of residual ISI on the performance. Vari-
ous MTR codes have been discussed and applied to both PRML and SFE based magnetic
recording schemes. A novel class of MTR codes for multi-level magnetic recording is also
developed and described in this chapter.

Another major problem of using multi-level information is the increase in requirement
of SNR to provide the desired performance. Chapter 5 introduces the use of error correcting
codes in order to overcome this problem. Turbo codes have been used in conjunction with
PRML and SFE based multi-level magnetic recording schemes and their performance has
been presented in this chapter.

Chapter G discusses a novel feedback scheme which overcomes the drawbacks of MTR-
coded SFE based magnetic recording. This scheme combines PRML and SFE and uses MTR
codes as recording codes in order to improve the performance in comparison to standard
PRML schemes. PRML is used as the front-end, while SFE-decoding block is used to obtain
decoded output. Comparison of various PR targets against the new scheme are shown. This
chapter provides results which show that there is a consistent gain of 0.6 dB over standard
PRML and SFE based longitudinal magnetic recording.

In Chapter 7, the author concludes work presented in this thesis and proposes some
directions for future research.

1.6 Contributions to Knowledge

This thesis covered various topics of interest related to longitudinal and perpendicular
magnetic recording. The original work of the author which contributes to the knowledge
can be listed as below:

1. Investigation and development of a novel soft feedback equalisation for longitudinal
magnetic recording

2. Study of multi-level encoding for longitudinal magnetic recording using error correc-
tion coding

3. Development of asymmetric MAP decoding for perpendicular magnetic recording with
data dependent noise
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4.

Investigation of a new optimisation technique for generalised PR targets for perpen-

dicular magnetic recording

A chapter-wise expansion of the above mentioned main contributions is listed below:
Chapter 2

Asymmetric MAP decoding used for perpendicular magnetic recording with transition
Jjitter provides an important conclusion that jitter noise is not strictly Gaussian; but,
it is data dependent. The decoder does not provide any gain in terms of channel
SNR, which means that it does not reduce the amount of SNR required to achieve the
same performance as a typical BCJR decoder, but it does provide a gain of | order of
magnitude of BER when the transition jitter is considered at 60% in comparison to
traditional MAP decoder.

A different insight into designing of GPR targets is given which provide consistently
better GPR targets when compared to the traditional method of designing GPR tar-
gets.

The complexity of the MLSD and MAP decoders are presented and it is shown that,
their complexity is also dependent upon the length of the PR target used.

A new scheme for equalisation known as SFE is presented which does not colour the
added noise in magnetic recording channels. This new scheme estimates the amount
of ISI introduced in the channel and tries to remove it iteratively.

Chapter 3

The noise colouration effects due to the PR equaliser have been documented and it
is shown that if AWGN is added after PR equalisation, there is an improvement of
about 0.7 dB.

Various algorithms have been used for the feedback loop in SFE based magnetic
recording and it is seen that MAP algorithm in feedback provides the best perfor-

mance.

1t is seen that 4-level SFE based magnetic recording has about 0.7 dB worse perfor-
mance when compared to 4-level PRML based magnetic recording for a PWs of 1.2.
The advantage of the SFE based magnetic recording channel can be further exploited

by using various recording and error correcting codes.

Chapter 4

The error event analysis shows that in PRML based magnetic recording channels, the
errors are pattern based and this does not exist in SFE-MLSD/MAP based magnetic
recording channels.



1.6. Contributions to Knowledge

¢ MTR codes have been applied to SFE and PRML based magnetic recording channels.

¢ A new method of designing MTR codes for multi-level magnetic recording is proposed.
This method is based on two factors: the number of consecutive transitions and also
the step-size of each transition.

¢ Binary SFE schemes with MTR codes do not perform well in comparison to PRML
schemes. This is due to the (1 — D) dicode nature of the SFE based channel.

Chapter 5

¢ The performance of multi-level schemes for magnetic recording increases the amount
of SNR required to reach a BER of 107° and beyond. In order to reduce this require-
ment, ECC is applied to these schemes for magnetic recording and their performance

is reviewed.

¢ There is a gain of about 10 dB for binary and about 6 dB for multi-level PR/SFE based
magnetic recording.

¢ The error floor caused by turbo codes is based vupon various factors. These factors
were concluded to be the type of interleaver used, the effect of inner concatenation
of the component codes with the PR target polynomials, amount of IS] introduced at
specific densities and the length of PR targets.

¢ Various results depicting these factors have been presented and discussed.

Chapter 6

s At higher densities, it was observed that SFE-based binary magnetic recording chan-
nels failed to give optimum performance. It was shown that in a thresholding detector,
the thresholding point was not fixed and had a high variance in lower SNR regions.
As a resull, a new technique was developed to replace the thresholding device in a
SFE based channel and replace it with a PRML device to provide the best initial I1SI

estimation.

¢ This new scheme has a better detection capability than standard PRML detector as it
uses the PRML detector for the first initial estimate and then uses the SFE decoding
block iteratively for 2 iterations to obtain the optimum performance.

¢ In terms of complexity of hardware of the new decoder, has an additional feedback
block with non-linear MAP algorithm in addition to the standard PRML detector.
The SFE-MAP feedback block can be designed as an additional module to the existing
electronics of PRML detection.
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¢ The output of the new decoder being soft, gives the flexibility to use error correction
coding.

e Results show that for a EPR4 magnetic recording channel, the new combined scheme
with the use of MTR codes has about 0.6 dB SNR gain at a PW5; of 2.4 in comparison
to the EPR4-ML magnetic recording channel with MTR codes. The gain increases to
1.6 dB in comparison to the standard EPR4-ML magnetic recording channel for the
same density of pwsg = 2.4.

o Better GPR targets of longer length need to be designed along with the design of MTR
decoder for this scheme in order to achieve the maximum gain.
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