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MATTHEW GRAHAM HICKS 

APPLICATIONS OF ACOUSTO-OPTIC DEMODULATION AND DECODING 

TEQHNIQUES 

ABSTRACT 

This thesis describes the operation and performance of an acousto-optic demodulator 

system consisting of a laser source, an acousto-optic cell and a bi-cell detector. The bi-cell 

detector is made up of two photodiodes positioned side by side, separated by a small gap. 

Theory is developed to predict the following; the linear operating range for different gap 

sizes, absolute frequency sensitivity, system output in response to discrete phase changes, 

optimum gap size for phase demodulation, absolute descrete phase change sensitivity, the 

performance of the system in the presence of carrier noise and the effect of clipping the 

carrier signal on both frequency and phase modulated signals. A detailed model of the 

system has been written, using the software package Mathcad, which incorporates all the 

parameters that affect the performance of the physical system. The model has been used to 

study how the performance of the system changes as these parameters are varied. It is 

shown that the AO demodulator can be used in a number of ways; as a frequency 

demodulator, a phase demodulator and to demodulate digitally modulated signals, and that 

the optimum values of some parameters are different for each application. The model is 

also used to investigate the response of the system to a number of the most common forms 

of digital modulation. It is shown that it is possible, without any a priori knowledge of the 

signal, to identify each of these forms of modulation, and ultimately decode messages 

contained on the signals. The system can also be used to measure the frequency shift on 

pulse doppler radar. It is shown that the rms frequency error on a pulse using the AO 

demodulator is 150% better than that of existing systems. Experimental results are 

presented that are in good agreement with the results gained from both the theoretical and 

modelled analysis of the system. Finally suggestions are made for areas of further work on 

the signal processing of the output signals and possible uses of the demodulator in the 

future. 
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1. Introduction 

The concept of acousto-optic (AO) FM demodulation was introduced by Pieper and Poon 

[1] who described an acousto-optic receiver for commercial FM radio transmissions. The 

performance of a similar system, applied to radar processing was studied by Brooks [2]. 

Two types of detector assembly were considered: the first a knife edge detector as 

described by Pieper and Poon[l] , and the second a bi-cell system consisting of two 

photodiodes separated by a small gap. Brooks [2] showed that the bi-cell system has the 

ability to reduce or cancel AM and laser intensity noise effects, and suggested theoretical 

minimum detectable values for frequency deviations, based on the receiver noise 

characteristics for the knife edge detector assembly. 

It has also been demonstrated by Reeve and Houghton [3] that a signal containing a 1t 

phase change may be detected by a system similar to the AO FM demodulator, except that 

the detector is covered by a slit instead of a knife edge. The phase change can be detected, 

since the light amplitude distribution at the detector is proportional to the instantaneous 

Fourier transform of the signal in the AO-cell. Therefore, as the phase change travels 

through the cell, the intensity distribution of the beam at the detector is no longer Gaussian; 

power is taken away from the centre of the beam and redistributed symmetrically either 

side. With the beam centred on the slit at the detector, this effect causes the output to fall as 

the phase change passes through the AO-cell. 

It will be shown that the performance of the bi-cell system described by Brooks [2] can be 

improved and used in a surveillance receiver for electronic warfare (EW) applications. 

Electronic support measures (ESM) is the tactical reception of signals to locate, identify 

and analyse signals so that their effects can be avoided, countered or exploited. 

ESM from the standpoint of narrow pulse radar has three functions; interception (detection) 

of radar emissions, analysis of radar signals and direction finding to the origin of radar 

signals. This narrow pulse, high power radar is easy to detect and, as a consequence, is of 

no interest to this work. Pulse compression radar is more difficult to detect because the 

energy of the pulse is spread over a wide bandwidth and time period. The pulse is either 

phase or frequency modulated so it is important that the receiver can identify and analyse 

modulation on a pulse. Continuous wave (CW) spread spectrum radar and communication 



transmission basically amount to the same thing, a continuous carrier signal with some 

form of frequency or phase modulation on it. It will be shown that AO demodulator can be 

used to identify and analyse signals coming from pulse compression and CW radar and 

communication transmissions. This is discussed in more detail in section 3.2. A general 

purpose surveillance receiver will have no a priori knowledge of the signal characteristics. 

The requirements for such a receiver would be threefold: (i) to detect the presence of a 

signal and measure its carrier frequency, (ii) to identify the type of modulation being used, 

and (iii) to demodulate/decode the signal. The first of these requirements can be achieved 

using scanning superhet or channellised receivers, but automatic techniques for (ii) and (iii) 

are more difficult. It will be shown that the AO demodulator can be used for identifying 

different types of digital modulation and also effectively demodulates the signal and 

enables decoding. Such a system will operate in real time at carrier frequencies or 

intermediate frequencies (IF) from around 20 MHz to several GHz, depending on the type 

of AO-cell used. 

There are various forms of modulation used in CW radar, and communication applications, 

a review of which can be found in chapter 2. Amplitude shift keying, (ASK) which as its 

name suggests modulates the amplitude envelope of the carrier, is very easy to detect, by 

this method and others, and is therefore rarely used for the types of transmission that a 

surveillance receiver would be interested in. This study will concentrate on frequency shift 

keying (FSK) and phase shift keying (PSK) modulation and their variations. In PSK and 

FSK signals the amplitude of the signal is constant so any receiver that detects only 

variations in the power of the signals will see no modulation. It is only when the signals are 

examined in the frequency domain that the modulation becomes evident. The power 

spectrum is examined using a bi-cell detector, in a similar way to that in which the slit was 

used by Reeve and Houghton [3]. The output from the two elements of the bi-cell detector 

show how the power in the signal varies within two frequency bands defined by the size 

and position of the elements. It will be shown that comparison of the sum and difference of 

the signals from the two detectors enables the different types of modulation to be identified 

and ultimately decoded. 

The performance of the bi-cell system has been accurately modelled for frequency and 

phase demodulation of real signals (i.e. signals containing AM and FM noise) using the 

software package Mathcad. The analysis includes characterisation of the effect of changing 

2 



key system parameters such as; the gap size of the bi-cell, the standard deviation of the 

beam in the AO-cell, the standard deviation of the beam at the detector (focal length of the 

lens), laser intensity and laser wavelength. It will be shown that as a frequency 

demodulator the system can detect frequency deviations of between 25 Hz and I MHz on a 

50 MHz carrier signal, and phase changes down to a fraction of a degree. The signal to 

noise ratio gain is shown graphically for both the sum and the difference channels, and the 

consequences of 'clipping' or 'limiting' on the signal is discussed in detail. 

All the results from the analysis are substantiated by the results from the model and those 

in turn have been verified with practical results, obtained using an optical breadboard 

system. The system parameters of the model were identical to those used in the breadboard 

system so that its results should be identical to those gained from a practical system. The 

accuracy of the model has been proven by passing the same signal through the 

experimental system as has been used for the models results and comparing the outputs of 

the sum and difference channels. 
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2. Modulation techniques 

2.1 Angle modulation 

A CW sinusoidal signal with amplitude and phase modulation can be expressed as 

$(t) = a(t) cos[ ro 0t + y(t)]. (2.1) 

Consider the case where a(t) = A (a constant) and the phase angle y(t) is varied in 

proportion to a signal f(t). This introduces the concept of angle modulation. The angle of a 

sinusoidal signal is described in terms of its frequency and/or a phase angle. Detailed 

analysis of angle modulation which incorporates phase and frequency modulation 

techniques can be found in any communications textbook[4,5,6]. Here will be given a brief 

summary. 

If the phase angle e(t) is varied linearly with the input signal f(t), we can write 

e(t) = roct + kp/(t) +eo (2.2) 

where ro 0 , kP, e 0 are constants. Because the phase is linearly related to f(t), this type of 

modulation is known as phase modulation, (PM). 

Another possibility is to make the instantaneous frequency proportional to the input signal, 

(2.3) 

where ro 0 , kr are constants. This is called frequency modulation, (FM), the phase angle of 

this signal is 

I I 

e(t)= Jroi(1)dr = Jkfj("r)d1 +e 0 (2.4) 

0 0 

Comparisons of Eqs. (2.2) and (2.4) shows that PM and FM are closely related, such that if 

a signal is first integrated and then used to phase modulate a carrier, the result will be a 

frequency modulated signal. Unlike AM signals, angle modulated signals are not always 

linear as can be seen from the following. 

A general PM signal can be represented by 

$PM (I)= Aej8(1) = Aej(w ci+B o) e}kp/(1) (2.5) 

using a series expansion for the exponential modulation factor in Eq. (2.5) gives 

(2.6) 
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From this it can be concluded that unless lkp/(t)l<<l, angle modulation -in this case PM is 

not linear. Therefore the sidebands arising in angle modulation will not, in general, obey 

the principle of superposition. An analysis of spectra will have to be carried out using a 

particular waveform. 

In this case let 

f(t) =a cos Wmt . (2.7) 

From Eq. (2.3) for FM we have 

(2.8) 

where kr is the frequency modulation constant. By defining a new constant called the peak 

frequency deviation, 

~w = akr' (2.9) 

we can write 

(2.1 0) 

From Eq. (2.4) the phase of this FM signal is therefore 

8(t) =We t + ~wlwm sin Wmt = Wet + Psin Wmt ' (2.11) 

where p = ~wlwm ts a dimensionless ratio of the peak frequency deviation to the 

modulating frequency. 

The resulting FM signal is 

~FM(t) = ~He{Ade(t)} 

~FM(t) = 91e{Aejroctejpsinwmt} 

which may be written as 

~FM(t) = A cos (wet + P sin Wmt) . 

Eq. (2. I 3) can be rewritten using identities as 

~FM(t) = A cos wet cos(p sin wmt) - A sin wet sin (p sin Wmt). 

For small values of p we can approximate that 

cos (p sin Wmt) "" I, 

sin (p sin wmt) "" P sin wmt . 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

The condition where p is small enough for these approximations is the condition for 

narrowband FM (NB FM). Usually a value of p < 0.2 is taken to be sufficient. Combining 

Eqs. (2.15), (2.16) in (2.14) we can write 

(2.17) 
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which like an AM waveform has a spectrum consisting of a carrier and two sidebands. For 

values of~> I we proceed as before to get Eq. (2.12) The second exponential in Eq. (2.12) 

is a periodic function of time with a fundamental frequency of wm rad/sec. It can be 

expanded in a Fourier series, 

where 

00 

eiP sinw ml = I Fnejnw ml 

n=-oo 

T/2 

F = J_ feiP sinw n,l e- jnw m' dt 
n T 

-T/2 

making a change of variable s = wmt = (2n/T)t, we get 

1l 

F =-1 fei(Psinl;-nl;)~ 
n 2n "'':> ' 

-1! 

(2.18) 

(2.19) 

(2.20) 

This integral can be evaluated numerically in terms of the parameters n and ~. and is called 

the Bessel function of the first kind. From these results it is obvious that a FM waveform 

with sinusoidal modulation has an infinite•number of sidebands. However the magnitudes 

of the spectral components of the higher order sidebands become negligible, and for all 

practical purposes, the power is contained in a finite bandwidth. A general rule for 

approximating this bandwidth was given by Carson and is given by 

(2.21) 

As mentioned previously there is no basic difference between the generation of FM and 

PM signals. The slight modification will be pointed out here. 

Eq (2.8) gives us the instantaneous frequency for an FM signal with sinusoidal modulation, 

for PM with the same modulating signal we have 

8(t) = We +akp cos Wmt + 8o 

= We +L\.8 COS Wmt + 8o (2.22) 

where L\.8 is the peak phase deviation (in radians) and kP is the phase modulator constant 

(in radians per volt). The instantaneous frequency is 

(2.23) 
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=me -akpromsinromt 

=m c -~m sin m ml 

(2.24) 

(2.25) 

Thus we see that the peak frequency deviation in PM is proportional not only to the 

amplitude of the modulating signal but also to its frequency. Aside from this we can take 

~m = akprom = ~em m and then proceed as if the modulation were FM as far as bandwidth, 

sidebands etc. are concerned. 

2.2 FM demodulators 

There are a number of ways to recover the modulating signal from the FM waveform, there 

follows a brief overview of the most common. The overall characteristic must be the same, 

to provide an output signal whose amplitude is proportional to the instantaneous frequency 

of the input waveform. 

2.2.1 Amplitude limiting 

In order to make full use of the advantages offered by FM, a demodulator must be preceded 

by an amplitude limiter (Figure 2.1 ), on the grounds that any amplitude changes on the 

signal are spurious, and must therefore be removed to avoid distortion. This is important as 

most FM demodulators react to amplitude changes as well as frequency changes. The 

limiter is obviously a form of clipping device, a circuit whose output tends to remain 

constant despite changes in the input. Most limiters will behave in this fashion so long as 

the input voltage stays within a certain range. 

Figure 2.1 Amplitude limiter 

2.2.2 Slope detection 

A frequency modulated signal fed into a tuned circuit whose resonant frequency is to one 

side of the centre frequency of the FM signal will have an output whose amplitude that 
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depends on the frequency deviation of the input signal. This produces an output voltage 

proportional to the frequency deviation of the carrier. The output is then applied to a diode 

detector with an RC load of suitable time constant. The slope detector is only linear over a 

very limited range and is obviously very sensitive to amplitude variations in the signal. 

I ---+ 

+ 

V R c 

Figure 2.2 slope detector 

2.2.3 Balanced slope detector 

This uses two slope detectors connected back to back, to the opposite ends of a centre

tapped transformer, and hence fed 180° out of phase. The top secondary circuit is tuned 

above the IF and the bottom circuit is tuned below the IF by the same amount. Each circuit 

is connected to a diode detector with an RC load. The output is taken from across the series 

combination of the two loads, so that it is the sum of the two individual outputs. 

D, 

Figure 2.3 Balanced slope detector 

The S-shaped characteristic of the balanced slope detector is an improvement on the slope 

detector, but is even more difficult to align and there is still no amplitude limiting. 
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2.2.4 Phase discriminator 

It is possible to obtain the same S-shaped response curve from a circuit which is tuned to 

the centre frequency of the incoming signal in both the primary and secondary windings. 

This helps simplify the alignment and gives far better linearity than slope detection. 

This circuit shown in 2.3. Uses the same diode and load arrangement, but the method of 

insuring that the voltages fed to the diodes vary linearly with the input signal has been 

completely changed. The primary and secondary voltages are: 

exactly 90° out of phase when f;n is f0 

less than 90° out of phase when f;n is higher than fc 

more than 90° out of phase when f;n is less than fc 

~ 
V" C "f I 

2 

D2 

Figure 2.4 Phase discriminator 

R, 

Thus, although the voltages will be the same at the diodes at all frequencies, the vector 

sums will differ. Therefore the individual output voltages will only be equal when the input 

is at f0 • 

2.2.5 Ratio detector. 

The phase discriminator also called the Foster-Seeley discriminator is still sensitive to 

changes in the amplitude of the input signal. This makes prior limiting necessary. It is 

possible to modify the discriminator to provide limiting, such a circuit is called a ratio 

detector. 
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Figure 2.5 The ratio detector 

The ratio detector shown in Figure 2.5. Is very similar to the phase discriminator circuit, 

but three important changes have been made: one of the diodes has been reversed, a large 

capacitor has been placed across what used to be the output, and the output is now taken 

from a different point. 

2.2.6 The phase locked loop 

The phase locked loop demodulator, shown in Figure 2.6, offers many advantages over the 

tuned circuit demodulators. It uses the error voltage in a PLL driven by the input signal as 

the output. The error voltage will vary linearly with the input signal as long as the PLL 

stays in 'lock'. The lock range and capture range can be easily changed by altering the 

system parameters, to suit specific applications. PLL's offer high AM rejection and very 

good signal to noise ratios. They are fast becoming the most popular FM demodulator. 

CO s[m,t + 9;(t)] Phase vJt) Loop vo(t) 

comparator filter 

Voltage-
controlled 

sin[m,t + 9,(t)] oscillator 

Figure 2.6 Block diagram of a phase locked loop 

2.2.7 Digital Dcmodulators 

DSP techniques have been used to create digital FM demodulators for FM, TV and 

wireless in software [7]. The proposed demodulation system for existing FM broadcast 

receiver and TV audio applications has been shown to be very accurate and able to 
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suppress AM to 70 dB. To date this all digital FM demodulator has not been implemented. 

More simple digital demodulators, implemented using DSP techniques, are already in 

common use in modems. 

2.3 Digital modulation 

There is a variety of techniques currently in use for digital modulation of communications 

signals. These fall under the broad headings of amplitude, frequency and phase shift keying 

(ASK, FSK and PSK) but many variations exist, such as phase reversal keying (PRK), 

quaternary phase shift keying (QPSK), offset-keyed QPSK and minimum shift keying 

(MSK). These techniques are used, not only in general communications applications but 

also in spread spectrum systems; similar techniques are also used in low probability of 

intercept radar. A co-operating receiver will know the details of the type of modulation 

being employed and will have the appropriate matched filter and demodulation systems. 

Here is given a brief overview of the most popular forms of FSK and PSK. 

2.3.1 Frequency shift key (FSK) 

FSK is binary frequency modulation of the analogue carrier. Thus a voltage controlled 

oscillator can be used with the two voltage levels of the data, shifting the carrier to two 

descrete frequencies, one of which represents binary I and the other binary 0. 

The two received signal waveforms are different and so two matched filters are used, one 

for each waveform. If the two waveforms are given by 

~ 1 (t) =A sin mw 0 t 

~2(t) = A sin nw 0 t 

(2.26 a) 

(2.26 b) 

Two possible receivers for FSK are shown in Figure 2.7. (a) The matched filter receiver 

and (b) the correlator receiver. The effect of both is identical-to select the output with the 

largest degree of similarity between the received signal and possible transmitted signals. 

Thus both these receivers are maximum likelihood (Appendix A4). The operation of these 

receivers is described in Appendix Al. 
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(a) 

f(t) + n(t) ---+1 

f, 

(b) 

Descision 
threshold 

Descision 
threshold 

Figure 2.7. (a) The matched filter receiver (b) The correlator receiver 

The average energy per binary bit is [4] 

T 

E = J A 2 sin2 mw 0 tdt = A 2
T I 2 

0 

Binary 
~--·OUtput 

(2.27) 

If one only signalling frequency is present then it is assumed that the output from one 

matched filter will be E and the other zero. Conversely if the other frequency is present the 

output of the first matched filter is zero and the result of the subtraction is -E. As shown in 

Figure 2.8. 

Figure 2.8 Probability density functions for binary PSK waveforms. 
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This is similar to the polar-binary case, see Appendix A, except for the fact that the noise 

voltages are subtracted at the output of the filters. If we assume that the two frequencies do 

not overlap then the output noise voltages are statistically independent and hence add on a 

power (mean-square) basis. Therefore we can simply double the variance, assuming the 

two filter bandwidths are the same, and proceed as before, giving [4) 

(2.28) 

where E is the (average) energy per binary digit. 

2.3.2 Phase shift keying (PSK). 

In phase shift keying the phase of the carrier signal is switched between two or more values 

in response to a binary message. For binary modulation a 180° phase shift is often used 

because it simplifies the modulator design, this is known as phase-reversal keying (PRK), 

and can be written as 

$ 1(t) =A sin wet 

$z(t) = - A sin wet 

(2.29 a) 

(2.29 b) 

The correlation detector shown in Figure 2.9 gives an output of y(t) = E + n
0
(T) at time t = 

T given an input of [$ 1(t) + n(t)], and y(t) = -E + n0 (T) for an input of [$z(t) + n(t)]. The 

variance of the noise is [cf. Eq. (A3.16)] n~(t)=T]E/2 [4] and the corresponding 

probability density functions are shown in Figure 2.1 0. 

$1(t) + n(t) 
or 

$2(t) + n(t) }-
i 

Decision 
.......___-..! threshold 

Figure 2.9 A correlation detector for antipodal signals 
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~~I 
-E 0 

0 E 

Figure 2.10 Probability density function for PRK 

It is clear from Figure 2.10 that the optimum decision threshold is zero. Therefore the net 

probability of error is given by [ 4] 

(2.30) 

By comparing Eq. (2.30) and Eq. (A.3.19) it can be seen that PRK has the same probability 

of error performance as polar base band systems, although it can be seen that it needs half 

the average power ofFSK by comparing Eq. (2.30) and Eq. (2.28). 

2.3.3 Differential PSK 

Carrier synchronisers often cannot distinguish whether they are locked to the carrier phase 

or to the phase plus a multiple of n/M, where M is the number of states in the modulation 

scheme. This makes it difficult to encode data into the absolute transmitted phase levels. In 

a differential scheme, the data are encoded into the transition from interval to interval. 

DPSK uses the difference between successive bits to encode the information as illustrated 

in Table 2.1 DPSK encoding. Differential encoding uses the rule that there is no change in 

the output state if a 1 is present at the input and there is a change if a 0 is present. The table 

assumes an initial arbitrary state of I. The obvious advantage is that the receiver can use 

the phase of the previous digit as a reference signal. 
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PCM code input 1 1 0 0 0 1 

Differential code 1 I I 0 1 0 0 

Phase 0 0 0 1t 0 1t 1t 

Table 2.1 DPSK encoding 

The probability error ofDPSK is [4] 

2.3.4 Quaternary PSK 

QPSK I X 

I -E 
Pe =-exp-

2 1') 

Integrator 

in l~ (w,t +45°) 

----+l X )---+I Integrator 

0 1 

I I 

0 0 

0 

0 

1t 

Parallel
to serial 

converter 

T 

Figure 2.11 Simplified block diagram of a QPSK demodulator. 

(2.3 I) 

f-----+ Binary 
data out 

QPSK modulation carries four symbols, each with a different phase. These phases are 

spaced by 90° and normally are \jl = {45°, 135°, 225°, 3I5°}; this corresponds to the RF 

signal J2Es IT cos(w 0 1 + \jl), which is 

{2£;[ I I . ] Send 00: s(t) = ~T + J2 cos(w 0 1)- J2 sm(w 0 1) 

{2£;[ I I . ] Send I 1: s(t) = ~T - J2 cos(w 0 1) + J2 sm(w 0 1) 

I5 



Because the transmitted QPSK signal can be regarded as two orthogonal BPSK signals it 

can be demodulated by two BPSK receivers, or correlators, in parallel, one for each 

quadrature. The block diagram of such a system is shown in Figure 2.1 I. 

The probability error function for each of the receivers would therefore be given by [4] 

(2.32) 

The probability that the output of the receiver is correct is the product of the probabilities 

of both correlators being correct or 

2 
=l-2PE+PE 

which for small values of PE (PE<< I) gives 

Pc= I - 2PE 

The probability of symbol error, PES' for the QPSK system is therefore 

2.3.5 Offset QPSK 

(2.33) 

(2.34) 

(2.35) 

OQPSK is similar to QPSK except that the carrier phase transitions are transmitted in two 

periods. This results in instantaneous carrier phase transitions of only ±rr/2 from the 

previous phase state, as compared to QPSK (and BPSK) that contain 1t transitions. Hence, 

OQPSK does not have the complete phase-reversal transients of QPSK which are badly 

affected by filters and the nonlinearities present in practical systems. A OQPSK receiver is 

similar to the QPSK receiver shown in Figure 2.11, except that the quadrature channel is 

delayed by T/2. Since staggering the bit streams does not change the properties of the 

quadrature modulation process, OQPSK has the same average probability of error as 

QPSK. Furthermore it has been shown that offsetting the two bit streams gives an optimum 

immunity to phase jitter in the presence of additive Gaussian noise [8). 
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2.3.6 MSK 

It is beneficial in FSK systems for some form of continuous phase FSK (CP-FSK) to be 

used to minimise phase discontinuities and the resultant phase transients. These are caused 

if the modulation system being used switches frequency irrespective of the position of the 

phase. This offers the same bandwidth efficiency as QPSK and OQPSK, but its power 

spectral density decreases more rapidly beyond the minimum bandwidth. 

An example of a CP-FSK modulation system is minimum shift keying (MSK), here the 

frequency separation between f 1 and f2 is required to be such that there is one-half cycle 

difference in one bit interval. This can be written as 

~ MSK (t) =A co{co cl±~ +y (0)], 0 51< T6 . 
2Tb 

(2.36) 

where y(O) is the initial phase of the signal, dependant on the past history of the modulation 

process. The instantaneous frequency is 

or 

/, =fc±-
1 

· 
47;, 

This ensures that all frequency changes take place when the phase is 0. 

27t 

Jn/2 

7t 

n/2 

in radians 

-n/2 

-7t 

-3n/2 ······················· 

- 27t ···· · ·· · ·· · · · ············· · ····· 

Figure 2. 12 Excess phase trellis for MSK 
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Figure 2.12 shows the trellis diagram for all the possible values of y(t) fort> 0 over several 

successive bit intervals, assuming that y(O) = 0. Each path from left to right through the 

phase trellis corresponds to a specific binary sequence. Over each bit interval the phase is 

advanced or retarded exactly 90° depending on whether the data for that interval is I or 0. 

It can be shown that [4] p644 Eq. (2.36) can be expressed in terms of in-phase and 

quadrature components as 

{ 
1[/ ( ) . 1tt . } ~MsK(t)=A a1(t)cos-coswct-aQ t sm-smwct 
2~ 2~ 

(2.39) 

where a1(t) = cos Yk , and ao(t) = Pk cos Yk , and ensuring that Yk = 0 , rr, modulo 2rr, gives 

(2.40) 

Now MSK can be thought of as a special case of OQPSK with sinusoidal pulse weighting 

(rather than rectangular weighting). The various components of the MSK signal are 

illustrated in Figure 2.13 for an input sequence Ill 0100. 
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Figure 2.13 MSK waveforms. 
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--------------------

2.4 Applications ofDemodulators 

The most obvious use for an FM demodulator is for the demodulation of wide band FM and 

narrowband FM. Wideband FM is used for broadcast transmissions, and for the sound 

accompanying TV transmissions. Narrowband FM is used for communications, in 

competition with SSB , having its applications in various forms of mobile communications, 

generally at frequencies above 30 MHz. It is also used in conjunction with SSB in 

frequency division multiplexing (FDM). FDM is a technique for combining large numbers 

of channels in broad band links used for terrestrial or satellite communications. 

FM demodulators are commonly used for radar interception in EW especially radars with 

low probability of intercept (LPI) features. These may include low sidelobe antennas, 

infrequent scanning, reducing the radar power when tracking a closing target (as range is 

reduced, radar power is also reduced), making use of waveform coding to provide 

transmitting duty cycles approaching one (to reduce the peak power while maintaining the 

average power) and using frequency hopping to force the interceptor to consider more of 

the spectrum in attempting to characterise the radar. Chapter 3 provides a brief introduction 

to radar and EW 

Digital modulation methods are used for transmission of binary symbols through band pass 

cha1mels. Binary modulation methods used are Amplitude shift keying (ASK), frequency 

shift keying (FSK), and phase shift keying (PSK). In these methods, the amplitude, 

frequency or phase of a sinusoid is switched in response to a PCM input. 

Using matched filter detection in additive white Gaussian noise, PSK requires up to 3 dB 

less power than ASK or FSK, although ASK and FSK can use coherent or non-coherent 

detection. Differential PSK (DPSK) can be used to gain most of the advantages of PSK and 

yet avoid the requirements for coherent detection. The most popular choices for 

communication systems are PSK, DPSK and FSK. 

Quadrature PSK (QPSK) uses quadrature multiplexing principles to offer twice the bit rate 

capability as that of the binary methods. Delaying either the I or Q channel will result in 

offset QPSK (OQPSK) which has the advantage that it has a more constant envelope than 

QPSK. 
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Minimum-shift keying (MSK) is an example of coherent FSK in which the phase in the 

modulated waveform is continuous , and the frequency shift is such that there is a one-half 

cycle difference in one bit interval. MSK has similar characteristics to those ofOQPSK. 

Spread spectrum systems modulate a signal a second time using a wideband spreading 

waveform. This is done so that the system's transmitted energy occupies a larger 

bandwidth than the information bit rate, (usually much larger) and is relatively independent 

of the information bit rate. Communication systems using direct modulation of a 

modulated carrier by a wide band spreading signal for purposes of bandwidth spreading are 

called direct-sequence (DS) spread spectrum systems. The simplest form of DS spread 

spectrum employs BPSK as the spreading modulation. For the common choice of ~e = n, 

an expression for the BPSK waveform is: 

~(t) = Ap(t) cos Wet, (2.4 I) 

where p(t) is a binary switching function with possible states ±I and governed by the 

modulating (input signal). The resulting DS spread spectrum signal is 

x(t) = Ac(t)p(t) cos Wet, (2.42) 

where c(t) is the spreading modulation waveform. A popular choice for c(t) is that of a 

pseudo random nose (PN) binary sequence having values ±I. 

Demodulation in such systems, at least in part, is achieved by correlation of the received 

signal with the spreading waveform, c(t). 
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3. Radar techniques and electronic warfare 

3.1 Radar 

A radar detects the presence of objects and locates their position in space by transmitting 

electromagnetic energy and observing the returned echo. A pulse radar transmits a 

relatively short burst of electromagnetic energy, after which the receiver is turned on to 

listen for the echo. The echo not only indicates that a target is present, but the time that 

elapses between the transmission of the pulse and the receipt of the echo is a measure of 

the distance to the target. Separation of the echo signal and the transmitted signal is made 

on the basis of differences in time. 

The radar transmitter may be operated continuously rather than pulsed if the strong 

transmitted signal can be separated from the weak echo. The received echo signal power is 

considerably smaller than the transmitter power. Separate antennas for transmission and 

reception help segregate the weak echo from the strong leakage signal, but the isolation is 

usually not sufficient. A feasible technique for separating the received signal from the 

transmitted signal when there is relative motion between target and radar is based on 

recognising the change in the echo signal frequency caused by the doppler effect. 

It is well known that if either the source of oscillation or the observer of the oscillation is in 

motion, an apparent shift in frequency will result. This is the doppler effect and is the basis 

of MTI and CW doppler radar. The doppler frequency shift fd is given by [9] 

fd = 2vr = 2vrfo 
A. c 

(3.1) 

where v, = relative or radial velocity of target with respect to radar, fo = transmitted 

frequency and c =velocity of propagation = 3 *I 08 m/s. 

Simple CW radar is unable to measure range, therefore some sort of timing mark must be 

applied to a CW carrier if range is to be measured. The spectrum of a CW transmission 

can be broadened by the application of modulation, either amplitude, frequency or phase. 

An example of amplitude modulation is the pulse radar, the narrower the pulse the better 

the measurement. A widely used technique to broaden the spectrum of CW radar is to 

frequency modulate the carrier. The timing mark is the changing frequency. The transit 

time is proportional to the difference frequency between the echo signal and the transmitter 
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signal. The greater the transmitter frequency deviation in a given time interval, the more 

accurate the measurement of the transit time and the greater will be the transmitted 

spectrum. 

Pulse compression allows a radar to utilise a long pulse to achieve large radiated energy, 

but simultaneously to obtain the range resolution of a short pulse. It accomplishes this by 

employing frequency or phase modulation to widen the signal bandwidth. (Amplitude 

modulation is also possible, but is seldom used.) The choice of a pulse compression radar 

system is dependant on the type of waveform selected and the method of generation and 

processing. The waveforms used fall into three categories; linear FM, non linear FM and 

phase coded and can all be generated and processed actively or passively. Active 

generation involves modulation of a carrier signal without time expansion, whereas passive 

generation involves exciting a device such as a surface acoustic wave, SAW, structure to 

produce a time-expanded coded waveform. Active processing involves mixing delayed 

replicas of the transmitted signal with the received signal and is a correlation processing 

approach. Passive processing involves the use of a compression network that is the 

conjugate of the expansion network and is a matched filter approach. The received signal is 

processed such that it compresses the long pulse to a duration 1/8, where 8 is the 

modulated-pulse spectral bandwidth. 

The doppler frequency shift produced by a moving target may be used in a pulse radar, just 

as in the CW radar, to determine the relative velocity of a target or to separate desired 

moving targets from undesired stationary objects (clutter). A pulse radar that utilises 

doppler frequency shift as a means for discriminating moving from fixed targets is called 

an MTI (moving target indication) or pulse doppler radar. 
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3.2 Radar I electronic warfare (EW) Introduction 

Electronic warfare systems are operated by both sides in a conflict. The two sides can be 

considered the 'Threats' and the 'Defenders'. The EW objectives of the threats and 

defenders are listed below [I 0] 

Threat objectives : 

Prevent detection of the presence of the threat 

Prevent the determination of the intentions of the threat 

Prevent the detection of the threat's electromagnetic (EM) radiation by the defenders 

Prevent location of the threat by location of its EM signals 

Prevent recovery of the information content of the threat's EM signals 

Prevent interference with the threat's use of the EM spectrum 

Defender objectives : 

Detect the presence of threats 

Determine the location and intentions of threats using defenders EM radiation 

Detect the presence of the threat's EM radiation 

Identify the threat's EM radiation 

Identify the threat's intentions through analysis of the threat's EM radiation 

Determine the threat's location through the threats EM radiation 

Determine the information content of the threat's EM radiation 

Deny the use of the EM spectrum by the threat. 

3.2.1 Definitions 

a. Electronic support measures (ESM) :ESM is that division of electronic warfare involving 

actions taken under direct control of an operational Commander to search for, intercept, 

and identify I locate sources of radiated electromagnetic energy for the purpose of 

immediate threat recognition. 

Thus, electronic warfare support measures provide a source of information required for 

immediate decisions involving electronic counter measures, electronic counter-counter 

measures, avoidance, targeting and other tactical employment of forces. 
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b. Electronic counter measures (ECM) : ECM is that division of electronic warfare 

involving actions taken to prevent or reduce an enemy's effective use of the 

electromagnetic spectrum. Electronic counter measures include : 

Electronic Jamming - the deliberate radiation, reradiation, or reflection of electromagnetic 

energy with the object of impairing the use of electronic devices, equipment, or systems 

being used by an enemy. 

Electronic deception - The deliberate radiation, reradiation, alteration, absorption or 

reflection of electromagnetic energy in a manner intended to mislead an enemy in the 

interpretation or use of information received by the enemy's electronic systems 

c. Electronic counter-counter measures (ECCM) : ECCM is that division of electronic 

warfare involving actions taken to retain effective friendly use of the electromagnetic 

spectrum. 

Of the categories mentioned above the one of relevance to this work is ESM which will 

now be explained in more detail 

3.2.2 ESM 

ESM is arguably the most valuable EW category because it offers something for nothing. 

Only passive techniques are used so that information can be obtained about the enemy 

without the need to risk giving away your own position and identity by transmitting. In 

addition ECM systems rely upon ESM for initial threat location and analysis. 

An ESM system must aim to achieve 100% probability of intercept: therefore as well as 

having the sensitivity to detect the smallest signal received it must also have instantaneous 

coverage of the entire frequency band of interest. It must also have sufficient instantaneous 

dynamic range to be able to deal simultaneously with a pulse compression or CW radar at 

the limit of detection and a high power surveillance radar 500 m away. 

The more parameters an ESM system can measure the better chance it has of successfully 

identifying the intercept. The following is a list of the parameters of a radar pulse that can 

be measured : 

a. Bearing or Angle of arrival (AOA) 
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b. Radio Frequency (RF) 

c. Time of arrival (TOA) 

d. Pulse width (PW) 

e. Pulse amplitude (PA) 

f. Modulation on a pulse 

g. Signal polarisation 

For CW radar and communication signals the parameters that need to be analysed change: 

a. Bearing or Angle of arrival (AOA) 

b. Radio frequency 

c. Type of modulation 

d. Coding used 

e. Message information 
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3.2.3 System components 
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Figure 3.1 Block diagram of an ESM system 

Antenna systems 

These include both the directional antennas required for bearing measurement and the 

omnidirectional antennas which feed the RF measurement and pulse analyser systems. 

RF amplifiers 

Travelling wave tube or solid state amplifiers may be used to mcrease sensitivity and 

dynamic range 

Direction finding. freQuency measuring and pulse analyser. 

These systems measure the primary parameters, the system of interest here being the 

frequency measuring system the most common of which the instantaneous frequency 

measurer (!FM), is discussed in section 3.2.4. 
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Deinterleaving system 

This is a fast dedicated processor which derives the secondary parameters from the primary 

measurements after sorting the deinterleaved pulse chains. 

Identification of modulation 

Identify the type of modulation being used. i.e. frequency modulation I phase modulation 

(FSK, BPSK etc.) 

Decode modulation 

Demodulates/decodes the information on the signal, making various assumptions from the 

identification of the modulation. 

Computer/emitter library 

A general purpose computer compares the measured primary and secondary parameters 

with data stored in the emitter library and attempts to make an identification. The computer 

may be linked to other systems such as ECM, weapons, radars and Operations room. 

Output/Warners 

High threat intercepts should activate immediate warner signals in the operations room and 

EW office. Normal contacts will be displayed on tabular displays. 
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3.2.4 The instantaneous frequency measurer (IFM) 

The basic concept of the IFM is illustrated in Figure 3.2 

~ 
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/ detector 
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Figure 3.2 Block diagram of an lFM system 

The incoming signal is split into two. One half is delayed by T secs and fed to one input of 

a phase sensitive detector (PSD). The other half is fed directly to the other input of the 

PSD. If the input is at f Hz then the phase difference between the delayed and undelayed 

signals is 

$ = 2nfT rads (3.2) 

hence the measured phase difference is proportional to the signal frequency. The choice of 

the time delay T is governed by two factors: 

(I.) The phase difference for any frequency of interest cannot exceed 2n rads. 2n+x rads 

would be measured as x rads giving a false result. Hence 

2n fT ~ 2n 

gtvmg 

T ~ 1/f 

In practice since any frequency band can be mixed down to baseband, the time delay T 

must be no greater than the reciprocal of the bandwidth of the device. 

(2.) In digital IFMs several delay lines of different lengths are used to generate more 

accurate results. Phase ambiguities in the longer lines are resolved by the shorter ones [ 11]. 

There is however, a limit to the length of delay line that can be used. The maximum delay 
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can be no longer than the length of the shortest pulse to be measured. Otherwise the 

undelayed half of the signal will be finished before the delayed half arrives at the PSD. 

The IFM system can be used to identifY either phase or frequency modulation on a pulse 

and by careful analysis of its output could be used to demodulate the signal. However this 

is seldom if ever done in a practical system, most confine themselves to a simple indication 

of the presence ofFMOP or PMOP. 

Although in most ways the IFM is an excellent system for ESM applications it suffers from 

one major drawback. It cannot cope with two simultaneous signals in the same frequency 

band. For low duty cycle signals such as pulse radar this is not generally a problem but 

with the increasing trend towards high duty cycle or CW radars it renders the IFM 

practically useless 
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4. Acousto-optics 

Diffraction of light by sound was predicted by Brillouin in 1922 [ 12] and was 

demonstrated experimentally some ten years later [13]. The development of the laser 

caused renewed interest in this field because the scattering of light by sound provides a 

convenient way of controlling the frequency, intensity and direction of an optical beam. 

Recently, as new technology has been developed, optical signal processing has become 

increasingly important. Acousto-optic devices have an important role in this type of 

processing. For example, acousto-optic devices have been developed for performing 

fundamental operations such as convolution, correlation, light modulation and matrix 

algebra. Such devices may offer unique capabilities for applications in communication 

systems, with real time signal processing, faster speeds and higher bandwidths. The desire 

to process ever increasing amounts of data has led to the extension of carrier frequencies 

into the optical region. These types of interaction have opened new ways to perform 

convolution, correlation and other types of optical signal processing. Because most of 

these techniques can be realised using various technologies, acousto-optics has been forced 

to compete not only with digital signal processing, but with rival optical systems such as 

electro optics or charge coupled devices. 

4.1 Theory 

An acousto-optic device consists of an optically transparent medium, usually a crystal, see 

Figure 4.1, in which ultrasonic waves propagate. The acoustic wave is launched into the 

medium using a piezoelectric transducer. By applying an electric field to the transducer the 

piezoelectric material is deformed, producing an internal strain, thus converting the 

electrical signal into an acoustic strain wave in the medium. As the sound wave propagates 

through the medium, it causes a periodic change in the refractive index, producing regions 

of compression in the crystal lattice, followed by regions in which the lattice is relaxed. 

The index variations for a periodic signal, such as a sine wave, are periodic causing them to 

act as a diffraction grating when the laser beam passes through the cell. [14] 

The net result is that light passing through the acousto-optic cell is phase modulated 

according to these changes in the optical path. 
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Figure 4.1 Acousto-optic cell diagram. 

The interaction between light and sound can be described in terms of wave interactions or 

particle collisions. The easier of the two approaches is the particle analysis. According to 

this picture, light consists of photons and sound consists of phonons. Each photon has 

momentum hk ahd energy hco, and each phonon has momentum hk,; and energy hco,, where 

k is the wave vector and co is the optical frequency and h is planck's constant. The 

diffraction of light by an approaching sound can be described as a series of collisions, each 

of which involves a annihilation of one incident photon at CO; and one phonon and a 

simultaneous creation of a new diffracted photon at a frequency cod, which propagates 

along the direction of the scattered beam. The conservation of momentum requires that the 

momentum h(k,; +k;) of the colliding particles is equal to the momentum h~ of the 

scattered photon, so 

kd = k,; + k; 

the conservation of energy takes the form 

(4.1) 

(4.2) 

From Eq. ( 4.2) it can be seen that the diffracted beam is shifted in frequency by an amount 

equal to the sound frequency. Since the collision involves the annihilation of a phonon, 

conservation of energy decrees that the shift in frequency is such that cod > CO; and the 

phonon energy is added to that of the annihilated photon to form a new photon. Using this 

argument it follows that if the direction of the sound beam were reversed so that it was 
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receding from the incident optical wave, the scattering process could be considered as one 

in which a new photon (diffracted photon) and a new phonon are generated while the 

incident photon is annihilated. In this case, the conservation-of-energy principle yields 

(4.3) 

The conservation-of-momentum condition Eq. (4.1) is equivalent to the Bragg condition 

which can be shown to be [15] 

(4.4) 

where n is the refractive index of the crystal, and A. is the wavelength of the light. To show 

why this is true, consider Figure 4.2. Since the sound frequencies of interest are below I 0 10 

Hz and those of the optical beam are usually above 1013 Hz, we have 

(4.5) 

due to the relationship 

k = 2n = 27tf = w 
A. c c 

(4.6) 

and the magnitude of the two wave vectors is taken as k. The magnitude of the sound wave 

vector is thus 

ks=2ksin8 (4.7) 

It will later be shown that this diffracted light IS also doppler shifted by an an1ount 

proportional to the applied frequency. 

Using k,=2n/A.,, this equation is the same as Eq. (4.4). 

k, 

Figure 4.2 The momentum-conservation relation, Eq. (4.1 ), used to derive the Bragg condition 2A.,sin98 = 
A./n, for an optical beam that is diffracted by an approaching sound wave. 98 is the angle between the incident 

or diffracted beam and the acoustic wavefront. 

It should be noted that k; and kd can be switched in Figure 4.2 giving a- sign in Eq. ( 4. 7). 
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4.1.2 Thin-phase grating approximation 

A simple co-ordinate system is defined for this example; the acoustic wave is propagating 

along the x-direction. Assuming a continuous sinusoidal wave and neglecting attenuation 

and diffraction effects for the moment, the resulting perturbation of the refractive index is 

given by 

(4.8) 

where the angular frequency is 00 5 = 2nf5, f5 is the acoustic frequency, k5 = 2n/A.5 is the 

acoustic wave vector, "-s = V /fs is the acoustic wavelength, v. is the velocity of the 

acoustic wave and 8 is an arbitrary phase difference. The refractive index is a function of 

both position and time the magnitude of its change given by 

(4.9) 

where s is the induced strain caused by the acoustic wave, and p is the elasto-optic 

coefficient. If we consider the ultra sonic beamwidth, L, to be narrow, the effect of the 

acoustic beam is to form a thin-phase grating whose phase dependence is given by 

!J.f(x,t) = 2n!ln0 LIA.0 sin(co5t- k5x + 8) 

The electric field E;, of a beam incident on this grating may be expressed as 

E· = E ei~f(x,tJ 
I 0 

(4.1 0) 

( 4.1 I) 

where E0 is the amplitude, co 1 = 2nfl> k1 = 2nn/A., f
1 

is the optical frequency = c/A., A. is the 

optical wavelength, c is the speed of light in vacuum and n is the refractive index of the 

medium. After passing through the acoustic phase grating, the emerging output light , Eout• 

may be expressed as 

E _ E ej[w 1t-k 1Z+M(x,t)] 
out - o (4. I 2) 

This can also be expanded into a series of Bessel functions [ 16] 

+oo 

E -E "J (2n!J.n LIA. )ej((WJ+qws)t-klz-qksx) 
out - o L,.. q o o ( 4. I 3) 

q=-00 

which is simply the sum of the amplitudes of the qth order light resulting from the 

interaction. The physical interpretation of Eq. (4.13) is simply that each term in the 

summation gives rise to a plane wave; the electric field of the output light can be 

decomposed into a set of such plane waves. The amplitude of the qth order, Eq, IS 

proportional to the electric field as well as the qth order Bessel function and is given by 

(4.14) 
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the frequency of the qth order being 

(4.15) 

so that the diffracted light is frequency shifted. This frequency shift is proportional to the 

diffracted order, and can be thought of as resulting from the doppler shift of the light as it 

diffracts from a moving grating. Note that each order propagates in a different direction, 

from the dependence of the propagation on q: 

kq = izkl + i,qk,; 

where the notation i, refers to a unit vector in the x direction. 

Of particular interest is to consider the first order, given by 

E+l = E
0
J

1 
(2n~noL/ "-o)ej(roJ +ro 5 )te-jki(Ziz cos8z+Xix sinS,) 

(4.16) 

( 4.17) 

The diffraction efficiency, or ratio of the intensities between the zero order and the first 

order is given by 

I 1/I0 = (J 1 (2n~n0LIA.0))2/( J0(27t~n0LIA0))2 

when 2n~n0LIA0 << I this simplifies to 

substituting in for ~no gives 

2 I /10 = (2n~n0LIA0) 

26222;2 I /10 = 1t n0 L p s A0 

The acoustic power P a can be defined as 

P. = ~(pV/s2) 

where p is the density of the medium, taking this as a factor in Eq. ( 4.18). 

2622; 22 111I0 = (21t n0 L p pV3 A0 )P. 

( 4.18) 

( 4.19) 

(4.20) 

( 4.21) 

(4.22) 

A cell of width L, its interaction length, and height H will have a total acoustic power 

Ptat = p .(LH) (4.23) 

giving 

2 6 2 2 2 
I Ilia = 21t no Lp Ptat !Hp v. "-a (4.24) 

or 

( 4.25) 

M2 is a figure of merit used to evaluate acousto-optic configurations. The figure of merit is 

defined as 

(4.26) 
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where n0 is the refractive index of the material, p is strain-optic coefficient, p is the density 

of the material, and v. is the sound velocity. As the diffraction efficiency is proportional to 

M2 (Eq. (4.25)), it can be seen from Eq. (4.26) that low acoustic-wave velocities and high 

indices of refraction will give high diffraction efficiencies. 

4.1.3 Thick-phase grating approximation 

In many cases the grating is made much thicker than assumed in section 4.2.2. in order to 

improve interaction efficiency. To analyse the thick grating problem, it is necessary to 

solve the wave equation which takes the form 

(4.27) 

where the refractive index is a function of both space and time 

~n(x, t) = ~n 0 sin( rot+ t- k 3 Z + cp) (4.28) 

To solve this equation, a form for the electric field of the diffracted light E, in terms of the 

incident light E0 is required. The electric field can be expressed by the following Fourier 
. . 

senes expansiOn 

00 
E =Eo LAq(Z)ej(wqt-kq ·r) (4.29) 

q=-00 

where Aq(Z) is the amplitude of the qth Fourier component of the light, and the 

propagation vector is given by the vector dot product 

kq · r = K(zcos9 + xsin9) +qk 3 x (4.30) 

where r indicates a general propagation vector, kq comes from Eq. (4.16) and we have 

assumed that the incident light is propagating in the xz plane at an angle 9 with respect to 

the optical axis. If we now substitute our expression for the electric field E, into the wave 

equation we obtain a series of coupled differential wave equations in the diffracted 

amplitudes, Aq 

dAq 7t~n 0 . Aq 
----(A -1-A l)=jqQ(q-2a)-

dz A. q q + 2L ( 4.31) 

where 

(4.32) 

and 
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noA . e a=---sm 
A. 

(4.33) 

where A is the acoustic wavelength. This is related to the applied drive frequency f by A = 

V/ f where V a is the acoustic velocity 

The transition from Raman-Nath mode of operation to Bragg mode is characterised by 

defining a Q factor.. The boundary between the two modes of operation is Q "" 27t. So that 

if Q << 21t the cell is operating in Raman-Nath mode, and if Q >> 27t the cell is operating 

Bragg mode. 

It is assumed that the second derivative of Aq with respect to z is negligible in comparison 

with other terms. 

The first term in our coupled differential equation (7t6n0 /A.) is the coupling efficient 

between adjacent modes. A given mode can couple energy only into an adjacent mode; for 

instance , if q = 0 then only a zero and first order modes appear. 

The amount of energy transfer between adjacent modes depends not only on the coupling 

coefficient, but also on the degree of phase matching between modes. If two adjacent 

modes are not phase matched there can be no energy transfer. 

If the phase difference is small then there can be transfer between the diffracted orders. We 

have noted that the zero order ( q=O) is coupled only to the first order ( q=± I); good energy 

transfer from the zero order will only occur when the term 

A 
jqQ(q-2a)-q 

2L 

is small for q = ±I. This can be accomplished in two ways. 

I) Q very small and e "" 0 (Raman-Nath) 

(4.34) 

2) operating at angles of incidence such that a = ± 1/2 so that Q can be arbitrarily large. 

(Bragg regime) 

4.1.4 Raman Nath mode 

If a wave passes through an element whose response is la(x)lei$(x) it will have the form 

la(x)lcos[27t!Jt + $(x)], where / 1 is the frequency of the light. In a similar fashion, light 

passing through an acousto-optic cell when driven by a pure sinusoidal frequency fj, is 

phase modulated so that 
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(4.35) 

where A(x,t) is the amplitude of the output wave in space and time, A0 is the amplitude of 

the incident light wave, and ~n0 is the change in the refractive index within the interaction 

medium induced by the travelling strain wave. The argument t - T/2 - xiV a shows that 

A(x,t,) is a wave travelling in the positive x direction with velocity v and that the cell has a 

transit time ofT= LN a , where L is the length of the acousto-optic cell. The strain wave is 

proportional to the amplitude of the acoustic wave. A sinusoidal input to the cell causes the 

cell to act as a phase diffraction grating travelling in the x direction. Light is diffracted by 

the grating to produce several positive and negative diffracted orders. Analysis of the 

operation of the acousto-optic cell yields the Raman-Nath equation for the amplitude of the 

ith diffracted order [ 17) 

(4.36) 

where A
0 

is the amplitude of the incident light, J; is the ith order Bessel function, and y is 

the phase shift of the light induced by the refractive index change. The normalised 

diffracted amplitude of the ith wave is indicated by m; [17] 

mi = :~ =(-j)iJi[2n~~nl (4.37) 

where J;( •) is an ith order Bessel function of the first kind. m; is defined as the modulation 

index for the ith order; it is defined as the ratio of the diffracted light amplitude to the 

incident light amplitude. The amplitude of the diffracted light, as a function of the phase 

shift of the Bessel function, is shown in Figure 4.3. For the undiffracted light and the first 

two diffracted orders. 

J, 

A; 
/" 

~ .. ~_------

0 

y 

-I 

Figure 4.3 Bessel functions of order 0, I, and 2. 
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4.1.5 The Bragg Mode 

From Eq. (4.37). We see that large values of ~nand Z lead to high diffraction efficiencies. 

As light is wasted when multiple orders are generated the interaction width Z of the crystal 

is increased until the Bragg mode of operation is reached. For optical signal processing the 

Bragg mode is usually used because more of the optical power is coupled into the desired 

order. It is possible to have only two orders present the zero and one negative diffracted 

order. 

The Bragg angle is defined as 

sin8 8 = ka 
2K 

(4.38) 

where k3 is the wave vector of the acoustic wave and K is the wave vector of the light 

wave, or in terms of wavelength 

. e A sm 8 =-
2A 

(4.39) 

where A = V .If. The optimum illumination for the Bragg mode is therefore at the off-axis 

Bragg-angle SB, whereas the illumination is normal to the surface of the acousto-optic cell 

in the Raman-Nath- mode. 

From Eq. (4.39) the angle between the incident and diffracted light waves, known as the 

deflection angle a, is given by 

A A 
a =Si +8d =28 8 "='-=-f 

A V3 

(4.40) 

Thus the deflection angle is proportional to the frequency of the acoustic wave f. The 

direction of the laser beam is controlled by the change in frequency of the acoustic wave, 

which in turn equals the frequency of the electrical signal driving the piezoelectric 

transducer. If the frequency change is given by ~j, then the scan angle of the beam will be 

~a= ]:_M 
V a 

( 4.41) 

Although in practical applications the Bragg mode of operation is almost always used to 

produce the highest diffraction efficiency, there are advantages in using the Raman-Nath 

mode in explaining basic optical signal processing theory. The symmetry of the Raman

Nath mode in the positive and negative orders is useful. 
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Having discussed the cases where Q << I and Q >> I arising from coupled mode theory, 

the case for Q "' I has not been considered. This condition known as the transit region has 

no analytical solution, numerical computations of diffracted light intensities are relied upon 

to show the response from (4.31) [18]. Physically, the diffracted light in this region 

exhibits some properties of both Bragg and Raman-Nath cases, depending on the exact 

value of Q. At this point it is possible to deal with the Bragg regime by restricting the 

analysis to simple cases. The Bragg regime is often used for signal processing applications 

because all of the diffracted light is diffracted in a single order, and no optical power is lost 

in higher diffracted orders. 

4.1.6 Time Bandwidth product 

The time bandwidth product is the product of the bandwidth and the time duration of the 

processed signal. It tells us the degree of complexity of a signal, its derivation begins by 

relating the total angular deflection range t.e to the bandwidth .M: 

A. 
t.a=-M 

Ya 
(4.42) 

so that the deflection angle is linear in applied frequency. The number M of resolvable 

angles produced by the cell is 

M = Angular Range = 

Angular Resolution A. I L 
(4.43) 

where L is the length of the acousto-optic cell and AIL is the intrinsic angular resolution of 

any physical system. Using Eq. (4.42) in Eq. (4.43) we find 

M = A.M I Ya = _!:_M = T M = TW 
A. I L Ya 

(4.44) 

remembering that L = v.T and the total bandwidth of the cell is t.j = W. T is the transit 

time of the cell. 
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4.2 Applications of acousto-optic devices 

Acousto-optic cells are configured in different ways for different functions. These 

configuration can be split into three categories. They can be used to modulate light 

temporally, deflect light (modulate it spatially), or be used as an acousto-optic tuneable 

filter. 

The acousto-optic tuneable filter is a device which can be electronically tuned to pass a 

selected optical wavelength within a specific spectral range. This gives the AOTF the 

ability to rapidly scan across the entire operational spectral range. It should be noted that 

while the AO deflectors and modulators use a narrowband incident light beam (i.e. laser) 

tuneable filters are designed as dispersive elements and therefore require broadband lights 

sources. Therefore the performance parameters of AOTFs are quite different from the 

modulators and deflectors and not relevant to this research. For more details on these 

devices see [ 19] 

When used as modulators the illumination must be a narrow beam because the rise time 

associated with the modulation bandwidth is proportional to the time t required for the 

acoustic beam to travel across the optical beam. As the acoustic transit time decreases, the 

risetime decreases so that the corresponding bandwidth increases. 

The I 0-90% rise time t, for an acousto-optic modulator is a function of the transit time t. 

For a Gaussian input beam profile, truncated at the l/e2 points in intensity t,"" t/1.5 and 

the frequency response roll off R, defined in decibels is [20] 

R = 10 log e -7t f t 18 
[ 

2 2 2 ] (4.45) 

The modulation bandwidth fm associated with a response fall off R is simply the value of 

modulation frequency which satisfies Eq. (4.45). 

( 4.46) 

where c = .J(0.8ln I 0) "" 1.4. The relationship between modulation bandwidth and acoustic 

transit time is 

(4.47) 
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This can be expressed in terms of risetime t, 

(4.48) 

The modulation rate required for the response to fall below the -3dB level is now 

fm = 0.77/r. ( 4.49) 

or in terms ofrisetime 

fm = 0.5/t, (4.50) 

When driven by a CW frequency, the AO cell behaves as a random access beam deflector 

which addresses a specific point in the focal plane of the lens. It is in this mode of 

operation that the AO cell is used in the acousto-optic demodulator. Figure 4.4 shows an 

acousto-optic cell at plane P 1 with an acoustic velocity V3 and a length L = VaT. The cell is 

driven with a signal 

f(t) = cos(2nfkt) ( 4.51) 

to access the kth spot position in the scan line. This signal produces a positive diffracted 

order whose Fourier transform is generated by a lens with focal length F: 

F+ (I;, t) = roof+ (x, t)ej(21t/AF)I;xdx (4.52) 

where f+(x,t) = rect(x/L)exp[j2nfk(t- T/2 - x/V .)]. The Fourier transform of f+(x,t) is 

F (l', t) = fL/ 2 
ej21lfk (t-T/2-x/ V a )ej(27t/AF)I;xdx 

+ "' lu2 

= ej21lfdt-T/2) sine[ C,t _ ~:JL] ( 4.53) 

ignoring amplitude scaling factors from Eq. (4.53), we find that the lens focuses light at the 

spatial position 

(4.54) 
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at plane P2. This result shows that the spot position in linearly proportional to the applied 

frequency. 

L/2 

-L/2 

Wave front tilt 9k is 
proportional to /k 

f(t) = cos(27t/kt) 

Figure 4.4 Acousto-optic scanner 
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5. Acousto-optic demodulator- System description 

A schematic diagram of the AO demodulator system is shown in Figure 5.1. Similar 

systems, using only a single photodiode detector, have been described by Pieper and Poon 

[1] and Brooks and Reeve [21] for FM demodulation and by Reeve and Houghton (3] for 

demodulation of phase-reversal keying PRK signals. 

• lr lr 

AO 
cell zero 

order 
stop bicell 

laser QWP detector 

~ 
L A 

I lens 
modulated 
signal in 

Figure 5.1 The acousto-optic demodulator 

The detector assembly employed in this case is a bi-cell device (Figure 5.1) consisting of 

two photodiodes separated by a narrow gap of width g. 

The signal under investigation is applied to the AO-cell. The properties of AO-cells are 

well known; a review is given in chapter 4 and more detailed descriptions can be found in 

text books such as Vanderlugt (4] and Stroud [5]. A narrow laser beam passing through the 

cell is deflected through an angle proportional to the signal carrier frequency . In this first 

order diffracted light, the beam is spatially modulated by the signal instantaneously in that 
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Figure 5.1 The bi-cell detector 

part of the cell that is illuminated by the laser beam. The spatial distribution of light 

amplitude in the focal plane of the lens is therefore proportional to the Fourier transform of 

that part of the signal within the window formed by the laser beam passing through the 

AO-cell (Appendix B). Since the photodiodes respond to the light intensity, their output 

will be proportional to the power spectral density of the signal integrated over the 

illuminated part of the detector. The system therefore monitors changes in the power in the 

windowed signal over two frequency bands defined by the size and position of the bi-cell 

elements. The signal from the left and right elements of the bi-cell detector are: 

-g / 2 

s L = k fiF(x)l
2 

dx 

-00 

00 

and sR = k fiF(x)j2dx 

g/ 2 

(5.1) 

where k is a constant and F(x) is the spatial light distribution in the focal plane of the lens, 

which as previously stated, is proportional to the Fourier transform of the windowed signal. 

Strictly the limits ofEq. (5.1) should not be written as ±oo, but ±w, where ±ware the edges 

of the bi-cell, although in practice provided that the focal length of the lens is chosen 

suitably any light lost off the edge of the bi-cell is negligible, and the results will be the 

same. These equations do not generally lend themselves easily to an analytic solution; the 

response of the system has therefore been simulated using a computer model (see chapter 
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6), these results were used to predict how a practical system would perform under various 

conditions. 

5.1 Component selection 

5.1.1 The Laser source 

In section 7.3 a graph of frequency resolution versus optical power shows how the 

resolution improves with more power. This suggests that a more powerful laser would 

improve the performance of the system, but due to the small size of the photodetectors, the 

optical power required to saturate them is still small ; 0.196 J.l W for the small detector and 

4.16 m W for the larger one (based on the maximum power density of the cells of 

!OmW/cm\ Therefore a powerful laser (i.e. > 5 mW) could not be used for the small 

detector. The higher power HeNe lasers available are not frequency stabilised, and this 

frequency drift causes low frequency noise on the output meaning that the beam will not 

stay centred on the hi-cell detector. 

Changing the wavelength of the laser from visible to infra-red(:::: 850 run) would mean that 

the silicon photodetectors would be working on the most sensitive part of their responsivity 

curve. To operate at this wavelength would require the use of laser diodes as sources. 

Unfortunately laser diode technology has not yet progressed to the stage where a constant 

power frequency stabilised beam is readily available, the cost of this sort of quality laser 

diode was too much for this project. The results gained from the infra-red system used, 

were all limited by the laser source rather than any other effects. 

The laser source used to obtain the practical results was a He-Ne laser, frequency stabilised 

to one part in 109 with an operating wavelength A., of 632.8 run, this is in the red part of the 

visible spectrum. The laser had a nominal maximum optical power output of I mW and a 

quoted beam width of 0.49mm at the lle2 intensity points. 

5.1.2 The AO-cell 

There were many factors affecting the choice of AO-cell; cost of high frequency cells, 

diffraction efficiency, acoustic velocity, wavelength of the light, bandwidths of all the 

signal generating and logging equipment. The 2045 signal generator can produce signals at 

data rates up to 800 MHz, giving a bandwidth of 400 MHz and the 6100 waveform 
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digitiser and analyser can capture signals with bandwidths of up to 100 MHz. Therefore it 

was only realistic to use a TeOiSS) crystal which generally have centre frequencies of 45 

or 90 MHz rather than GaP(L) or LiNb03(L) which can operate at centre frequencies of 2 

GHz ((SS) and (L) denote slow shear and longitudinal respectively, these represent the type 

of acoustic wave used in the AO device). 

The AO-cell used was an Isomet OPT-I Te02 crystal operating in the slow shear mode (for 

good aperture and high diffraction efficiency) at an acoustic velocity v. of 617m/s. It has a 

centre frequency of 45 MHz and a bandwidth of 30 MHz. It is quoted as having a 

diffraction efficiency 11 of 50%/Watt (RF power) which means we can expect up to half a 

milliwatt of optical power diffracted into the first order at the detector. 

5.1.3 The detector assembly 

The detector assembly consisted of a hi-cell detector, two similar transimpedance 

amplifiers and a sum and a difference amplifier to give the required output signal, Figure 

5.2. Two hi-cell detectors were used, one with a gap of 80~m and the other with a gap of 

I O~m. The relationship between the gap size and the standard deviation of the beam at the 

detector cr1, is critical and is described in chapters 7 and 8 . 

~ 
B ias ~ 

Transimp Difference 
Amp Amp 

Transimp Sum 
Amp Amp 

Figure 5.2 Block diagram of the detector system. 

Difference 
Output 

Sum 
Output 

The specifications for the detector were sent to a company specialising in the production of 

low noise transimpedance amplifiers, as it was important that for small frequency 

deviations the output was limited by the shot noise on the signal and not amplifier noise. 

The detector used had calculated shot noise at maximum output of 600 ~V rms (3 .5 m V p-

p) 
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5.2 Experimental Procedure 

In order to gain maximum diffraction efficiency from an AO cell operating in slow shear 

mode, circularly polarised light is required, achieved by inserting a quarter wave plate 

between the linearly polarised laser and the AO-cell. The cell was driven by a 1 watt 

wideband amplifier which in turn was driven by a variable gain preamplifier. The zero 

order light was then blocked so that only the first order passed through the lens onto the 

detector assembly. The focal length of the lens depended on the gap size of the bi-cell and 

application that the system was being set-up for (i.e. FM or digital demodulation). See 

chapters 7 and 8. 

A frequency of 50 MHz was used as the centre frequency of the undeviated carrier. The 

detector assembly was then positioned such that, with no modulation on the carrier the first 

order diffracted light fell equally on the two halves of the bi-cell. This was accurately 

achieved by inverting one trace on the scope and adding it to the other, the detector was 

then moved until the difference of the two detectors was zero. Finally the AO-cell was 

rotated on a turntable until the maximum light was diffracted into the first order. This is 

done in order to ensure the optimum Bragg diffraction condition is met . 

The test signal could be generated in one of two ways; the simplest was to program the 

required waveform directly onto the Analogic 2045, and add any noise using its own noise 

generator. The second was to generate a sampled signal on the PC using Mathcad, and 

download the digitised signal to the 2045, where the analogue signal would be produced. 

The advantage of the second method was that the signal generated on the PC could also be 

analysed using the model, so an exact comparison of the results from the two systems was 

possible. The output from the detector assembly was captured by an Analogic Data 61 00 

waveform analyser which stores the data, until it could be down loaded back onto the 

computer. Once the results were on the computer they could be analysed more thoroughly 

in terms of spectral content, signal to noise ration, standard deviation and variance. Figure 

5.3 shows a block diagram of the experimental set-up. 
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Figure 5.3 Experimental set-up 
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6. The computer simulation 

In order to create a computer model of the AO-demodulator system it was necessary to 

look at the operation of each component in the system. This section shows how each 

component was analysed and how the significant parameters were extracted so that they 

could be easily changed and their effect on the system noted. 

6.1 System components 

The following describes in detail the action and important parameters of each of the 

components in the system. Figure 6.1 shows a flow diagram of the operation of the 

computer model. It also shows how these sections of the model are combined to represent 

the operation of each of the components listed below: 

6.1.1 Laser 

The laser generates a collimated beam of light, the beam profile or intensity distribution of 

which is Gaussian. The specifications of the laser that are important to the system are its 

wavelength, its beam width and its power. The beam width of the laser is usually quoted as 

the distance between the e-2 points on the intensity profile, this corresponds to 4a0 , where 

a 0 is the standard deviation of the Gaussian. Obviously the laser is not truncated at the e-2 

points. In the model the laser beam is represented as having a width of 6a0 , which yields 

results virtually indistinguishable from those obtained calculating the width to 20a0 • 

6.1.2 AO-cell 

The AO-cell is the transducer that converts the RF signal into an optical signal. It diffracts 

a percentage of the laser beam into the first order, the amount of light diffracted is given by 

the diffraction efficiency of the cell. The spatial distribution of light in the first order is 

proportional to the signal in the laser beam window of the cell, if the cell is being operated 

within its linear range. The width of this window, in the time domain, depends on a 0 and 

V a (the acoustic velocity of the cell). 
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6.1.3 Lens 

By placing a lens between the AO-cell and the detector the instantaneous Fourier transform 

of the light amplitude in the first order diffracted beam appears in the focal plane of the 

lens. The choice of focal length I 1, of this lens is dependent on the beam width of the laser 

cr0 and the size of the gap in the bi-cell Eq. (6.5) 

6.1.4 Detector 

The bi-cell responds to the integral of the light intensity, i.e. (amplitude)2
, falling on each 

element. Since the spatial distribution of light in the focal plane of the lens is the Fourier 

transform of the signal in the AO-cell, this is effectively integrating the power spectral 

density, (PSD) of the signal over frequency limits defined by the position and size of the 

bi-cell elements. As mentioned earlier the gap size of the bi-cell affects the choice of the 

lens, it is also important that the elements are big enough to catch all the light as the beam 

is deflected left and right. The bi-cell also sets the maximum laser power for the system, 

which is limited by the maximum optical power the detector can take without saturating, 

normally expressed in mW/cm2
. 
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Figure 6.1 Flow chart of mathematical model 
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6.2 Relevant equations used in the computer model 

A standard Gaussian beam intensity profile was created using the equation 

p 2 2 
I (x) = e a, 

·' J2rrcr;, (6.1) 

where P is the total power in the laser beam. 

In order to maintain the relationships between the time aperture of the system which is 

proportional to a 0 N a and the frequency of the modulated signal, the number of points 

calculated for each standard deviation in Eq. (6.1) was related to the sampling frequency, 

used to generate the test signals 

StdDevPoints = a 0 * fs 
V a 

(6.2.) 

Eqs. (6.3) and (6.4) are examples of the signals used to test the system, the FSK signal 

was created using 

FSK(t):= sin[2nCfc- fdev)l] 

FSK(t): = sin[2n Cfc + fdev )I] 

and the Biphase signal 

BPSK(t):= sin[2nfct] 

BPSK(t):= sin[2nfct +n] 

t = 0 - I 1-!S 

t = 1 - 2 1-!S 

t = 0- 1 1-!S 

t = I - 2 1-!S 

(6.3) 

(6.4) 

It may be shown (Appendix B) for an unmodulated carrier applied to the AO-cell, that the 

intensity profile of the beam in the focal plane of the lens is also Gaussian with the 

standard deviation at given by 
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(6.5) 

where A is the wavelength of the light and 11 is the focal length of the lens. This is obtained 

by squaring the Fourier transform of the square root of the intensity profile. 

When a modulated signal is applied to the Bragg cell, the light amplitude profile at the 

detector is proportional to F(x) the Fourier transform of the applied signal. The signal from 

the left and right elements of the hi-cell are 

-g/2 

SL=k fP(x)dx 

-00 

00 

SR = k f P(x)dx 

g/2 

(6.6) 

where P(x) is the PSD of the signal instantaneously within the cell ( i.e. [F(x)[2 )and k is a 

constant dependant on the responsivity of the cell. 

From Eq. (4.8) the displacement ox of the diffracted spot at the detector due to a change 

in frequency of can be shown to be 

if we divide Eq. (6.7) by Eq (6.5) we obtain 

ox = 47tcr " of 

cr' 11,, 

(6.7) 

(6.8) 

This ratio, which expresses lateral deviation ox of the diffracted spot at the detector due to 

applied frequency Of, in terms of the spot size, is independent of the laser wavelength and 

the focal length of the lens. Therefore the model refers all measurements at the detector, 

including the size of the bi-cell gap to the standard deviation of the unmodulated beam at 

the detector cr1• 

6.3 Implementation of the model 

Once the sampling frequency has been set-up and the number of samples decided, the IIR 

digital bandpass filter can be generated. The filter generated is an eighth order Butterworth 

filter, set to the required bandwidth, normally I MHz, at a centre frequency of 50 MHz. 
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The function used to generate this filter is contained in Mathcad, the design procedure is an 

implementation of algorithms by Steams and David [22] and produces the response shown 

in Figure 6.2. 

Passsband 
(%) 

100 

50 

0 
48 48.5 51.5 52 

Frequency MHz 

Figure 6.2 Response of the band pass filter 

The noise was randomly generated by a Mathcad function. The vector generated is viewed 

as the output ofN independent noise sources each following a Gaussian probability 

distribution of mean 0 and standard deviation 1. Figure 6.3 shows a 10 llS sample of 

generated noise signal. 

Volts 

0 

- I 
0 2 4 6 8 10 

Time ~-tS 

Figure 6.3 I 0 ~-ts of generated noise 

The Gaussian noise has a uniform spectrum over the entire range so that a portion of it will 

always affect the spectrum of the signal being demodulated, Figure 6.4 shows the 

frequency spectrum of the signal shown in Figure 6.3. 
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Figure 6.4 Spectrum of unfiltered noise 

The signal was then created according to the type of modulation to be modelled. The signal 

used a carrier frequency of 50 MHz, as would the experimental system, and the modulation 

was then added accordingly. Figure 6.5 shows 1 )..lS of PSK modulation with a modulation 

rate of 1.25 Mbps. 

1.5 

Volts 

0 

-1.5 
6 6.2 6.4 6.6 6.8 7 

Time J.lS 

Figure 6.5 1~-t s of PSK modulation f , = 50 MHz 

Figure 6.6 shows the spectrum of 20 )..lS of randomly modulated PSK signal. It can be seen 

that an approximation to the expected sine function is formed although because the length 

of signal taken was only 20 IJS it is not a particularly close approximation. 

0.5 
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0 
50 
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Figure 6.6 Spectrum of unfiltered signal 
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The normalised plot has been clipped to half of the normalised amplitude, in Figure 6.6 to 

show greater detail of the outer frequencies on the figure. A longer signal would have 

given a more representative power spectra, unfortunately the limits of the software did not 

allow this. 

The signal is added to the noise in such a way that the signal to noise ratio can be easily 

changed. The bandwidth of the noise is limited by the band pass filter shown in Figure 6.2. 

Obviously the narrower the filter the better, unfortunately the minimum bandwidth for the 

filter is set by the type of modulation used. In this example the bandwidth was 1 MHz. The 

SNR was set by calculating the unsealed SNR of the signal + noise using 

var(noise) 

var(signal) 

where var takes the variance of the data, and multiplying it by the desired SNR 

SNRdesired 

10 10 

and taking the square root, thus calculating the factor by which the noise should be divided 

to obtain the desired SNR. The filtered signal shown in Figure 6.9 has an SNR of 13 dB 
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Figure 6.7 Unftltered signal + noise 
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Figure 6.8 Unfiltered and unclipped Signal + Noise frequency spectrum 
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Figure 6.9 and Figure 6.10 show the effect that the filter has on the amplitude of the signal 

+ noise, and its spectrum 

2 
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0 

-2 
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Figure 6.9 Bandlimited signal+ noise with an SNR of 13dB 
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Figure 6.10 Bandlimited signal + noise spectrum 

In order to remove the majority of the amplitude noise on the signal it is limited or clipped, 

the effect of this on the signal is shown in Figure 6.11 , the extent of this clipping is 

discussed in chapter 8. 
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Figure 6.11 clipped signal 
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Figure 6.12 Gaussian beam 

The Gaussian distribution is multiplied by the first part of the signal, as shown in Figure 

6.13 . The Gaussian is then moved across the signal from left to right to represent the action 

of the signal propagating through the AO-cell. 
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-I 
0.6 0.8 1.2 1.4 1.6 1.8 2 

Time 11s 

Figure 6. I 3 Gaussian multiplied with signal 

The Fourier transform of the signal shown in Figure 6.13 is shown in Figure 6.14. This 

represents the Gaussian beam in the focal plane of the lens, on the bi-cell. The two dotted 

lines represent the two detectors of the bi-cell, over which the amplitude of the Gaussian is 

summed. 
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Figure 6.14 Fourier transfonn of signal and Gaussian window, with the two detectors of the bi-cell marked 

The results of the summations across the two detectors are stored as the Gaussian is moved 

across the signal, and plotted as shown in Figure 6.15. 
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Figure 6.15 output of each bi-cell 

Finally the sum and difference of the two traces shown in Figure 6.16 are plotted and 

analysed in terms of spectrum, standard deviation, variance and SNR. 
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Figure 6.16 Sum and difference of the bi-cell outputs 
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7. FM System analysis 

This chapter analyses and in most cases develops theory for several areas of the FM 

demodulation process, these are: 

1. The frequency dependent deflection of the beam and its displacement at the detector 

assembly. 

2. The effect of the Gaussian beam on the linearity of the system when it is swept across 

the bi-cell detector, and how different gap sizes affect the linearity of the system. 

3. The minimum detectable frequency deviation, limited by the detector noise. 

4. The effect of introducing FM noise onto the carrier signal on the response of the system, 

and optimum levels for clipping these 'noisy' signals. 

7.1 Deflection measurement 

Chapter 4 provided a brief introduction to the theory behind AO devices, it was shown (Eq. 

( 4.41 )) that a change in applied frequency results in a proportional change in the deflection 

angle of the beam from the AO cell. This change in deflection angle is measured as the 

beam moves across the bi-cell. The magnitude of this detected signal depends on the 

optical geometry of the system. 

The simple lens and detector arrangement used in the AO modulator is shown in Figure 

7 .I. The detector is in the back focal plane of the lens so that 8x is affected only by the 

angular displacement of the beam a, which for small angles is given by the equation 

8x 
a=- (rads) 

If 
(7.1) 

where 8x is the displacement at the detector and 11 is the focal length of the lens. If Eq. 

(7 .I) is substituted in Eq. ( 4.41) for a we get 

(7.2) 

agreeing with Eq. ( 4.54) and which is frequently used in the forthcoming analysis. 
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Lens Detector 

Figure 7 .I Displacement of the beam in the focal plane of a lens 

7.2 The system linear range for FM. 

The raw beam pattern from a normal laser operating in TEM(O,O) mode is a truncated 

Gaussian. In the (u,v) plane this can be expressed as 

ls(u,v)= p exp[ u2 +~2 ] 
2no 2 2cr o 

0 

(7.3) 

where P is the total power in the beam and cr0 is the standard deviation of the Gaussian in 

both the u and v direction. It does not matter if the standard deviation into the v direction is 

not identical to that of u, as the bi-cell integrates across the whole of the beam in the v 

direction. The beam profile at the bi-cell after the beam has been deflected and focused by 

the lens is still Gaussian, 

P1 [ x
2 

+ i l 11 (x,y) = exp 
2 

2no 2 2cr I 
I 

(7.4) 

where P 1 is the power in the deflected beam and it is shown in Appendix B that 

(7.5) 

When the carrier is unmodulated the beam is centred on the bi-cell, and since the deflection 

from the modulation is equally likely to be positive as negative the average background 

light intensity, Pb, falling on each detector is 

00 00 

Pb = J JI,(x,y)dxdy = P1q;) (7.6) 

-00 g/2 
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where g is the gap size expressed in units of cr1 and the Q function is defined as 

(7.7) 

X 

The modulation transfer function can be modelled by calculating the signal power, P
5

, 

which is the change in light intensity as the beam is deflected by a distance 8x from the 

central undeviated position, (see Figure 7.2). 

oo '6x-g/2 

Ps L = f f 11 (x,y)dxdy (7.8) 
-00 -00 

and 

(7.9) 

-oo'6x+ g/2 

where 8x is given by Eq. (7.2) 

Left Cell Right Cell 

/ 

Beam 

-00 0 +oo 

Figure 7.2 Deviation of the beam with respect to the gap size 

This is the deflection equation for an AO cell with a lens of focal length lr in the optical 

path. The double integrals ofEqs. (7.8) and (7.9) can be split up in terms ofx and y 
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O'J 2 ox-g/2 2 
P1 f -y P1 f -x 

PsL = ~ exp~y ~ exp~ 
v 2ncr 1 _00 2cr 1 v 2ncr 1 _

00 
2cr 1 

(7.1 0) 

and 
O'J 2 O'J 2 

P1 f -y P1 f -x 
PsR = exp~y exp~ 

J2na 7 _00 2cr 1 J2na 7 ox+ g 12 2cr 1 

(7 .I I) 

The integrals with respect to y in the above equations are constant and equal to unity. This 

leaves a much simpler 1-d integral 

ox-g/2 2 
P1 J -x 

PsL= ~ exp~ 
v 2ncr 1 _00 2cr 1 

(7.12) 

(7.13) 

The total area of the Gaussian is P ~> therefore Eqs. (7 .12) and (7.13) can be rewritten 

0 2 
P1 P1 f -x 

psL =2-~ exp~x 
v2ncr I ox-g/2 2cr I 

(7.14) 

p _!j__ P, 
sR- 2 ~ v 2ncr 1 

ox+ g/2 2 

J exp~ 
2cr 1 

(7 .15) 

0 

The difference of PL and PR was calculated numerically for various values of 8x between 

the limits of±cr1, using Mathcad, for three different gap sizes shown in Figure 7.3. 
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Figure 7.3 Modulation Transfer Function for varying gap sizes 

This shows that with no gap we gain the same modulation transfer function as for the knife 

edge detector [2], but as the gap size increases the linear range increases slightly, as 

verified in Figure 7.4. 

The integral analysis of the modulation transfer function reqmres a large number of 

numerical integrations to be performed and does not lend itself easily to finding a linear 

approximation to the transfer function. 

As shown by Brooks [2] if we limit the ratio of 8x to cr1 to less than unity i.e. 

8x < 1 
O"t 

(7.16) 

then we can evaluate the integral by expanding the exponential as a power series and 

integrating term by term. 

Knowing that 

2 3 4 - z z z 
e" =I+ z +-+-+-+ ... for lzl <I 

2! 3! 4! 
(7.17) 

Then substituting z for 
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(7.18) 

which gives us 

(7 .19) 

substituting Eq. (7.19) into Eqs. (7.14) and (7.15) we obtain 

P 
= P1 _ P1 [ 

12
_<>- _ (g/2-8x) 3 (g/2-ox)5 

_ (g/2-8x) 7 
) (7_20) 

sL ~ g ux 2 + 4 6 + ... 
2 -..j21tcr ~ 00 I 4Qcr I 336cr 1 

and 

P 
_!J__ P1 [ 

12 
<>- _ (g/2+8x) 3 (g/2+8x) 5 

_ (g/2+ox) 7 
) 

sR- ~ g +ux 2 + 4 6 +... (7.21) 
2 -..j21tcr ~ 00 I 4Qcr I 336cr I 

g1vmg 

PsL =!l-[_!i_[g/2-8x _ _!_(g/2-8x)
3 

+-1 (g/2-ox)
5 
__ l_(g/2-8x)

7 
+ ... :] 

2 J2; cr 1 6 cr 1 40 cr 1 336 cr 1 

(7.22) 

psR = P1 -[_lj_[g/2+8x _ _!_(g/2+8x)
3 

+-1 (g/2+8x)
5 
__ 1_(g/2+8x)

7 
+ ... ]] 

2 J2; crI 6 cr 1 40 crI 336 crI 

(7.23) 

These expressions were expanded, P,L was subtracted from P,R to give PmFF, and the linear 

terms (i.e those in 8x were extracted from the resulting function. Using these linear terms 

only we get 

or 

(7.25) 
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The difference between this power series approximation and the value obtained from the 

full integral of the MTF is simply the sum of all the higher order terms omitted from Eq. 

(7.25) This difference is plotted as an error for different gap sizes in Figure 7.4. It is clear 

from this figure that the system becomes more linear as the gap size increases, although it 

must be remembered that this is at the expense of the resolution of the system (see Figure 

7.6) 
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Beam displacement (relative to I std dev) 

Figure 7.4 Error in linear approximation to MTF 

If an error of less than I% was required it can be seen that for a gap size of zero this would 

limit the value of 18xlcr11 to 0.2 whereas for a gap size of 2cr1 the value of 8x/cr1 would only 

be limited to I. This allows us to calculate the maximum frequency deviation for a given 

system before the MTF causes significant non-linearity and distortion. 
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7.3 Shot noise limited resolution for FM demodulation 

It has been shown in section 7.2 that there is a direct relationship between the change in the 

optical power falling on each detector and the applied frequency. The smallest detectable 

frequency deviation will be when the signal level due to the change in optical power is 

equal to the signal level due to the combined noise of the two detectors. To calculate this 

minimum deviation we first examine the detector noise. 

It has been shown [2] that it is valid in all practical cases to ignore the thermal noise 

component of the system (i.e. when 2eBnR,_Pb >> 4kTB/Rd as the large amount of 

background illumination due to the laser beam gives rise to a large shot noise signal. For a 

laser power of I m W Brooks [2] showed that the shot noise was a factor of I 04 greater 

than the thermal noise. The signal current at the output of the photodiodes is given by 

(7.26) 
and 

(7.27) 

Where isLand isR are the signal currents for the left and right bi-cell elements , R,_ is the 

diode responsivity and PsL and PsR are the optical signal powers falling on the left and right 

bi-cell elements. The shot noise currents in the two photodetectors are given by 

inL
2 = 2eBnR,_ (Pb + P5L) (7.28) 

and 

(7.29) 

bi-cells Trans Amps 

Figure 7.5 Block diagram of bi-cell detector 

68 



Assuming for now that the gap size of the bi-cell is zero, makes the analysis possible. Later 

the case when the gap size is not equal to zero will be solved numerically. When the gap 

size is zero, PsL =- PsR and so 

where Bn is the system noise bandwidth and Pb is the background optical power. 

The ratio of background power Pb to signal power P5 can be written as 

K= Ps 
pb 

(7.30) 

(7 .31) 

where IKI << I. Since P, represents the signal and Pb is proportional to the shot noise, P/Pb 

is related to the signal to noise ratio. P, can be represented by PmFF or PsuM depending on 

whether we are considering the sum or difference channel, where 

(7.32) 
and 

(7.33) 

7.3.1 Analysis for very small gap 

For this case where the gap in the bi-cell is assumed to be zero and P,L ~ -P,R, PsuM from 

Eq. (7.33) will be constant, (equal to 2Pb) and is therefore ignored. We now consider the 

case for the difference, in this case P5 = P01rr· K can be positive or negative depending on 

whether the deflection is to the left or the right. To get an absolute limit we must see how 

K varies with applied frequency for a given geometry and how it is related to the output 

SNR. We will find the value forK for SNR =I. This will be taken as the limit of frequency 

resolution 

The SNR (in terms of electrical power) is given by 

(7.34) 

but Eq. (7.31) allows us to substitute for PmrF (equal toP,) to give 
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(7.35) 

If we set a unity SNR (equal signal and noise powers) as the minimum SNR limit on 

sensitivity then 

(7.36) 

This can now be solved for KsNR=J· 

(7.37) 

It can be seen that there is an inverse relationship between K and both the responsivity of 

the photodiode and the background power. An increase in either of these would cause an 

increase in the frequency resolution. Obviously the saturation level of the diode limits how 

much Pb can be increased. In the case of the two detectors used in the experimental system 

this limits the power to 196 )l W for the small detector and 7.16 m W for the larger one. 

Having assumed that the gap size in Eq (7.25) is zero, i.e. g = 0, it is possible to derive an 

equation for the best possible frequency resolution, using 

2 8x 
PoiFF = P~---

.ji; cr t 

. pb d 1 smce P1 = -- an Q(O) = - then 
Q(g) 2 

2 

using Eq. (7.5) gives 

and since 8x = AfJ 8/ then 
V a 

4Pb 8x 
PoiFF =---

.ji; cr t 
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(7.39) 

(7.40) 



P - P. g.fii[ cr o "if 
DIFF- b V 0 

a 
(7 .41) 

(7.42) 

which can be rearranged and expressed in terms of K 

(7.43) 

so the minimum resolvable frequency for a given system with a unity SNR is found using 

Eq. (7.37) 

(7.44) 

From this it can be seen that there are various system parameters affecting the frequency 

resolution. The most prominent are the acoustic velocity of the Bragg cell, the standard 

deviation of the Gaussian beam in the AO cell and the diffracted laser power. The simplest 

way to increase the resolution is to increase the diameter of the beam in the AO cell cr0 . 

Figure 7.6 shows how the difference output voltage increases with frequency for three 

different beamwidths (0.25mm, 0.49mm and 1.49mm). It can be seen that as the 

bean1width increases so does the slope of Figure 7.6 and hence the shot noise limited 

resolution improves. The experimental set-up has a beamwidth of 0.49 mm. From Figure 

7.6 the output crosses the shot noise signal at 19Hz, this is verified in Eq. (7.47). 

Unfortunately increasing cr0 increases the acoustic transit time -r, which has been shown in 

Eq. ( 4.4 7) to be inversely proportional to the bandwidth of the system. Decreasing the 

acoustic velocity of the waves will also result in lowering the minimum detectable 

frequency deviation, although the slow shear mode of the Te02 crystal has the slowest 

available acoustic velocity. The final parameter that can easily be changed in Eq. (7.44) is 

the background power Pb. A plot of laser power against frequency resolution for RJ.. = 0.35 

A/Wand Bn =800kHz is shown in Figure 7.7, as expected from Eq. (7.44) the resolution 

improves as the laser power increases. 
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Figure 7.6 Graph showing the effect of increasing the beamwidth in the AO cell 
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We can also rearrange the shot noise formula Eq. (7.35) to give an expression which links 

SNR and frequency resolution. 

(7.45) 

therefore 

Va eBn ../SNR ofmin =--
4cr 0 2nRJ... Pb 

(7.46) 

If Eq. (7.46) is compared to Brooks (2] for his analysis of the knife edge we find that the 

bi-cell reduces the minimum detectable frequency by 11.Y2. For the parameters being used 

this would give 

ofmin = 19.YSNR (7.47) 

7.3.2 Effect of a finite gap size 

If a finite gap size is assumed Eq. (7.38) is no longer valid as all the terms involving g in 

Eq. (7.25) must now be taken into consideration. This would make the analysis too 

complicated, so it was decided to ascertain the effect of the gap size on the SNR of the 

system by resolving the power series approximation of Eq. (7.25) and the Gaussian 

integrals of Eqs.(7 .14) and (7.15) numerically using Mathcad. Figure 7.8 shows how the 

SNR drops as the gap size increases for a frequency deviation of 19 Hz. As can be seen this 

graph also agrees with Eq. (7.47) as when the gap is zero the SNR is I. 

SNR 

Gap size in units of cr, 

Figure 7.8 Graph showing how the assumption made for PmFF compares with the actual values 
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The solid line was calculated using PmFF as PL- PR from Eqs. (7.14) and (7.15) whereas the 

dotted line was calculated using the approximation of Eq. (7.25). It can be seen that the 

approximation of Eq. (7.25) is accurate up to a gap size of around 2.5 cr1. 

7.4 Effect of noise on an FM carrier signal 

This section sets out to show how Gaussian noise on the incoming signal affects the 

performance of the system. The action of individual components in the system means that 

it is impractical to attempt a purely analytical solution to the noise performance. 

The elements in the system that cause the complications to the analytical solution are the 

AO cell, the limiter and the bi-cell detector ; the limiter clips any signal that exceeds a 

predetermined voltage causing discontinuities on the signal, the noisy clipped signal is first 

averaged or integrated over the time period fixed by the beamwidth of the laser in the hi

cell, and the power spectrum of the signal is then spatially integrated in two parts over the 

area of the two detectors in the bi-cell, before the sum and difference of these signals is 

taken. 

Therefore the Mathcad model of the system, described in chapter 6 has been used to 

simulate the response of the system to various noisy signals. The results of this section 

show how the optimum level of clipping is dependant on both the frequency deviation, Of, 

and the SNR of the signal at the input to the system. It also shows that the overall SNR loss 

of the system is proportional to 8f and the clipping level. The validity of these results is 

substantiated with the experimental results shown in Appendix D. These results show the 

similarity between the output of the model and the experimental system in response to 

various noisy signals. 

In each of the following sections the output SNR was calculated as follows; an 

unmodulated carrier plus noise signal was fed into the model, the variance of this signal 

calculated and stored. A signal containing modulation was then fed through the model, the 

output from this was used to calculated the average noise power of the output signal. The 

signal power was then divided by noise power to calculate SNRaut· 
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This method of calculating the SNR makes the assumption that the system is linear and as 

I have just stated it is not, for the reasons given above. Because of this, although the trends 

of the results will be correct, the absolute values will not be correct. 

Finally as shown in section 6.3 because Gaussian or white noise has power across the 

entire frequency spectrum (Figure 6.4), a bandpass filter is used to try to cut out as much of 

this noise as possible. Obviously the narrower the filter the better as far as this is 

concerned, so that the signal to noise ratio at the input is as high as possible. The problem 

being that the filter has to be wide enough to pass the modulation spectrum, normally 

considered to be at least T b, where T b is the data rate of the modulation, MHz. The input 

SNR values given, correspond to noise bandlimited to 1 MHz 

7.4.1 The effect of clipping on the spectrum of a noisy signal. 

Because noise is always ultimately going to be the limiting factor in any communication 

system, the study and mathematical description of its behaviour have become an integral 

part of statistical communication theory. Of particular relevance to this system, is the effect 

on the power spectrum of Gaussian noise of a 'clipper' or 'limiter' that chops off extreme 

values of noise in a wave. This work was started by Van Vleck and Middleton in 1943 [23] 

who looked at the effect of extreme clipping, and clipping at arbitrary levels. The analysis 

that follows agrees with the results they published for the demodulator system. They 

showed that the ratio of energy in the noise side bands to that in the carrier increases as the 

signal is clipped harder and harder. 

In order to explain how the change in energy from the carrier to the sidebands affects this 

system we look at Figure 7.9 a,b,c,d and e. These diagrams show how the amount of 

clipping affects the distribution of energy, between the sidebands and the carrier 

component of the signal, as different levels of clipping are used. The levels of clipping 

being used limits the signal to I 00%, 80%, 60%, 40%, and 20% of the maximum 

respectively. It is clear that as the signal is clipped harder more energy is transferred into 

the sidebands. The plots b,c,d, and e have all been limited to 0.1 on the amplitude scale so 

that it is easier to see the harmonics. Plot a is shown normally as it has no harmonics and 

shows more clearly how much of the signal is contained in the centre frequency. 
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Figure 7.9 The effect of clipping on the frequency spectrum of the signal 

(a) lOO%, (b)80%, (c)60%, (d)40%, (e)20%. 
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7.4.2 The optimum clipping level 

In order to find out if there was an optimum clipping level, an unrnodulated carrier signal 

was fed into the model and the output signal to noise ratio (SNRaut) was calculated from 

the variance and mean of the output signal. The SNRaut was plotted against the level of 

clipping, for three separate levels of input carrier to noise ratio (CNRin) of the carrier 

signal, shown in Figure 7.1 0. 
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Figure 7.10 The effect of clipping on the output SNR 
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It should be noted in Figure 7.10 and all subsequent plots containing clip level, that 100% 

= no clipping . 

Figure 7.10 shows clearly that there is an optimum level for clipping a signal and it is 

proportional to the CNRin· It is also clear that it is better to clip a signal too little than too 

much. Figure 7. I I shows this relationship between the optimum level of clipping on the 

signal and CNRin· it was plotted with the deviation, Of, set at 220 kHz. The minimum 

clipping level for any frequency with a CNRin above 40 dB is seen to be 95%, as the CNRin 

drops the amount that the signal has to be clipped increases quite markedly. 
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Figure 7.11 Graph showing how the optimum clipping level changes with CNR;n 

60 

The minimum clipping level itself is not fixed, but is dependant on the value of 8f being 

used in the modulated signal. If a lower value of 8f had been used the curve shown in 

Figure 7.11 would be shifted down by an amount determined by Figure 7.12. This curve 

shows the relationship between the minimum clip level at high SNR;n levels and the 

deviation 8f. 

optimum 
clip level 
(%) 

100 r---------~----------,----------.----------,----------. 

....................... J. .......... .:.;.:.;····;..:..:.;····"-"-'····4··[ ==~····~····~····"""+· ~--r-------J .............. z--: r: 
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deviation (kHz) 

Figure 7.12 Graph showing how the clipping level is affected by the frequency deviation lif. 

This means that the plot shown in Figure 7.11 will be shifted on the y-axis depending on 

the frequency deviation of the signal. Figure 7.13 shows this for three different values of 

8f. 
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Figure 7.13 Graph showing how Figure 7.12 affects Figure 7.11. 

7.4.3 System SNR loss 

60 

At this point it was necessary to decide whether the advantages gained from clipping 

outweighed the disadvantages. Figure 7.14 shows three CNR;n vs SNRout plots, taken for a 

8f of 250 kHz; one with no clipping, one where the clipping has been set to 85% and the 

other using adaptive clipping where the optimum clipping level is decided for each CNR;n· 

This graph shows that even with the adaptive clipping there is a 1.6dB gain over no 

clipping at all, and for a fixed level of clipping there is a risk of losing out over an 

unclipped signal if CNR;n is not known to within I OdB 

Figure 7.15 Shows how the SNR loss (i.e. the difference between the CNR;n and the 

SNR.,u1) between the input and output of the system depends on the size of the frequency 

deviation 8f. This plot was calculated using no clipping of the input signal. From this graph 

the expected degradation of the signal as it is demodulated by the system can be accurately 

predicted for any given frequency deviation. The reason for the lack of linearity at the top 

of the plot is due to the transfer function of the bi-cell which ceases to be linear at the 

higher frequencies, see section 7.2. Obviously if clipping had been used the plot would be 

shifted up or down depending on the level of clipping and the CNR;n-
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7.5 Summary and conclusions 

Having derived the useful relationship between 8x and 8f for the system (Eq. (7.2)) in 

section 7.1, section 7.2 goes on to show the effect of different gap sizes on the modulation 

transfer function Figure 7.3, and verifying these results using Eq. (7.25) which confirms 

that the linear range of the output increases with the gap size. 

Section 7.3 derives Eq. (7.44) which shows the shows how the parameters Pb, cr
0 

and Va 

are related to the minimum detectable frequency deviation. Figure 7.6 and Figure 7.7 show 

how increasing CJ0 and Pb respectively improve the systems resolution. Finally by using the 

parameters from the practical system in Eq. (7.46) a value for the minimum detectable 

frequency is calculated as 

8f= 19'i'SNR 

We now move onto section 7.4 which looks at the effect of putting noise on the carrier 

signal. Firstly Figure 7 .!I shows that the effect of clipping a signal too hard is much worse 

than not clipping a signal at all. With this in mind, an optimum level of clipping was 

calculated for each SNR;n and each 8f. Figure 7.12 shows how 8f affects the position of 

the maximum clipping level. 

Figure 7.14 shows the effect of clipping on the SNR loss of the system, adaptive clipping 

clearly improves the SNR loss, but the result of getting the clipping level wrong is shown 

to be drastic. 

It has been shown by Brooks [2] that because the difference output subtracts any AM noise 

common to both detectors on the bi-cell, the bi-cell system exhibits a degree of AM 

rejection, given by 

AMrejection(dB) = !Olog( ~ J 
8cr 0 2n8f 

(7.49) 

which in the case of this system gives 

AMrejection(dB) =54- I 0 log(8f) (7.50) 

which gives positive values of AM rejection up to frequency deviations of250 kHz. 
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It was decided not to clip the incoming signal, when the system is being used solely as an 

FM demodulator, and· rely on the inherent AM rejection of the difference channel. This 

means Figure 7.15 showing how the SNR loss is related to 8f is may be used for all signals 

to predict the SNRour for a known CNR;"' 
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8. PM System analysis 

The system is able to detect phase changes on the carrier signal because of their effect on 

its power spectral density (PSD) shown in the diffracted laser beam. It has been shown by 

Reeve and Houghton [3] that the Fourier transform (the effect of the lens) of the signal 

windowed in the AO cell causes the PSD to spread its power away from the centre of the 

diffracted beam toward the edges at the detector. It will be shown in chapter 9 that the 

symmetry of the spread of power away from the centre of the beam is related directly to the 

size of the phase shift applied. 

It is possible to detect this distortion of the PSD on the sum and difference channels of the 

hi-cell. The difference channel responds to the non symmetrical distortion of the PSD and 

the sum channel responds to the spreading of light away from the gap of the hi-cell where 

it is lost, and onto the detectors. 

This chapter analyses and in most cases develops theory for several areas of the PM 

demodulation process, these are: 

I. The variation of the system output for descrete phase changes between ±7t rads. 

2. The effect of the gap size on the demodulation of phase changes for the sum and 

difference channels. 

3. The minimum phase shift detectable by the sum and difference channels. 

4. The effect of introducing noise onto the carrier signal, on the response of the system, and 

optimum levels for clipping these 'noisy' signals. 

8.1 Variation of output of bicell system for discrete phase shift 

Consider the situation when a sinusoidal carrier of temporal angular frequency ffi rads/sec 

containing a single phase shift ~ radians is applied to an AO cell, whose acoustic velocity 

is V a· The peak output from the system occurs when the phase shift of ~ rads is in the 

centre of the Bragg cell aperture. This is when the maximum distortion of the PSD takes 

place (see chapter 9). The signals in the left and right sides of the AO cell aperture at this 

instant can be represented as 
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and = cos(kx + 1) · wr(x) 
2 

(8.1) 

where w1(x) and wr(x) are the left and right side window functions and k = roN3 • Figure 8.1 

shows the window for a Gaussian function. In the optical system the window function will 

normally be Gaussian because of the Gaussian beam profile of the laser but this is not 

important in this analysis. All we need to assume is that the window function is 

symmetrical about the centre ofthe window (x=O) so that w1(x) = wr(-x). 

Figure 8.1 Gaussian window function for w1 and w,. 

In this case the Fourier transform of w1 (x) is merely the complex conjugate of the 

transform of wr(x). The F ourier transform of the combined left and right parts of the signal 

is therefore of the form 

F(u) = W(u)exp(j1) + W\u)exp(- j1) 
2 2 

(8 .2) 

where W(u) is the Fourier transform of the right side window function suitably shifted to 

take account of the carrier frequency term and u is the spatial co-ordinate in the Fourier 

transform plane at the detector. Writing W(u) as R(u) + jl(u) we have 

F(u) = [R(u) + ji(u)]exp(j1) + [R(u) - jl(u)]exp(-j1) 
2 2 

(8.3) 

R(u{ exp(j ~) + exp(- j ~)] + jl(u{ exp(j ~) - exp(- j ~)] (8.4) 
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= 2R(u)co{1)- 2I(u)si{1) 

The power spectral density is therefore 

= 2R 2 (u)[l +cos~]+ 21 2 (u)[l- cos~- 4R(u)I(u)sin~] 

= 2R 2 (u) + 21 2 (u) + 2[R 2 (u)- 12 (u)]cos~- 4R(u)I(u)sin~ 

The outputs of the left and right hands element of the bicell are respectively 

-g/2 

sL = k f P(u)du 

-00 

and 

00 

sR = k J P(u) du 

g/2 

where g is the gap between the bicell elements and k is a system constant, giving 

-g/2 

sL = k J2R2 (u)+21 2 (u)+2[R2 (u)-I 2 (u)]cos~-4R(u)I(u)sin~du 
-00 

and 

00 

sR = k J2R2 (u)+2I 2 (u)+2[R2 (u)-I 2 (u)]cos~-4R(u)I(u)sin~du 
g/2 

(8.5) 

(8.6) 

(8.7) 

(8.8) 

(8.9) 

(8.1 0) 

(8.11) 

Remembering that R(u) is an even function and l(u) is an odd function it follows that R2(u) 

and I\u) are even functions and R(u)l(u) is an odd function. The above equations may 

therefore be written as 
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where 

00 -g/2 

a 1 = k J2R2(u)+21 2(u) du=k J2R2(u)+21 2(u) du (8.13) 

g/2 -00 

00 -g/2 

a2 k J2[R 2(u)-I 2(u)}:lu= k J2[R 2(u)-I 2(u)}:lu (8.14) 

g/2 -00 

00 -g/2 

a3 k J4R(u)J(u) du = -k J4R(u)I(u) du (8.15) 

g/2 -00 

Taking the sum and difference of the outputs of the bicell elements gives 

and (8.16) 

Solving the equations for at> a2> and a3 numerically for a Gaussian window, using Mathcad, 

(see Appendix C) gives a positive value for a1 and a3 and a negative value for a2. Figure 

8.2 shows the numerical solutions of Eq. (8.16) for the peak deviations in the sum and 

difference outputs for a series of phase shifts between -7t and +n radians. 

SUM 1.5 

n/2 n/2 

Phase change 

-I 

Figure 8.2 numerical solution of equation 8.16. 
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8.2 Optimum gap size for phase demodulation 

When using the system to demodulate PSK signals rather than FSK signals we have to look 

at the effect of the gap size of the bi-cell in relation to the standard deviation of the beam at 

the detector, crt· Figure 8.3 shows the light intensity distribution at the bi-cell detector when 

phase changes of 0, n/4, n/2, and 1t are at the centre of the AO cell window. The size of the 

gap shown is 3crt· Clearly the signal from each detector element will vary if the gap size is 

changed. 

The trace with the maximum amplitude shows the normal Gaussian beam with no phase 

change present. The next trace down shows how a n/4 change affects the shape of the 

Gaussian, and the next is the response to a n/2 shift. Finally the solid trace at the bottom 

shows the symmetrical response that occurs when a phase shift of 1t is in the centre of the 

cell 

PSD 

0.5 

0 

-8 

Left 
detector 

-6 -4 -2 

._Gap_. 

0 2 

Displacement in units of cr, 

4 

Right 
detector 

6 

Figure 8.3 Power spectral density of the Gaussian for phase changes of 
0, n/4, rr/2, and 1t in the centre of the Gaussian window of the AO-cell 

8 

In order to find the optimum gap size for the bi-cell in relation to the standard deviation of 

the beam at the detector crt a number of graphs were drawn. All simulated noise was taken 

off the model and carriers with phase changes of 0, n/4, n/2, and 1t were used as input 

signals to the system for a number of different gap sizes. 
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The output level caused by a phase change in the centre of the Gaussian aperture was 

subtracted from the output level for the carrier only and plotted against the various bi-cell 

gap stzes. 

Pulse 
amplitude 

0.5 

sum 
diff 

= n/2 
.. -. -

6 

Gapsize in units of a, 

Figure 8.4 Pulse amplitude versus gap size. 

Figure 8.4 shows how the amplitude of the spikes, shown in Figure 6.16, which will be 

shown to be produced by instantaneous phase shifts (chapter 9) are affected by the size of 

the gap between the detectors with respect to the standard deviation of the Gaussian beam 

at the detector cr1• The solid lines represent the sum output and the dotted lines represent the 

difference. The relationship was plotted for three different phase shifts; rc,rc/2 and rc/4. It 

can be seen from Figure 3.2. that the optimum gap size for the difference output would be 

zero, whereas the sum output gains its maximum level for a gap size of 3 cr1• It was decided 

that a good compromise would be to set the gap size to be between 2 cr1 and 3 cri' The 

mathcad file used to generate Figure 8.4 can be found in appendix C. 
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8.3 Shot noise limited resolution for PM 

8.3.1 Sum channel 

In a similar way to the frequency modulation analysis, section 7.3, this section looks at the 

smallest instantaneous phase change that can be detected by the demodulator system. The 

output voltage from either the sum or difference channel when the phase change is in the 

centre of the AO cell, is subtracted from the normal output from each channel when no 

modulation is on the carrier. This leaves the change in voltage caused by the phase change. 

PsuM(~) ··························l······················ 

LlPsuM 

PsuM(O) ··········~----L--...c: 

Figure 8.5 Graph showing tl.PsuM. PsuM(«jl), and PsuM(O). 

From Eq. (8.4) it can therefore be written that 

(8.17) 

and 

(8.18) 

where P 1 is the diffracted optical power, ~ is the phase change and a" a2 and a3 are 

constants given in Eq. (8.13), (8.14) and (8.15). The sum and difference are then divided by 

the shot noise giving 

(8.19) 

and 

(8.20) 
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where Pb is the total optical power falling on the two detectors when the phase change is in 

the centre of the AO cell, this is therefore given by PsuM(~). 

(8.21) 

In order to find the minimum detectable phase change, we continue as for the FM case. 

using Eq. (8.21) gives 

therefore 

Ks = ~PsuM = a 2 (cos(~)-1)) 
Pb a 1 +a2 cos(~) 

as K5 for SNR =I is given by Eq. (7.37) 

Eq. (8.24) can be written 

substituting for Pb 

which is equal to 

2eB11 ai(cos(~)-1)) 2 

= 
Rt.. P1 a 1 + a2 cos(~) 

collecting the cos(~) terms together gives 

2eB17 (al + a2 cos(~))= Rt.. P1ai (cos(~) -1)) 2 

2eB17 al + 2eB17a2 cos(~) = Rt.. P1ai (cos(~ ) 2 -2 cos(~)+ I) 

which can be written as a quadratic 
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(8.22) 

(8.23) 

(8.24) 

(8.25) 

(8.26) 

(8.27) 

(8.28) 

(8.29) 

(8.30) 



(8.31) 

which can be solved for cos(~). Two roots are produced, which when the values for al> a
2 

and a3, numerically calculated using mathcad are substituted in gives one reasonable and 

one impossible value for cos(~). It is possible, as for the FM analysis, to get an expression 

which links SNR and minimum detectable phase shift .. This is done by rearranging Eq. 

(7.36) to give Eq. (7.45) 

(8.32) 

We can then substitute this in Eq. (8.25) and thus the reasonable root of Eq. (8.31) can be 

written in terms of the system SNR and thus a value for ~min(sum) calculated. 

Using the normal system parameters, as given in chapter 5, gives 

~min(sum) = 
3
7t
0 

.,tSNR (8.32) 

8.3.2 Difference channel 

Similarly for the difference output we get 

(8.33) 

using Eq. (8.21) gives 

(8.34) 

therefore 

Ko = MoiFF = a3 (sin(~)) 
Pb a1 + a2 cos(~) 

(8.35) 

which can be rearranged and expressed in terms of K0 

a1 +a2 cos(~) K . (d.) 
D =Sin 'I' 

GJ 
(8.36) 

so the minimum resolvable phase for a given system with a unity SNR is found using Eq. 

(7.37) from 
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(8.37) 

Again values for a1, a2 and a3, calculated using mathcad are substituted in and linking the 

SNR and minimum phase for the difference. In the case of the difference we can assume 

that as ~min is small cos(~) "" I so that 

sin(~ m in)= a! + a2 J 4eBn .J SNR 
a3 R-;,_ Pb 

(8.38) 

which using the normal system parameters gives 

,~. · (d"ll) = _1t_ --/SNR 
'l'mm 1 9166 

(8.39) 

8.4 The effect of clipping on PM 

When considering the response of the system to phase modulation the first point to be 

noted is that both the sum and the difference channels are used to demodulate the signal. 

The response of the difference channel to band limited Gaussian noise will be identical to 

that when the system is being used as an FM demodulator. Therefore it is only necessary to 

consider the effect noise will have on the sum output. 

Figure 8.6 shows the relationship between the optimum level of clipping on the signal and 

the CNR of the signal at the input to the system CNR;n- The optimum clipping level for any 

frequency with a CNR;n above 40 dB is seen to be 70 %, and again as in the case of the 

difference channel, as the CNR;n falls the an1ount that the signal has to be clipped increases 

quite markedly. 
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Figure 8.6 Optimum clipping level versus CNR,. 
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By comparing Figure 8.6 to Figure 7.10, which shows the optimum clip level of the 

difference output versus the CNR;"' it can be seen that the overall shape of the curves are 

similar although the curve for the sum falls off at half the rate as shown in Figure 8.7. 
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Figure 8.7 Graph showing how the optimum clipping level for the sum channel differs from the optimum 
clipping level for the difference channel. 

As with the difference channel, it was decided to look at what was being gained by 

clipping the signal. Figure 8.8 shows three CNR;n to SNRout plots, taken for a phase change 

of rc/2 rad; one with no clipping, one where the clipping has been set to 65% and the other 

using adaptive clipping where the optimum clipping level is decided for each CNR;"' 
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Figure 8.8 Graph showing the effect of different levels of clipping SNR.,"1 versus SNR; •. 

This graph shows that with the adaptive clipping the SNR has a gradient of 2 whereas the 

gradient of the slope for no clipping is I. It can also be seen from Figure 8.8 that even a 

constant level of clipping is preferable to none at all 

8.5 Summary and conclusions 

This chapter has shown how the AO demodulator performs when it is being used as a 

phase demodulator. Section 8.1 derived equations relating the instantaneous phase shift ~ 

to the output of the system. Concluding that the sum and difference of the outputs of the 

bicell elements gives 

2(a 1 + a2 cos~) and (8.16) 

where ~ is the discrete phase shift and a1, a2, and a3 are constants calculated from Eqs. 

(8.13), (8.14) and (8.15) respectively. 

Section 8.2 goes on to show the optimum gap size of the bi-cell in terms of the standard 

deviation of the laser beam at the detector, cr1• Figure 8.4 shows that there is a conflict 

between the optimum gap size for the difference channel and the sum channel. It was 

decided that a good compromise would be a gap size of between 2 cr1 and 3cr1 
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The shot noise limited resolution of section 8.3 derives two equations for the minimum 

detectable phase changes, one for the difference channel and one for the sum channel. For 

the parameters used in the practical system the minimum detectable phase shift for the sum 

channel is 

.~- ~'V'SNR 'l'min(sum) = 
30 

and for the difference channel is 

.~- · (d"ff) = _n_ 'V'SNR 
'fmm 1 9166 

Finally in section 8.4 the effect of various levels of clipping of the carrier signal (CNR;n) 

on the output signal to noise ratio (SNR0 uJ are presented. It is shown that the level of 

clipping required for the sum is greater than the level required for the difference channel. It 

is also shown that any level of clipping improves SNRaur· Obviously the signal can only be 

clipped once so there has to be a trade off between the performance of the two channels. 

For purposes such as Doppler detection, (see chapter 9), and FM signals the difference 

channel contains all of the useful information, so obviously the system would be set up to 

optimise its performance. As a surveillance receiver the information is contained on both 

channels, but as using Eq. (8.16) for Pmr-F( ~) it is theoretically possible to calculate the 

phase shift from the amplitude of the spike, it would seem reasonable to optimise the 

clipping level for the difference channel again. 
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9. Simulated results from the model 

The mathematical model described in chapter 6 was used to simulate the response of the 

AO demodulator to a variety of modulated signals, these are; discrete phase shift of n, ± 

rt/2, ± n/4 and ± 3rt4 ; frequency shift keying signals ; phase shift keying signals ; a pulse 

doppler signal; and a carrier signal containing AM noise. 

The model (the listings of which can be found in appendix C) created these modulated 

signals and simulated the effect of each of the components, described in chapter 5, on the 

overall output of the system. These results were then used to explain exactly what was 

going on in the system and why the output of the system responded in the way it did to 

different input signals. 

It is also shown how it is possible to decode the waveforms produced by the sum and 

difference channels in response to the digitally modulated inputs. The simulation results 

gained from the software were based on a 50 MHz carrier signal modulated by the 

appropriate form of modulation. In each case the model was used to produce a plot 

showing the effect of the modulation on the shape of the Gaussian beam profile during the 

transition stages, and the sum and difference output of the bi-cell. The plots of the beam 

profile show five representations of the diffracted beam as the change in modulation (be it 

frequency or phase). These five plots show the effect on the beam as the change in 

modulation; I) approaches the AO window, 2) is one quarter the way through the AO 

window, 3) is half way through the AO window, 4) is three quarters the way through the 

AO window, 5) has passed all the way through and out the other side. 

9.1 Digital phase modulation 

This section shows how instantaneous phase shifts of rt, ± rc/2, ± rt/4 and ± 3rt4 affect the 

power spectral density, PSD, of the diffracted beam and hence the effect on the sum and 

difference output channels of the system. It is shown that the system can accurately 

identify all of these individual phase shifts by examination of the sum and difference 

channels. 
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9.1.1 Phase shift of n. 

A 1t phase shift is put onto the 50 MHz carrier signal, the effect of this on the shape of the 

beam at the detector can be clearly seen in Figure 9.1 with the intensity dipping to zero in 

the centre of the beam (when the phase change is halfway through the cells aperture). This 

effect was previously described by Reeve and Houghton [3]. 

Power Spectral Density 
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Displacement at detector in units of cr, 

Figure 9.1 Simulation of beam spectral density function in response to BPSK input signal. 

The system output shown in Figure 9.2 shows how the sum of the bi-cells outputs (upper 

trace) increases as the phase change goes through the cell due to the power being taken 

away from the gap between the two cells and spread onto the active areas. As the change in 

distribution is symmetrical there is no change on the difference channel. 

Volts 

Time 11s 

Figure 9.2 Simulation response to rr PSK input, on a 50 MHz carrier frequency. 
upper trace : sum. lower trace : difference. 
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9.1.2 Phase shift of n/2 

Figure 9.3 and Figure 9.4 show how the spreading of the intensity described above is no 

longer symmetrical but is shifted to one side or other of the centre of the beam according to 

whether the phase change is n/2 or -n/2. 
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Figure 9.3 Simulation of beam spectral density function in response to +rr./2 input signal. 
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Figure 9.4 Simulation of beam spectral density function in response to -rc/2 input signal. 
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Figure 9.5 shows that the sum still increases as the phase affects the shape of the pulse 

although not as much as for the 1t phase change, this time the difference is also affected due 

to the non symmetry of Figure 9.4 and Figure 9.3. A positive spike on the difference 

channel indicates a phase change of n/2 and a negative spike indicates a phase change of

n/2. 

Volts 

Time J.lS 

Figure 9.5 Simulation response to +rc/2 and -rc/2 input on a 50 MHz carrier frequency. 
upper trace : sum. lower trace :difference. 

9.1.3 ± n/4 and ± 3n/4 phase shifts 

Rather than show all four PSD's for± n/4 and ± 3n/4, here are shown the PSD's for -n/4 

and -3n/4 only. As in section 9.1.2 for the ±n/2 phase shifts the PSD's for +n/4 and +3n/4 

are simply mirror images of Figure 9.6 and Figure 9. 7. 
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Figure 9.6 Simulation of beam spectral density function in response to -rc/4 input signal. 
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Figure 9.7 Simulation of beam spectral density function in response to -31!/4 input signal. 

The system output shown in Figure 9.8 shows how the sum of the bi-cells outputs (upper 

trace) is proportional the phase change due to the different amounts of power being taken 

away from the gap between the two cells and spread onto the active areas. Again positive 

and negative spikes represent +and - phase changes of n:/4 and 3n:/4. 
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9.1.4 Summary 

Time flS 

Figure 9.8 A 50 MHz carrier modulated by ±rc/4 and ±37!/4. 
upper trace: sum ofbi-cell. lower trace: difference ofbi-cell 

Section 9.1 has shown that the PSD of the beam and hence the output of the system have 

different responses to each of the phase changes applied. It is therefore possible to identify 
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individually each of the phase changes. The distinguishing outputs on the sum and 

difference channels are shown in Table 9.1. It should be remembered that a2, calculated 

numerically in chapter 8, is always negative. 

Phase shift Sum Difference 

1t tallest spike Constant 

±7t/2 medium size spike ex: a1 + a2 cos( q,) ± spike ex: a3 sin($) 

±7t/4 small spike ex: a1 + a2 cos($) ± spike ex: a3 sin($) 

±31t/4 tall spike ex: a1 + a2 cos($) ± spike ex: a3 sin($) 

Table 9.1 Summary of the effect of phase shifts on the sum and difference channels 

9.2 Digital frequency modulated signals 

Frequency shift keying (FSK) is binary frequency modulation of the analogue carrier. Thus 

a voltage controlled oscillator can be used with the two voltage levels of the data, shifting 

the carrier to two descrete frequencies, one of which represents binary I and the other 

binary 0. In a simple system no care is taken at the transition points to preserve the phase, 

this results in phase discontinuities at these transition points. Systems that do preserve the 

phase at these transitions are called continuous phase- FSK (CP-FSK). 

9.2.1 Continuous Phase - Frequency Shift Keying (CP-FSK) 

A 50 MHz carrier signal was deviated by ±250 kHz. Figure 9.9 shows the shape of the 

diffracted beam at the detector does not change very much, except that it broadens slightly 

when the transition between the two frequencies is in the centre of the acousto-optic cells 

aperture. The only effect is to shift the position of the beam along the axis by an amount 

proportional to the frequency deviation. This is an example of a CP-FSK signal. If there is 

any constant voltage change on the difference output it indicates a change in frequency 

from the carrier frequency. The system output shown in Figure 9.10 is an example of a CP

FSK signal with alternate positive and negative frequency changes. 
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Figure 9.9 Simulation of beam spectral density function in response to CP.-FSK input signal. 
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Figure 9.10 Simulation response to CP-FSK input on 50 MHz carrier frequency. 
upper trace : sum. lower trace : difference. 

9.2.2 Frequency shift keying (FSK) 

The result of the phase discontinuities of normal FSK can be clearly seen by the distortion 

of the PSD in Figure 9.11, this causes the pulses on both the sum and difference at the 

transition points of Figure 9.12. 
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Figure 9.11 Simulation of beam spectral density function in response to FSK input signal. 
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Figure 9.12 Simulation response to FSK input on 50 MHz carrier frequency, pulses on the sum caused by 
phase changes during frequency transitions. Upper trace : sum. lower trace : difference. 

9.3 Practical Phase Shift Keying signals 

This section presents the outputs from the various PSK modulation techniques discussed in 

section 2.3. In PSK the phase of the carrier signal is switched between two or more values 

in response to a binary message. The majority of practical digital modulations use two

dimensional signal constellations in which the first dimension is the cosine carrier signal 

and the second is the sine carrier signal of the same frequency. These rely on accurate 

phase reference in order to keep them orthogonal, a scheme that needs a reference is called 

a coherent modulation. Conversely a scheme that can work without a phase reference is 
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called an incoherent modulation. Because the AO demodulator will have no idea of the bit 

rate of any of the signals it is demodulating, in all these examples the bit rate is assumed to 

be the time between the two closest changes of modulation. Over a long enough signal 

sample this will be true. 

9.3.1 Binary Phase Shift Keying (BPSK) I Differential phase shift keying (DPSK) 

For binary modulation a I 80° phase shift is often used because it simplifies the modulator 

design, this is known as phase-reversal keying (PRK), or BPSK. No phase shift denotes 

binary 0 and a 1t phase shift denotes a binary I. In a DPSK scheme, the data are encoded 

into the transition from interval to interval. Differential encoding uses the rule that there is 

no change in the output state if a I is present at the input and there is a change if a 0 is 

present. 

BPSK and DPSK signals can be identified by a mixture of spikes and no change on the 

sum channel and nothing on the difference channel. With reference to the results of section 

9. I it can be seen that the wave form of Figure 9. I 3 was created by phase changes of 1t, 0, 

7t, 7t, 0, 7t, 1t. The BPSK codeword that produced this output was I 0 I 10 I I, a DPSK 

codeword producing the same output would be OOIOOI due to the encoding discussed in 

section 2.3.3, see Table 9.2 

Output phase 1t 0 1t 1t 0 1t 1t 

DPSK codeword 0 0 I 0 0 I 

Table 9.2 Decoding a DPSK wavefonn. 
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Figure 9.13 Simulation results of phase changes using 11 and 0. 

9.3.2 Quadrature phase shift keying (QPSK) 

As described in section 2.3.4, a QPSK signal has a maximum phase shift in any one bit of 

1t. QPSK modulation carries four symbols, each with a different phase. These phases are 

spaced by 90° and normally are ljl = {45°, 135°,225°, 315°}, which correspond to 00, 10, 

11, 0 I respectively. The example of a QPSK signal shown in Figure 9.14 is a result of the 

instantaneous phase shifts n/2, n, -n/2, n, n/2, -n/2 (From section 9.2). If we assume that 

the original state of the signal was 00 or n/4, then we can write the QPSK phase states as 

3n/4, 7n/4, 5n/4, n/4, n/4 3n/4, n/4. Thus we can recreate the codeword I 0 0 I 11 00 00 I 0 

00. 
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Figure 9.14 Simulation response to a QPSK signal 
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9.3.3 Offset quadrature phase shift keying (OQPSK) 

OQPSK is similar to QPSK except that the carrier phase transitions are transmitted in two 

periods. This results in instantaneous carrier phase transitions of only ±rc/2 from the 

previous phase state, as compared to QPSK (and BPSK) that contain re transitions. Again 

by looking at section 9.1. it can be seen that Figure 9.15 which was created by 

instantaneous phase changes of -rc/2, 0, rc/2, rc/2, rc/2, 0, -rc/2. Again assuming an initial 

phase of 00 or rc/4, these would result from the transmitted signal phase 7rc/4, 7rc/4, rc/4, 

3rc/4, Src/4, Src/4, 3rc/4. Which according to section 2.3.4 translates to 01 0 I 00 10 11 I I I 0, 

which would make the values for a' and aQ 

a1 0 0 I I 

aQ I 0 1 0 

This is shown more clearly in Table 9.3. The binary digit in bold the 'corresponding 

binary' row is the one which is changed by either the I or Q channel alternately 

Recorded 
phase 
accumulative 
phase 
corresponding binary 

I channel 

Q channel 

4 

Volts 

2 

0 

initial a' a"- a' a"-

phase 
-rc/2 0 rc/2 rc/2 

rc/4 7rc/4 7rc/4 rc/4 3rc/4 

00 01 01 00 10 

0 0 

I 0 

Table 9.3 Decoding the OQPSK waveform 
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Figure 9.15 Simulation response of an OQPSK signal 
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9.4 Truth Table 

The truth table shown m Table 9.1 characterises the type of waveform that will be 

produced on the sum and difference channels in response to each form of modulation 

investigated in section 9.3. Using this table it is possible to identify the type of modulation 

detected by the system from the waveforms. 

(i) CP-FSK. CP-FSK signals are characterised by a shift in level on the difference channel 

while the sum remains constant. Unlike the case for PSK signals where the output is a 

spike which only occurs while the phase shift is within the laser window, the level change 

persists for as long as the frequency remains constant. If there is no phase discontinuity 

when the frequency changes, as in continuous phase FSK or MSK, then only the level 

changed is observed. The magnitude of the level change, and hence the delectability of the 

signal, is proportional to the change in frequency. 

(ii)FSK. As for CPFSK signals are characterised by a shift in level on the difference 

channel while the sum remains constant. The difference being a phase discontinuity at the 

frequency change results in spikes on both the sum and difference. 

(iii) BPSK. Assuming that the two phase shifts are 0 and re radians this is characterised by 

a constant difference channel with a spike on the sum channel at each phase shift. 

(iv) QPSK. The four phase shifts are 0, ±rt/2 and 1t radians; therefore the possible phase 

shifts are also 0, ±rc/2 and 1t radians. A spike on the sum channel indicates the presence of a 

phase shift and the corresponding state of the difference channel indicates the nature of the 

change. The occurrence of all three phase shifts identifies the type of modulation. 

(iv) Offset QPSK. Here the only possible phase shifts are ±rc/2 radians. The absence of the 

1t radians phase shifts identifies the type of modulation. 
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Modulation Sum Difference 

FSK glitches due to$ changes cc frequency and glitches due to $changes 

CP-FSK Constant cc frequency, no glitches 

BPSK Spike Constant 

QPSK Spike cc$ ±spike 

OQPSK Spike ±spike 

Table 9.4 Relating the response of the sum and difference channels to the forms of modulation 

9.5 Pulse Doppler measurement 

Pulse doppler radar as explained in chapter 3 uses the doppler frequency shift produced by 

moving. targets. The recorded doppler shifts can either be used to calculate the relative 

speed of the object or more commonly to separate small moving targets from undesired 

stationary targets (clutter). 

In order to simulate the returning signals from a pulse doppler radar two pulses were 

created using the model, one without simulated doppler shift and the other with I 0 kHz of 

frequency shift. Firstly a 2 JlS pulse of a 50 MHz carrier signal is applied to the system, the 

sum channel shows that a pulse has been detected and the effect of no frequency shift on 

the difference output is a straight line, Figure 9.17. If however we simulate some doppler 

shift on the pulse by raising or lowering the frequency of the carrier signal by I 0 kHz, we 

get the trace shown in Figure 9.18. Again the sum channel indicates the presence of a pulse 

but the difference trace is raised or lowered by an amount proportional to the change in 

frequency. Figure 9.16 shows how the diffracted beam behaves as the pulse moves into the 

Gaussian window and travels through the AO cell. Using Eq. (3 .I) and assuming that the 

original transmitted frequency of the radar was 9 GHz before being mixed down to 45 

MHz we find that the velocity represented by I 0 kHz is 

cfd 3*108 *10*103 
v --- = 166m/s 

r - 2/
0 

- 2 * 9 *I 09 
(9.1) 

It may be noted that the bi-cell gap has been narrowed, m order to improve the 

performance of the system for small frequency measurement. In each case the pulse on the 
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top trace identifies that there is a signal present, while the height of the bottom pulse above 

or below zero is proportional to the change in frequency. The spikes seen on the difference 

trace are due to phase discontinuities at the beginning and end of each pulse. 
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Figure 9.16 Simulation of beam spectral density function in response to a 21JS pulse of a 50 MHz 
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Figure 9.17 A 2 IJS pulse of a 50 MHz 
top trace : sum output of bi-cell divided by 50. bottom trace : difference output of bi-cell 
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Figure 9.18 A 2 J.IS pulse of a± 50.0 I MHz 
top trace : sum output of bi-cell divided by 50. bottom trace : difference output of bi-cell 

Skolnik gives an equation for the accuracy of frequency (doppler-velocity) measurement 

[9] for a perfectly rectangular pulse as 

(9.2) 

where '6/ in this case is the rms error in frequency measurement, t is the pulse width and 

2E/N0 is the signal to noise ratio. The solid line of Figure 9.19 shows is a plot of Eq. (9.2) 

for a 1 flS pulse and signal to noise ratios of between I 0 and 40 dB. The second trace is the 

calculated rms frequency error from the AO demodulator model. This trace was produced 

by calculating the rrns error for 6 values of SNR. The rms error was calculated by 

producing a 1 flS pulse with the appropriate noise, taking the standard deviation of the 

signal when the AO window is filled with the pulse, and dividing it by the mean shift 

caused by a given frequency deviation. From these values the rrns error is calculated, for a 

number of pulses and the average value taken. It is clear that the AO demodulator has a 

smaller frequency error. For example an SNR of 20 dB gives an rms frequency error of 

around 55 kHz for Eq. (9.2) whereas the model predicts an error of 22.5 kHz for the AO 

demodulator, an improvement of almost two and half times. 
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Figure 9.19 Plots showing the improvement in rms frequency error of the AO demodulator for a I 11s pulse 

The rms error is still large even with the improvement that the AO system gives, therefore 

either high SNR's are needed or longer pulses will have to be used. Obviously if the 

duration of the pulse is lengthened the rms error will be reduced, as shown in Figure 9.20 

for a 2 !-LS pulse. Again the top trace is calculated from Eq. (9.2) and the lower trace is the 

predicted response of the AO demodulator from the model. 
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Figure 9.20 Plots showing the improvement in rms frequency error of the AO demodulator for a 2 11s pulse 

9.6 AM noise analysis 

An example of the AM noise suppression of the system can be seen in Figure 9.21 the top 

trace shows the AM signal being added to the unmodulated carrier signal and the bottom 
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trace shows the difference output of the bi-cell. AM and laser intensity noise rejection is at 

a maximum at the undeviated carrier frequency. The laser SNR (normally quoted in dB's) 

is the ratio of steady state power to noise power and can be expressed [2] 

Laser SNR = IOiog(ave~age power) 
nmse power 

(9.3) 

The laser SNR will be unchanged as the beam is diffracted by the AO cell, therefore the 

beam on the detector will have an identical SNR. The laser intensity noise will therefore 

manifest itself as AM noise at the detector which will be suppressed by the AM rejection of 

the system. The AM rejection is related to the frequency deviation 8f by Eq. (7.49). In this 

case the AM noise suppression is 34 dB. This is an important result for the pulse doppler 

measurement as the frequency deviation is measured on the difference channel. 
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Figure 9.21 Input signal 50 MHz, no modulation, I 0 MHz AM noise. 
Top trace : AM noise. Bottom trace : difference output from bi-cell . 

6 

9.7 System response to phase changes 

In order to determine how the system output changed in response to different phase 

differences, the Mathcad model was used. The relationship between the amplitude of the 

sum and difference output signals when a phase change, $, is in the centre of the Gaussian 

window, to that when only the carrier is present, was plotted for a number of phase values 

between 0 and 1t. Figure 9.22 and Figure 9.23. 
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Figure 9.22 Simulated phase response of the difference channel. 

Phase shift 

Figure 9.23 Simulated phase response of the sum channel. 

The plots were reproduced more accurately using another Mathcad model which plotted 

I 00 points of the phase between -7t and +1t. On these results was superimposed sine wave 

and a k-cosine wave as derived in section 8.1, to show how the theoretical results compared 

with the output of the model, Figure 9.24. and Figure 9.25. The similarity of the two plots 

shows that the model confirms the theoretical results. Experimental verification is 

demonstrated in section I 0.1. 
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Figure 9.24 Numerically calculated phase response for the difference channel. 
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Phase shift 

Figure 9.25 Numerically calculated phase response for the sum channel. 
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10. Experimental results 

The results shown in this chapter were all taken from the experimental set-up described in 

chapter 5. The appropriate signals were generated, either straight from the 2045 signal 

generator or on the computer and then down loaded onto the 2045. The system was set-up 

for either FM or surveillance (FM and PM) purposes by changing the focal length of the 

lens, in order to change the relative gap size of the detector. The stored output waveforms 

were then transferred back to the computer from data 6100, and plotted using Mathcad. 

10.1 Modulation transfer function 

A chirped signal was applied to the AO cell, in order to sweep the beam across the bi-cell 

detector. The beam was swept from -2cr1 to 2cr1 which is equal to the manufacturers quoted 

beamwidth at the e·2 point. To calculate the frequency span needed for the chirp to move 

the beam by 4cr1, it is necessary to go back to Eq. (7.2). 

/...If 
OX=-8! 

V a 

knowing that ox= 4cr1 and substituting in for cr1 , Eq. (7.5) gives 

'6f=~ 
7t0" 0 

(I 0.1) 

which, substituting in for the laser and AO cell being used gave a required frequency span 

for the chirp of 1.6 MHz. 
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MTF 

g = crt 
g = 3cr/2 
g = 3cr1 

Beam position in units of cr, 

Figure I 0.1 modulation transfer function for varying gap sizes 

As the AO cell has a centre frequency of 45 MHz this gave a starting frequency for the 

chirp of 44.2 MHz. 

The Modulation transfer function shown in Figure I 0.1 was plotted for 30, 20 and 10 cm 

focal length lenses giving values for cr1 of l23J.lm, 82J.lm and 41J.lm, using a bi-cell with a 

gap size of 127j.lm, this gives relative gap sizes of cr1, 3cr/2 and 3cr1• 

This compares very well with the results shown in Figure 7.3 of the analysis of the system. 

It can be seen that as the size of the gap size is decreased relative to cr1 the linear range of 

the system is increased. 

10.2 Phase transfer function 

The signal generator was set up to give a range of phase shifts from zero to 1t in steps of 

n/8 separated by I J.lS. The result of these phase shifts are shown in Figure 1 0.2 and Figure 

I 0.3 for the sum and difference channels respectively. The solid line linking the peaks of 

the sum output is the a3sin8 curve, shown in figure 9.23 and derived in section 8. I. 

Similarly the solid line linking the peaks of the difference output is the a1+a2cos8 shown in 

figure 9.22 and derived in section 8.1. Clearly there is close agreement between these 

results. 
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Figure 10.2 Experimental verification ofEq. (8.16). (sum) 

-0.5 L_ ____ _,_ ____ _J_ _____ L_ ____ ...J.._ ____ __, 
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Time ~s 

Figure I 0.3 Experimental verification of Eq. (8.16). (diff) 

10.3 Digital modulation 

In this section results are presented from the breadboard system to demonstrate their 

agreement with the modelled results shown in the previous section. The hi-cell has a gap 

size of 127 ~m and was used in conjunction with a lens of focal length I 0 cm. Using Eq. 

(7 .5) the value of O't can be calculated as 41 ~m, therefore the hi cell gap is close to 3crt· 

Signals for analysis were generated using the Analogic 2045 programmable arbitrary 

waveform synthesiser so that precise frequencies and phase shifts could be obtained. This 

section compares the performance of the experimental system in response to digitally 

modulated signals. The actual signals generated by the 2045 are exactly the same as those 

used in section 7.5 for the computer model. The sampled signal data generated in Mathcad 

is downloaded on to the 2045 via the IEEE6400 link. In each of Figure 10.4 to Figure 

1 0.10 showing the results of the digital modulation, the upper trace is the sum and the 

lower trace is the difference of the hi cell outputs 
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10.3.1 Digital phase modulated signals 

Section 9.1 showed how the different phase shifts produced different outputs from the 

models sum and difference channels. This section presents the experimental results in the 

same form as section 9.1 for these various phase shifts. The overshoot on the downward 

edge of the spikes on the sum channel caused by the response of the detectors in the bi -cell 

system. By slowing up their response time these can be lost, but obviously at the expense 

of the bandwidth of the system. Figure 10.4 shows the response to a series of 1t phase 

changes, Figure 10.5 shows the response to a series of ± n/2 phase changes and finally 

Figure I 0.6 shows the response to ± n/4 and ± 3n/4 repeated once. When compared with 

figures 9.2, 9.5 and 9.8 respectively it can be seen that the results are in very good 

agreement. 
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Figure I 0.4 Experimental response to a 1t phase shift. Top trace : sum. bottom trace : difference. 
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Figure I 0.5 Experimental response to phase shifts of i:rt/2. Top trace : sum. bottom trace : difference. 
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Figure I 0.6 Experimental response to± n/4, ± 3n/4 phase shifts. Top trace : sum. bottom trace : difference. 
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10.3.2 Digital frequency modulated signals 

10.3.2.a Continuous Phase- Frequency Shift Keying (CP-FSK) 

The CP-FSK signal was generated on the PC ensuring that no phase changes occurred 

when the frequency changed. The frequency deviation applied was ± 25 kHz and the period 

was 2.5 JlS, Figure I 0. 7 . This result should be compared with the CP-FSK signal used on 

the model shown in figure 9.I 0. 
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Figure 10.7 Experimental response to a CP-FSK signal. Top trace: sum. bottom trace: difference. 

10.3.2.b Frequency Shift Keying (FSK) 

In generating the normal FSK signal no care was taken in maintaining phase at the 

transition points. Hence the random phase changes shown by the spikes at these points, on 

both the sum and difference outputs graphs. As for the CP-FSK the frequency deviation 

applied was ± 25 kHz and the period was 2.5 JlS, Figure I 0.8. Again this backs up the 

results of the model shown in figure 9.I2. 
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Figure I 0.8 Experimental response to an FSK signal. Top trace : sum. bottom trace : difference. 

10.3.3 Practical Phase Shift Keying (PSK) signals 

10.3.3.a Binary Phase Shift Keying (BPSK) 

The output for a signal containing phase shifts of 0 and 1t radians is shown in Figure I 0.9. 

The BPSK codeword that produced this output was I 0110 I I where a peak represents I and 

no peak represents zero, whereas the DPSK codeword would be 00 I 00 I due to the 

encoding discussed in section 2.3.3. These are the same signals used for the model m 

section 9.3.1 again very close agreement can be seen between the two sets of results. 
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Figure I 0.9 Experimental response to a BPSK signal. Top trace : sum. bottom trace : difference. 

10.3.3.b Quadrature Phase Shift Keying (QPSK) 

The output for a signal containing phase shifts of 0, rr/2, rr, -rr/2 radians is shown in Figure 

I 0.1. As the phase changes shown are the instantaneous phase changes relative to the 

previous change, the phase changes shown are cumulative. i.e. the phase changes are 

rr/2, rr, -rr/2, rr, 0, rr/2, -rr/2 

which makes the actual transmitted phase states assuming the original state of the signal as 

for the modelled results of section 9.3.2 

3rr/4, 7rr/4, Srr/4, rr/4, rr/4 3rr/4, rr/4 

Which again following the conventional encoding technique (section 2.3.4) would be the 

codeword 

10 0 I I I 00 00 10 00 
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Figure I 0.10 Experimental response to a QPSK signal. Top trace : sum. bottom trace : difference. 

Clearly there is very close agreement between the results obtained from the model and 

those from the breadboard system. 

10.3.3.c Offset Quadrature Phase Shift Keying (OQPSK) 

The output for a signal containing phase shifts of± rr/2 radians is shown in Figure I 0.11. 

The phase shifts here are -rr/2, 0, rr/2, rr/2, rr/2, 0, -rr/2, -rr/2. It is necessary to assume an 

initial phase for the system, as for the results of section 9.3.3 it is assumed to be binary 00 

i.e. rr/4. The presence of a phase change (± rr/2) on the signal denotes a change in state by 

either the I or the Q channel alternatively. Obviously no phase change means that the 

channel has not changed state. Table I 0.1 decoding an OQPSK output from the system 

shows how the codeword can be decoded from the output waveforms, a more detailed 

explanation of the decoding can be found in section 9.3.3. 
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phase change -rr/2 0 rr/2 rr/2 rr/2 0 

channel I Q I Q I Q 

input signal 0 1 0 0 1 1 

Table I 0.1 decoding an OQPSK output from the system 
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Figure I 0.11 Experimental response to an OQPSK signal. Top trace : sum. bottom trace : difference. 

10.4 Shot noise limited frequency resolution 

For the frequency resolution results the smaller bi-cell was used as its gap size was only I 0 

~m, the lens had a focal length of 15 cm. Using Eq. (7.5) the value of crt was therefore 60 

~m, therefore the bicell gap is close to cr/6. A Marconi 2022E signal source was 

programmed to give a 45 MHz carrier signal. FM modulation at 1 kHz with a variable 

deviation width was used as a test signal. Figure 10.12 (a), (b), (c), and (d) show the 

difference channel output for frequency deviations of 1kHz, I 00 Hz, 50 Hz and 20 Hz 

respectively. The shot noise clearly begins to mask the signals at the lower frequency 

deviations, and the 20 Hz signal is bearly distinguishable above the noise. 
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Figure I 0.12 Graphs showing a I kHz sin wave with deviations of 

(a) I kHz, (b) 100Hz, (c) 50 Hz, and (d) 20 Hz 

Figure 10.13 used signals generated on the 2045 signal generator to create FM signals of 

frequency f c ± '6 f. 
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Figure I 0. 13 Plots showing how an FSK signal is shot noise limited for deviations of 

(a) I kHz(b)500Hz(c) 100Hz(d)50Hz 

Thus essentially these are FSK signal but using very small deviations, for Figure 1 0.13(a) 

8f = 1 kHz, Figure 10.13(b) has 8/ = 500Hz, Figure 10.13(c) has 8/ =100Hz and finally 

for Figure 1 0.13(d) 8/ = 50 Hz. Again the shot noise limit of the system can be seen in 

Figure 10.13(d) where 8/= 50Hz. 
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10.5 Shot noise limited phase resolution 

In section 8.3 the minimum detectable phase change was calculated to be n/30 on the sum 

output and n/9166 on the difference output. Figure 10.14 shows the sum and difference 

response to phase changes of n/8, n/16, n/32, n/64. Similarly Figure I 0.15 shows the 

response to phase changes of n/512, nil 024, n/2048, n/4096. These show that the theory 

presented in section 8.3 is of the right order for the sum and difference channels, where the 

minimum values were calculated to be n/30-YSNR and n/9166-YSNR. 
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Figure 10.14 Experimental response to phase shifts of1t/8, 7!116, 1!/32, and 1!/64. top trace: sum. bottom 
trace : difference. 
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Figure I 0.15 Experimental response to phase shifts of rc/512, re/ I 024, rc/2048, and rc/4096. top trace : sum. 
Bottom trace : difference. 

10.6 Pulse Doppler measurement 

As in section 9.5 if we simulate some doppler shift on the pulse by raising or lowering the 

frequency of the carrier signal by I 0 kHz the difference trace is raised or lowered by an 

amount proportional to the change in frequency, Figure 1 0.16. Again this compares well 

with the results ofthe model shown in Figure 9.18. 
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Figure I 0.16 5J.!s pulses of 45 MHz ± I 0 kHz signal separated by 5 J.ls. 
Top trace : difference. Bottom trace : sum 
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11. Conclusions 

Before the overall conclusions are drawn this chapter emphasises the important results and 

conclusions that have been drawn from this study of the AO demodulator system. Again 

the operation of the system has been split into different sections, frequency modulation, 

phase modulation and digital modulation. Each area has been considered individually as 

they perform in different ways, using different characteristics of the system and relying on 

different parameters to optimise their performance. 

The first section considers the frequency modulation operation of the AO demodulator, its 

limitations, how to interpret its results and how to optimise its performance. The next two 

sections consider the phase modulation and the digital communications operation of the 

system in the same ways as for the FM conclusions. Finally before the overall conclusions, 

the recommendations for future work details where the areas of interest lie for future 

investigation into the AO demodulator. 

11.1 FM AO demodulator 

Firstly it is important to note that the analysis for the frequency modulation assumes that at 

any one time only one phase shift is in the Gaussian laser window at the AO cell. This 

obviously limits the data rate at which the system can operate to the reciprocal of the transit 

time (time for the acoustic wave to travel through the beam). The analysis of the FM 

performance of the system started by looking at the effect of the gap size on the linear 

range of the system. It showed in section 7.2 that by increasing the gap size of the detector 

relative to the standard deviation of the beam at the detector the linearity of the system is 

improved over the frequency range used to generate its modulation transfer function MTF. 

This was confirmed experimentally in section I 0.1, where the MTF was plotted for three 

different gap sizes. This improvement in linearity is gained at the expense of the overall 

system sensitivity. 

It has been shown theoretically (Eq. (7.46)), usmg the model (Figure 7.6) and 

experimentally (section I 0.4) that the AO demodulator is capable of resolving frequency 

deviations of around 20 Hz on a 50 MHz carrier for carrier to noise ratios of above 80 dB. 

129 



The effect of increasing the laser power and the width of the Gaussian laser window in the 

AO cell are also shown to improve the frequency resolution of the system in section 7.3 

The noise analysis for FM demodulation showed how the level of clipping required was 

affected by the carrier to noise ratio at the input to the system, CNR;0 , and the frequency 

deviation of the signal f:Jj. Firstly it was shown that the effect of clipping a signal too hard 

is much worse than not clipping a signal at all. With this in mind, an optimum level of 

clipping was calculated for each CNR;0 and different frequency deviations. The effect of 

clipping on the SNR loss of the system is also demonstrated, it shows that adaptive 

clipping improves the SNR loss, but the result of getting the clipping level wrong is shown 

to reduce the SNRout by as much as 10 dB. The conclusion drawn from all this is that, 

unless the system had an estimate of the CNR;n of within ±5 dB, it would perform better 

with no limiter at all. 

The pulse response of the system (section 9.5) shows the ability to resolve small frequency 

changes on a single pulse, the minimum resolvable size of a pulse for the system being 

decided by the cell access time, t. The pulse response has also been compared with the 

performance of existing pulse doppler demodulation techniques as described in Skolnik 

[9]. It was shown that the AO demodulator offered a 150% improvement over the standard 

rms error equation given in Skolnik. 

Finally the ability of the system to suppress AM noise [2] on the signal at the detector is 

demonstrated, this is one reason why the system can demodulate doppler pulses with a 

greater accuracy than existing systems. 

11.2 Phase modulation 

Again it is important to note that the analysis for the phase response of the system, as for 

the FM analysis, assumes that at any one time only one phase shift is in the Gaussian laser 

window at the AO cell. The analysis of the phase response of the system first derived 

equations relating the instantaneous phase shift ~ to the output of the system, concluding 

that the sum and difference of the outputs of the bicell elements gives 

and 
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By looking at the graph produced to identify the optimum gap size for the system, Figure 

8.4, it can be seen that there is a conflict between the best size for FSK signals and the best 

size for phase modulated signals. FSK requires the gap to be as small as possible to gain 

the biggest pulse, whereas the maximum for phase modulated signals appears when the 

size of the gap is between 2 0'1 and 3 0'1• 

The shot noise limited resolution of section 8.3 derives two equations for the minimum 

detectable phase changes, one for the difference channel and one for the sum channel. For 

the parameters used in the practical system the minimum detectable phase shift for the sum 

channel is 

,~. _.::_ ..JSNR 
'l'min(sum) = 

30 

and for the difference channel is 

,~. _n_..JSNR 
'l'min(dill) = 

9166 

The minimum detectable phase shift of the difference channel is better than that of the sum 

channel because the initial slope of a sine wave from zero is one whilst that of a cosine 

wave is zero (Figure 8.2). Thus the output signal from the difference channel will climb 

above the shot noise level for a smaller value of phase shift than the sum channel. 

Finally the effect of various levels of clipping of the carrier signal for a given carrier to 

noise ratio (CNR;0 ) on the output signal to noise ratio (SNR,uJ are presented. It is shown 

that the level of clipping required for the sum is greater than the level required for the 

difference channel. It is also shown that any level of clipping improves SNRout· 

11.3 Digital modulation 

The analysis of the response of the system to digitally modulated signals, such as FSK and 

PSK, centred around predicting the system response using the model and then verifying 

these predictions with the experimental set-up. The modelled and experimental results 

show that the system output for each type of signal has a distinctive signature. Signals 

with a phase change of 7t radians cause a spike on the sum channel with the difference 

remaining constant; signals with phase changes of ±n/2 cause equal sized spikes on the 
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sum channels and equal but opposite polarity spikes on the difference. Signals with phase 

shifts of ±7t/4 or ±37t/4 can be shown to give spikes on the sum channel related to the phase 

shift (Eq 8.16), and the polarity of the spike on the difference again gives its sign. FSK 

signals in which there is no phase discontinuity at the frequency transition give a change in 

the difference channel proportional to the frequency shift with no change in the sum. FSK 

signals with an arbitrary phase shift at the frequency transition give the same result but 

with additional spikes due to the phase shifts; the size of the spike on the sum channel is 

dependent on the phase shift and the polarity of the spike on the difference gives its sign. 

Using these results it is possible to distinguish between the following types of digital 

modulation. 

(i) BPSK. Assuming that the two phase states are 0 and 1t radians this is characterised by a 

constant difference channel with a spike on the sum channel at each phase shift. 

(ii) DPSK. As with BPSK the two phase states are 0 and 1t radians characterised by a 

constant difference channel with a spike on the sum channel at each phase shift, although 

for DPSK the decoding of the output will differ. 

(iii) QPSK. The four phase states are 0, ±7t/2 and 1t radians; therefore the possible phase 

shifts are also 0, ±7t/2 and 1t radians. A spike on the sum channel indicates the presence of a 

phase shift and the corresponding state of the difference channel indicates the nature of the 

change. The occurrence of all three phase shifts identifies the type of modulation. 

(iv) Offset QPSK. Here the only possible phase shifts are ±7t/2 radians. The absence of the 

1t radians phase shifts identifies the type of modulation. The signal processing required to 

decode OQPSK would be more complicated than for the other forms of modulation, due to 

the encoding technique. 

(v) FSK. FSK signals are characterised by a shift in level on the difference channel while 

the sum remains constant. Unlike the case for PSK signals where the output is a spike 

which only occurs while the phase shift is within the laser window, the level change 

persists for as long as the frequency remains constant. If there is no phase discontinuity 

when the frequency changes, as in continuous phase FSK or MSK, then only the level 

changed is observed. A phase discontinuity at the frequency change results in spikes on 

both the sum and difference channels. Thus not only is the system capable of identifying 

the presence of FSK signals, it can also indicate the type of FSK modulation being used. 

The magnitude of the level change, and hence the detectability of the signal, is proportional 
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to the change in frequency. For an MSK signal the frequency change is 28f= I/2Tb, where 

Tb is the interval between frequency shifts. In the experimental example shown Tb was 5 

J.lS so that the frequency shift was I 00 kHz. Since it has been shown that this type of 

system is capable of detecting frequency changes of the order of 20 Hz, detectability is not 

considered to be a problem. 

11.4 Future work 

The analysis of the AO demodulator has, to all intents and purposes, been covered by this 

work. The model written can readily be used to simulate the response of the system to any 

signals not mentioned in this thesis. Future work would need to centre on the practical 

applications of the demodulator system, i.e. setting up the system to receive real signals 

such as PSK, FSK, pulse doppler and CW radar. In this way the practicality of using this 

system in environments outside the laboratory can be judged. 

The step that is not covered by this thesis is the signal processing of the output waveforms 

from the system; 

(i) For the radar type applications this would involve selecting a threshold voltage such that 

the probability of false alarm was acceptable to the application involved. 

(ii) For the digital communication application of the system, the signal processing would 

have to make a number of decisions based upon the results shown in section 9; firstly it 

would have to recognise that a signal is present, it would then look at both the sum and 

difference channels to decide whether the modulation is FSKor PSK. For the signal to be 

FSK the difference channel would have to cross a threshold level for a given duration in 

order to differentiate between a shift in frequency and a phase spike. Finally having 

decided which form of modulation is on the signal being received the system must attempt 

to decode the message being transmitted. 

It might also be possible to develop modulation methods, usmg the versatility of the 

system i.e. its ability to demodulate such small frequency and phase deviations, such that 

only an AO demodulator would have the ability to detect all the information contained on a 

signal. This would be very useful for secure communication type applications. 
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11.5 Overall conclusions 

It is concluded that using the optical system described, together with some detection and 

logic circuits, it is possible to identify and decode a number of types of digitally modulated 

signals, without any a priori knowledge apart from their carrier frequency. 

The ability of the system to handle both frequency and phase modulated signals is 

particularly valuable. Although apparently very simple, the system performs functions that 

would be difficult to achieve electronically in real time. In summary these functions are as 

follows. 

(i) The signal propagating through the AO cell is windowed by the Gaussian profile of the 

laser beam. The time window depends upon the laser beamwidth and the acoustic velocity 

in the AO cell; by focusing the beam into the AO cell, time windows down to a few 

nanoseconds are achievable. This places an upper limit on the data rates that can be 

processed since only one transition may occur within the window. 

(ii) The light distribution at the detector is proportional to the instantaneous Fourier 

transform of the windowed signal. 

(iii) The response of each element of the detector is proportional to the instantaneous 

power in the windowed signal over frequency bands defined by the size and position of the 

elements. In effect the system responds in real time to variations in the spectral content of 

the signal as the frequency and/or phase shifts propagate through the laser beam window. 

(iv) Taking the sum and difference of the signals from the bicell elements results in 

distinctive signatures for the different types of modulation. AO cells are currently available 

for operation at carrier frequencies from around 30 MHz (tellurium dioxide) to 3 GHz 

(gallium phosphide). Acoustic velocities vary from 617 m/s for tellurium dioxide to 6320 

m!s for gallium phosphide. To perform a similar operation at the lower end of this 

frequency range might be possible using DSP techniques; at the upper end it would not. 

The properties of AO cells allow the system to be tuned over an octave bandwidth merely 

by moving the detector. 

The effect of clipping on both the sum and difference channels has been shown in sections 

7.4 and 8.4. This showed that the optimum level of clipping a signal for the sum channel 

requires harder limiting than that required for the difference channel. Obviously the signal 
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can only be clipped once so there has to be a trade off between the performance of the two 

channels. For purposes such as Doppler detection, (see chapter 9), and FM signals the 

difference channel contains most of the useful information, so obviously the system would 

be set up to optimise its performance. As a surveillance receiver the information is 

contained on both channels, but as using Eq. (8.16) for PmFF($) it is theoretically possible 

to calculate the phase shift from the amplitude of the difference spike, it would seem 

reasonable to optimise the clipping level for the difference channel again. 

Finally it is concluded that the AO demodulator system has the potential for being a 

versatile solution to electronic support measures (ESM) requirements for both radar and 

communications applications 
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APPENDIX A 

1. Matched Filters 

In a number of systems a deterministic signal f(t) is transmitted and received, along with 

noise n(t) at the receiver. The problem that the receiver has, is to decided at time t0, 

whether there is signal and noise present or if there is just noise. Matched filters are used to 

maximise the signal to noise ratio of signal power to average noise power, and hence 

enhance the receivers decision. Here is a brief overview of such filters. 

Consider an arbitrary linear time invariant filter with impulse response and transfer 

function h(t) and H(ro), respectively. The response of f0 (t) generated by the application of 

f(t) to the filters input is 

<Xl 

I I . fo (t) =- F(ro )H(ro )e1001 dro 
21t 

where f(t) B F(ro) 

Average output noise power N0 is 

<Xl 

No =-
1 

fsNN(ro)IH(ro)l
2 

dro 
2n 

-00 

(Al. I) 

(A1.2) 

where 1; NN (ro) is the power density spectrum of the noise n(t) represented by the random 

process N(t). The ratio of the signal power at time t0 to average noise power, which we 

wish to maximise, is 

(AI.3) 

By applying Schwarz's inequality, we have 

(A 1.4) 

The maximum occurs only when we choose the optimum transfer function as 
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I F* (ro )e-jwto 
H (ro)- -- e-jwto 

opt - 2ne (, NN (ro) 
(A1.5) 

It is called a matched filter because its transfer function depends on the signals spectrum 

F(ro). If the signal is changed, the optimum filter must be changed. 

In the special case of white noise where(, NN (ro) = N 0 I 2 (constant) at all frequencies and 

lfo Ctol <_I JiFCro )12 dro = __§_ 
n; (t) nT) -oo ll I 2 

(A 1.6) 

where E is the energy in f(t) for a 1-ohm load, the optimum filter transfer function is 

H ( ) _ I F* ( ) - jwto opt ro - ro e 
N 0 ne (Al.7) 

Its impulse is readily found to be 

I * 
hopt (ro) = f (to- I) 

N 0 ne (AI.8) 

If f(t) is real, this optimum impulse response is a replica of f(t) centred at t0 but running 

backwards in time. At the point t = t0, the signal output of the matched filter is given by 

substituting Eq. (Al.7) in Eq. (Al. I) with l/N0nC = 1: 

00 

I f 2 !oCto)=- IF(ro)l dro=E 
2n 

(AI.9) 

Thus the output of the matched filter at the point t = t0 is independent of the particular 

waveform, but depends on the signal energy. The mean square noise output of the matched 

filter is [Eq. (A1.9) in Eq. (A1.6)] 

n;(t)=E~ (Al.IO) 

An alternative realisation of the matched filter is as follows. Let the input to the matched 

filter be y(t) = f(t) + n(t) and the corresponding output be 

g(l) = y(t) ® f* Um -I)= f* Um- t) ® y(t) 

00 

= fJ*(tm -~)y(t -~~ · (Al.! I) 
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We let l;; = tm- ~'so that Eq. (Al.l2) becomes 

00 

g(t)= fJ*(l;;)y(l;;+t-lm)dl;; 
-00 

(A1.12) 

where 

00 

r_,y(t) = fJ*(l;;)y(l;; +t)dl;; (A1.13) 

-00 

is the time cross-correlation function for energy signals. Noting that y(t) = f(t) + n(t), we 

find 

(Al.14) 

where 

00 

rf(t) = fJ*(l;;)f(l;; +t)dl;; (A 1.15) 

-00 

is the time-autocorrelation function for energy signals. If the cross-correlation between f(t) 

and n(t) is zero, then the peak output g(tm) is given by r jO). 

The incoming waveform y(t) is multiplied by f(t), this requires that the signal f(t) be 

known a priori and either stored in memory or supplied from another source. 

2. Carrier recovery in QPSK 

Since QPSK and QAM are coherent systems, their receivers require locally generated 

coherent carriers. A common method of carrier recovery uses a modified Costas loop, as 

illustrated in Figure Al. The network has phase ambiguities at multiples of rc/2. 

Performance of Costas loops can be optimised by special selection of filters at the carrier 

product device outputs or by using integrate-and-dump filters. 

Recovered 
c a rr ie r 

Figure A I The Costas loop. 
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3. Probability of error in transmission 

To begin this introduction to probability of error, we will assume that the binary levels at 

the receiver are 0 and A and not use the matched filter. The observed waveform at the 

receiver y(t) also contains additive noise n(t) so that at a timet= t1 the signal could either 

be 

y(t 1) =A + n(t1) (signal present) (A3.1) 

or 

(A3.2) 

Because n(t1) is random it is necessary to use probability to decide whether the signal is 

present or absent. 

To calculate the probability of error (i.e. the probability that the receiver say a signal 

present when it is not or vice versa), we first need a decision threshold designated by f..l. We 

assume that the noise n(t1) is Gaussian distributed with zero mean value and a mean-square 

value of 

(A3.3) 

Using the standard equation for a Gaussian distribution we can write the probability 

density function of the input when there is no signal present as 

1 2 2 
Po(Y) = e-y /(2cr ) 

.J2-ia 
(A3.4) 

The probability density function of the input when the signal is present is also Gaussian, 

but has a mean value equal to A 

I 2 2 
( ) 

-(y-A) /(2cr ) 
PI y = .J2-ia e (A3.5) 

These probability density functions are shown in Figure A2. 
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Po(Y) : 

. P,o 
(a) 

r-------~------~~--7---~~----------------------~ly 
0 

~<b_) _______ p_~<-Y) __ I~_P_.,i_'--.~~~--~~--------~=-----~~y 
0 J.l A 

Figure A2 Probability density functions for the binary decision case 

It can be seen that there are times when y > ll even though the signal is absent, these are 

called false alarms. The probability of false alarm designated by P.0 , can be written as 

00 

P. = J I e-it(2cr2)dy 
EO J2-icr 

(A3.6) 

J.l 

In the same way if y < ll when the signal is present , this is termed a false dismissal. The 

probability here given by PEI is 

00 

P. _ J I -(y- A)
2 

/(2cr 
2

) d 
El - J2-icr e y (A3.7) 

J.l 

If we now define the net probability of error as being 

I 
P. = /2 (Pea+ Pc~) (A3.8) 

Which holds so long as the binary levels (zero or one) are equiprobable. 

In this case it is obvious from Figure A2 that the sum of these two areas will be a minimum 

if 

ll = A/2 (A3.9) 

As a result of symmetry we can write 

00 

P. = J I -it(2cr
2
)d 

E ~ e y 
v 2n cr 

(A3.1 0) 

J.l 

With the change of variable z = y/cr, this becomes 
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(A3.1 I) 

This can also be written, in terms of the function Q(x), which has its values tabulated for 

convemence, as 

(A3.12) 

Inserting the decision threshold J..L = N2, we obtain 

P" = Q[N(2cr)] (A3.13) 

The probability of error is dependant on the signal-to-noise ratio at a given time. Because 

the matched filter discussed in AI is the best system to maximise the peak-signal-to-noise 

ratio in the presence of white noise. This case is now considered. 

The matched filter is designed to maximise the SNR at timet= tm and we shall assume that 

tm = T. It can readily be shown that the output of the matched filter at time tm = T is E, the 

energy in f(t), giving 

y(T) = E + n0 (T) (signal present) (A3.14) 

or 

y(T) = n0 (T) (signal absent) (A3. I 5) 

A comparison of Eqs. (A3.14) and (A3.15) with Eqs. (A3.1) and (A3.2) shows that this 

problem has already been solved with A being replaced by E, and 

-- E 
cr 2 = n 2 (t) = _21 

0 2 ' (A3.16) 

where T)/2 is the (two-sided) power spectral density of the white noise input to the matched 

filter. Substituting E for A and '-'CETJ/2) for cr in Eq. (A3.13) gives the probability of error 

for matched filter detection as 

Pe = Q( ~J (on-off binary) (A3. I 7) 

The polar binary case follows in the same way except that the output of the matched filter 

IS 

y(T) = ±E + n0 (T) (A3. I 8) 

substituting 2E for A and '-'CETJ/2) for cr in Eq. (A3.13) gives 

PE = Q( f!J (polar binary) (A3.19) 
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4. Likelihood Ratio 

The radar detection problem is a binary hypothesis-testing problem in which H0 denotes 

that no target is present and H 1 is the hypothesis that a target is present. The Neyman 

Pearson [9] method of optimality maximises the probability of detection P0 for a given 

probability of false alarm Pra by comparing the likelihood ratio [Eq. (A4.1)] to an 

appropriate threshold T which determines the Pra· A target is declared present if 

L( ) p(xt>···•xniHI) > T 
Xt>···•Xn -

p(x 1, ... ,xn1Ho) 
(A4.1) 

where p(xi>···,xn)IH 1) and p(xJ>···•xn)IH0) are the joint probability density functions of the n 

samples xi under the conditions of target presence and target absence respectively. 
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APPENDIXB 

Derivation of optical Fourier transform 

Figure 81 illustrates the light distribution cjl(x,y) in the plane (x,y) due to the distribution 

\jl(u,v) in the plane (u,v). Each point Pin the (u,v) plane is considered as a point source, the 

distribution in the (x,y) plane is therefore the sum of the spherical waves from each source. 

y 
V 

p(u,v) 

u 

z 

Figure B I Spatial light distribution at point q(x,y) due to point source at point p(u,v) 

This can be expressed as 

cjl(x, y) = k J J\jl (~, v) - jkr dudv (8.1) 

where k is a constant, r is the distance between two points and k is the wave number. If we 

keep close to the origin and assume that the distance between the (u,v) and x,y) planes is 

large then the divisor r can be taken as a constant z, the distance between the planes. The r 

in the exponent must be evaluated 

r
2 = (x-u/ + (y-v/ +i 

= i + / + i +i +v2 
- 2ux - 2vy 

if we let x2 + / + z2 = R2 then 

2ux- 2vy 

R2 
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(8.2) 

(8.3) 

(8.4) 



therefore 

"" R[ 1 + _u_2_+-::v:-2-
2R2 

ux-vy l R2 + ..... 

ux-vy 
---=--+ .... 

R 

.k(u2 +v 2 ) .k(ux+uv) kIf . -J J $(x, y) = "2 ljl (u, v)e-JkRe 2R e R dudv 

A lens has the effect on an optical system [ 19] 

.k(u2 +v 2 ) 

J 2// 
e 

thus a lens where 11 = R cancels the term 

.k(u 2 +v 2 ) 
-J 2R 

e 

therefore in the focal plane of the lens 

. k(ux+uv) 

k . If J I ~(x,y) = 
2

e-JkR lji(U, v)e f dudv 

. 21! (ux + uv) 

If 
J i..l 

= k' ljl (u, v)e f dudv 

which is a Fourier transform between the (u,v) and (x,y) planes. 

(B.S) 

(B.6) 

(B.7) 

(B.8) 

(B.9) 

(B. I 0) 

(B.ll) 

For the analysis of the system it is necessary to know how the Fourier transform affects the 

intensity distribution of the Gaussian profile. It is well known that a Gaussian profile is still 

Gaussian after the action of a Fourier transform, but we need to know the effect on the 

scaling factor cr. In order to do this we must first apply our transform to a Gaussian profile. 

The intensity profile of a one dimensional Gaussian spatial intensity profile is 

u2 

2 
I - e 2cr o 

0 - (B.l2) 

where <J0 is the beam width standard deviation in the AO cell. The amplitude profile is 

therefore 

(B.I3) 

which can be written as 
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(B.14) 

(B.15) 

If we now take the Fourier transform in 1-D via the optical Fourier transform 

(B.16) 

which gives the Amplitude profile in the focal plane At (i.e. the at the detector) as 

-( 2~~ or x2 

At= e f (B.17) 

since the detector measures the intensity we must find the intensity of the transformed 

Gaussian 

(B.18) 

which simplifies to 

(B.19) 

We can now equate the exponent of the transformed intensity profile we can find at , the 

standard deviation of the transformed Gaussian, using Eqs.(D.12) and (D.19) 

(B.20) 

which can be rearranged to give 

(B.21) 

This is the standard deviation of a transformed Gaussian expressed in terms of the optical 

Fourier transform parameters and the original intensity profile standard deviation. 
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APPENDIXC 

MATHCAD Files 

1. AO demodulator model 

set up sampling 

N ·=4096 fs :=400·106 =0 .. N-I 

Ts :=50·106 

definitions and functions 

LaserDev 
0.49·10" 3 

4 

LaserPower := 15· 10· 3 

Di ffractionEff: = 0.5 

A.:= 830· 10· 9 

Va :=617 

Responsivity : = 0.35 

TransimpGain · = 1.5· I 03 

electron : = 1.6· 10· 19 

X 

rect(x) := ct>(x t- 0.5)- ct>(x- 0.5) fact(x) = 10 10 

create band pass A WGN 

f c := 50·106 

Bw := 1·106 

Bw Bw 
fe-z- fc"'"z 

P : = iirpass butter( 4), 
6 

, 
6 400·1 0 400· 10 

X : = 0, 0.00 J.. .5 

gauss x, cr 
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StdDevTime 
LaserDev 

V a 

StdDevPoints = StdDevTime· f s 

StdDevPoints = 79.417 

LaserDev 
·X 

StdDevPoints 

2-cr 2 

2 

. ---------



create bandlimited gaussian noise 

Bn = I 11 = 2 N i =40 
noise = gaussn(N) 

~ noise =cr n·~~·response(gaussn(N) , P , 4096) 

noise = (noise - mean( noise) ~ mean(noise) = - 1.545•10- 13 

Bandwidth of bandlimited noise 

NOISE = FFT( noise) 

3000 
I I I 

2000 1- -

1000 r -

0 J l 
0 50 100 150 200 

147 



Creating signals 

carrier signal 

k =O .. N - I 
fo .= 50·106 

step frequency change 
diff = IOO·I03 

k 
N 

=0 .. 
8

- I stik =cos[ 2·1t·( fo - dift}tk J k 
N N 

=8 .. 4 - I stlk = cos[2 ·1t·( fo + dift}tk J 

k 
N 3·N 

=4 .. - 8-- I st ik - cos[ 2·1t·(fo - dift}tk] k 
3·N N 

=-8- .. 2 - I stlk = cos[ 2·1t·( fo - dift)·tk J 

k 
N 5·N 

=2 .. - 8
-- I stlk =- cos[2·1t·(fo - diff}tk] k 

5·N 3·N 
=-8- .. 4 - I st I k =- cos[ 2 ·1t· ( fo -r dift) · tk ] 

k 
3·N 7·N 

=4 .. -
8
-- 1stlk ·=- cos[ 2·1t·(fo - diff}tk] k 

7·N 
=-

8
- .. N - I stlk =- cos[2·1t·( fo - diff}tk] 

N N N 
k =0 .. 

8
- I stk = sin[ 2·1t·(fo - diff)·tk J k =8 .. 4 - 1 stk =- sin[ 2·1t·(fo + diff)·tk ] 

N 3·N 
diff)·tk] 

3·N N 
k =4 .. - 8-- l stk =- sin[2·1t·( fo k =- 8- .. 2 - I stk = sin[2·1t·(fo + diff) ·tk] 

N 5·N 
sin[2·1t·(fo - diff)·tk ] 

5·N 3·N 
k = 2 .. - 8- - 1 stk k =- 8- .. 4 - I stk = sin[2·1t·( fo T diff)·tk ] 

k 
3·N 7·N 

=4 .. 8 - lstk =- sin[ 2·1t·( fo - diff) ·tk J k 
7-N 

=-
8
- .. N - I stk ·= sin[2·1t·(fo - diff)·tk] 

input signal 

1.5 r------.-------..-----.-- ----.--------, 

- 1.5'-------'--------'------'-------'-------' 
0 0.4 0.8 1.2 1.6 2 

out = st - stl 
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combining signal with noise(SNRin is in dB) 

SNRin .= 30 var(noise) = 4.782•107 var( out) = I 

SNRin 

A = I 
0

- 10- ._v_ar_( .,....no_i_,se_) 
var( out) 

var 
noise 
;;::- = 0.001 

1 O·lo var( o~t) = 30 

noisei 
si =(A) + outi 

eb = var( out) · 1.275·I0-6 

noise 
;;;-

No =-~o----
Bw 

var 

clipping 

clip ·= max(s)·l 

set up Gaussian window with time shift 

h =0 .. 2047 

G = FFT(g) 

LaserDev 
g = gauss 512 - I , 

2 

't := 41 

a 
a - max(a) 

g n01se 
var ;;::-

eb 
IO·log No = 31.055 

last(s) = 4.095•103 

last( G) = 2.048•1 03 

~ITiiiiTillffiT:iTiiifiTffiTiffiTiiffiTii:wl:l!ln:IIIJliJil.,~ 
I I 

I i';( • . • 
~' . I 

fi~muu~~~~n 1 uHnr11:nm1 ~~ murllfll11'1111lt~ 
0 10 20 30 40 50 
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calculating power spectrum of gaussian windowed signal, and setting 
up windows for the bi-cell 

P = [ I FFT reeenler ~ I 2 j 
fl - 9.56·10" 6 

Wl :=reel -----,----
1.2·10-6 

z:=max(P) 

fl- 10.92·10" 6 

W2 :=reel -------1.2·10-6 

Beam 1nl : = Laser Power· DiffraelionEff Beamlnl = 0.007 

expressions for spatially integrated intensity of light on each 
photodiode as functions of time shift 

calculate difference outputs for a set of different time shifts 

k 
K:=l32 k:=O .. K T :=-- 4 

k 3 OPC2 =(C2(<)) OPCI ={Cl{<)) 

noise I · = ~OPC I· Responsivily·eleelron· Bw 

noise2 . = ~OPC2· Responsivily·eleclron· Bw 
noise! := noise!·-J2 noise2 : = noise2·-J2 

k =0,2 .. 132 

noiselk ·=-noiselk noise2k : =- noise2k 
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OPC I : = (( OPC I· Responsivity) + noise I)· TransimpGain· Beamlnl 

OPC2 : = ( ( OPC2· Responsivity) + noise2)·TransimpGain·Beamlnt 

graph showing the outputs of each detector cell 

OPC2k 

122 03 
OPClk 

OPS =(OPC2- OPCI j OPSI := (OPC2 + OPCI) 

graph showing the sum and the difference of the two cells 

Volts 

0 

Time 

SNR, standard deviation, variance, and mean of output signals 

[ 
(27)

2 
] 1 O·log var( OPS I) 0 

var( OPS I) = 238.896 

stdev( OPS I) = 15.456 

mean( OPS I) = 213.302 
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[ 
(66)

2 
] 

IO·Iog var(OPS) 0 

var(OPS) =2.91•103 

stdev( OPS) =53 .944 

mean( OPS) = 4.36 
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2. Creating the power spectral density plots 

definitions and functions 

cr :=0.1225·10· 3 

crv 
dt ·=. 40 

i =0 .. 1999 

Va := 617 

crv 
- =40 
dt 

creating the gaussian beam 

·- r ((i-1000)·dt)
2

] 
wi .- exp . 

2 2·crv 

cr 
crv -

Va 

fs =2.015·108 

0.51-

I I 

-

OL-__ L_I_~/1~\~~~--~ 

defining the signal with modulation change 

carrier frequency 

f·=~ . 4 

frequency shift 

f.O 
fd -

100 

j =0 .. 1999 

yj =cos(2·n·(f- fd)·j·dt) 

j = 2000 .. 3999 

Yj =cos(2·n·(f+ fd)·j·dt+ tjl) 

moving the signal across the gaussian in 5 steps 

q =0 .. 4 i :=0 .. 1999 

0 500 1000 1500 2000 

phase shift 

tj>:=n 

taking the Fourier transform of the Gaussian multiplied by the signal 

s<q> = recenter CFFT s<q> 

S=Sl 
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scaling the displacement axis 

s 

j = 1000 .. 1999 

--s' 

p :=max(S) _ fs·(j- 1000) .6 
frj . - 2000 . I 0 

4·n· cr·fr, p 
m ,=xcrl499 x cr --..----'J- · I 06 

j .- Va 

= 1467 .. 1531 

xcr ,= (xcr- m) 

Change in beam profile in response to a QPSK signal 

Power Spectral Density 

0.5 

/ \ 
I 

' / I 
\ 

I 
'-/ / 

/ 
'-. 

-4 -2 0 2 4 6 8 

Displacement at detector 
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3. Calculating the optimum gap size forFSK and PSK modulation 

definitions and functions 

er =0.1225·10· 3 Va :=617 

crv 
dt·=. 40 

crv 
- =40 
dt 

fs =2.015•108 

generating the Gaussian beam 

i :=0 .. 1999 

[ 
((i- IOOO)·dt)

2
] 

wi .- exp -
2·crv2 

w. 
I 05-

I I 

-

oL---L-'-L~'~\~~~--~ 
0 500 JDOO 1500 2000 

generating the modulating signal 

carrier frequency 

f =!:. 
10 

j = 0 .. 1999 

frequency shift 

fO 
fd := 200 

Yj =cos(2·7t·(f- fd)·j·dt) 

j = 2000 .. 3999 

Yj =cos(2·7t·(f- fd)-j·dtt-$) 

multiplying the signal by the Gaussian 

i =0 .. 1999 

taking the Fourier transform of the signal and Gaussian 

S : = recent er( CFFT( s)) S = mag(S) 

154 

phase shift 

1l 
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scaling the displacement axis 

j := 1000 .. 1999 p := max(S) 
fi - fs·(j- 1000). o-6 
rj - 2000 1 

s ---s' 
p 4·n· cr·fr. 

---.-.-=--J · I 06 

V a m :=xcrll99 xcr:=(xcr-m) 

power spectral density 

I 

0.5 I-

0 I 
-Is -13.5 

I I I 

:I 

I 

\~ I ,_]' 
--<} -4,5 0 4,5 

displacement at the detector 

xcr 1100 = -24.881 j = 0 .. 20 
q. =j 

J 

I 

I 

9 

summing the light falling on each cell 

1199- qj 

LHSj L s. 
a= 1000 

calculating the sum and difference 

1398 

RHSj - L s. 
a= 1199 + qj 

Sum = LHS -1- RHS Diff = RHS- LHS 

WRITEPRN(sum) := Sumo WRITEPRN(diff) := Diffo 

nsum := READPRN(sum) ndiff:= READPRN(diff) 
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Difference 

Sum 

10 

subtracting the background voltage from the pulse amplitude voltage 

Sum :=Sum- nsum Diff = Diff- ndiff 

loading the data for each form of modulation 

WRITEPRN(sum3) :=Suma WRJTEPRN(diff3) = Diffa 

sum I = READPRN( sum I) diffl = READPRN( diffl) 

sum2 : = READPRN( sum2) diff2 = READPRN(diff2) 

sum3 := READPRN(sum3) diff3 = READPRN(diff3) 

Difference 

0.5,--------r-------,,-------.--------,--------.--------,--------, 

0.25 1=------

0 ... 
0 4 

!56 

5 6 7 



Sum 

0.5 r-----·~----.--l---,l----.--l---,1----.--1-----, 

0.25-

0 
0 

Pulse 
amplitude 
m V 

0.25 

0 .. 
0 

2 

-

4 5 6 7 

Gap size cr1 
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4. Effect of gap size on the linearity of the MTF 

definitions and functions 

If:= 0.05 

crt :=20·10· 6 

ox. := -
1
-·crt 

I JOO 

f. = 632.8·10· 9 Va :=617 

gap : = I.S·crt 

=0 .. 100 

g :=gap 

calculating the light falling on the left and right cells as the position of the gap is moved 
across the Gaussian beam 

ox.- gap 
I 2 

gap 
- 8·crt t- 2 

gap 
8·crt- 2 

gap 
ox···-

1' 2 

,2 
--2 

---·e 2·crt dx 

~2·7t·crt2 

,2 
--2 

---·e 2·crt dx 

~2·7t·crt2 

calculating the difference in optical power between the left and right cell 

Psdiff: =Psi- Psr 

i = 0 .. 100 
i ·crt 

OX; --10-0 

power series approximation of the difference in optical power between the two cells 

I 
Ps; : = --·oxcrt. 
~I 
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graph showing the approximated and calculated, difference values as the gap is moved 
across the beam 

optical power 

I I I I 

0.5 r-

I I 
0 0.2 0.4 0.6 0.8 

beam displacement 

calculating the error between the two methods 

OX; 
-crt ·(1-·lf.crt) 

Of, .. - -----.-..-V a 

Psdiff' 
Perror : = I - [ ( Ps) J · I 00 

graph showing the error between the two method 

Psdiff
0 

: = 10- 15 

-

error 
0/o 20 r-----,l-----.-l-----lr-----,l------, 

10 r- -

~ 
OL_-----=d'==========r==========~~----~l ______ __j 

0 0.2 0.4 0.6 0.8 

beam displacement 

load previously stored error plots for diferent gap sizes 

WRITEPRN( error!) : = Perror 

a · = READPRN( error) 
c = READPRN( error2) 

b : = READPRN( error I ) 
d : = READPRN( error3) 
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graph showing how the %age error decreases as the gap size increases 
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5. MTF for varying gap sizes 

definitions and functions 

lf:=0.05 A. : = 632.8·10- 9 Va :=617 

crt := 20·10· 6 

calculating the power of the light falling on the left and right cells as the gap is move 
across the Gaussian 

Psi;.-

Psr;.-

i:=0 .. 500 

ox.- gap 
I 2 

gap 
-8·crt + T 

gap 
8·crt--

2 

ox +gap 
I 2 

4·crt·i 
ox; =soo- 2·crt 

x2 
--2 

---·e 2·crt dx 

~2·rt·crt2 

x2 
--2 

---·e 2·crt dx 

~2·rt·crt2 

gap.:= 2·crt 

calculating the difference between the power of the light falling on the left and right 
cells 

i := 0 .. 500 
Psdiff: = Psi - Psr WRITEPRN(gapl) = Psdiff 

the MTF of the bicell system for a given gap size 

Beam position (std dev} 
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loading stored MTF plots of varying gap sizes 

a:= READPRN(gap) c = READPRN(gap2) 

b = READPRN(gapl) d .= READPRN(gap3) 

graph showing the MTF of the system for different gap sizes 

Beam Position (std dev) 
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6. Calculating values for al a2 and a3 

set up sampling 

N = 2048 f s = 200·1 06 :=0 .. N-I I;.= I 

definitions and functions 

0.49·10" 3 
LaserDev : = -~-

4 

gauss x ,cr ---·e 
~2·1t·O" 2 

create half the Gaussian 

Va :=617 

LaserDev 
·X 

StdDevPoints 

2-cr 2 

2 

LaserDev 
g = gauss 512 - I, 

2 

gj-511 =gj 

take Fourier transform of the Gaussian 

plot of the Gaussian 

7 
G = FFT recenter g 

StdDevTime 
LaserDev 

V a 

StdDevPoints : = StdDevTime· f s 

:= 511 .. 2047 

80.71 ...------,-1-----.1-----.,.-1-----.1------, 

gj 40.35 -

0 \ I I I I 

0 10.31 20.62 30.93 4124 5155 

S!dDevPoints 
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plot of the Fourier transform of the gaussian 
j :=0 .. 127 

0.1 L __ _;_L_ __ _::jL:====:::::lt=====d=~-_j 
0 50.8 76.2 101.6 127 

summing the Fourier tansform of the Gaussian minus the portion lost in the gap 

G 
G -

L:G 

1024 

a:= L Gb 
b = 21 

taking the real and imaginary parts of the above summation 

I :=lm(a) R =Re(a) 

calculating the values of the constants al a2 and a3 as given by the theory 

a3 :=-4·R·l 

a! = 0.723 a2 = -0.49 a3 =0.531 

~ := 0 

plotting the sum and difference responses for phase varying instantaneous phase 
shifts 

~ :=-4,-3.9 .. 5 

SUM!(~) =2·(al-:- a2·cos(cj>)) 

SUMI($) 

DIFFI($) 

DIFFI(~) =2·a3·sin(~) 

4 
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7. Sum and difference response to instataneous phase shifts 

definitions and functions 

cr .=0.1225·10· 3 Va :=617 

create Gaussian 

i :=0 .. 1999 

[ 
((i- IOOO)·dt)21 

w, .- exp - 2·crv2 j 

create signals 

cr 
crv - Va 

carrier frequency frequency shift 

f =~ . 4 

j =0 .. 1999 

y = cos(2·7t·(f- fd)·j·dt) 
j,q 

j = 2000 .. 3999 

y. :=cos[2·7t·(f- fd)·j·dt+$] J,q q 

multiply signal by the Gaussian 

i :=0 .. 1999 

f.O 
fd --

200 

0.51-

crv 
dt:=-

40 

I I 

-

OL---~'-2'-'L~\_L_I __ ~ 
0 500 1000 1500 2000 

phase shift 

q :=0 .. 16 

q·ll 
$ =--1! 

q 8 

take the Fourier transform of the signal and Gaussian 

s<q> := recenter CFFT s<q> 
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= 1000 .. 1999 = fs·(j- 1000). 
0

.6 p := max(S) 
fri · 2000 1 

b = 0 .. 200 

scaling the displacement axis 

4·n· cr·fr. 
-"""'""'"--'J'-· I 06 

V a 

---s' s := -
p 

m :=xcrl499 xcr :=(xcr- m) 

graph showing the how the PSD of the beam is affected by the phase shifts 
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summing across the left and right cells, gapsize going from 2 to 10 stddevs 

X:= 1 .. 5 

1499- (X) 1701 

LHSq,X L sa,q RHS X - "' S q, L. a,q 
a= 1300 a= 1499+(X) 

Dmattq ·=sin ~q 

Sum := LHS + RHS Diff = RHS- LHS 
Smattq = I - cos ~q 

Sum<i> :=Sum<i>- max Sum<l> 
Sum<i> 

Sum<i> 

min Sum<i> 
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Sum <2> :=Sum <2> - max Sum <2> Sum<2> Dif(2> 
Ditr2> 

Sum<2> -
- max Diff<2> 

min Sum<2> 

Sum <J> :=Sum <J> - max Sum<J> 
Sum<J> 

Sum<J> 
Diff<J> 

Ditr3> 
-

min Sum<J> max Diff<J> 

Sum<4> =Sum <4> - max Sum <4> s <4> Diff<4> 
Di£(4> 

Sum<4> 
urn -

max Diff<4> -
min Sum<4> 

Sum<s> =Sum <s> - max Sum <s> Sum<s> Diff<s> 
Ditrs> 

s <s> -
max Diff<s> urn -

min Sum<s> 

plots of the phase response of the difference and sum channels, for different gap sizes 
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APPENDIXD 

Response to bandlimited gaussian noise. 

In sections 7.4 and 8.4 signals were created to represent the type of band limited noise that 

would appear on the system. These signals were fed into the model in order to try to 

analyse how the system responded. The results from the system were then used to create 

the graphs of SNR and clipping levels. Presented in this section are six examples of the 

output from the sum and difference channels from the model and the experimental setup, 

for comparison. Both systems used exactly the same signal as the signal created for the 

model was downloaded onto the 2045 used to drive the AO cell. 

The signals were all filtered by a 1 MHz bandpass filter with a centre frequency of 50 

MHz. The signals in Figure 0.1 and Figure 0.2 had a carrier to noise ratio of 35 dB, Figure 

0.3 and Figure 0.4 had a carrier to noise ratio of 25 dB, Figure 0.5 and Figure 0.6 had a 

carrier to noise ratio of 15 dB. The final two set of results also had carrier to noise ratios of 

15 dB, this time the signals were also clipped. Figure D. 7 and Figure 0.8 were clipped at 

80% ofthe maximum signal, and Figure 17 and Figure 0.10 were clipped at 60%. 

In all cases it obvious that the model and experimental signal compare very well, with little 

difference in their variances. These results backup the modeled noise analysis for FM and 

PM described in sections 7.4 and 8.4, for the clipping levels required and SNR loss of the 

system. 
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-o.l L----'------'----L----'------'----L----'-----'----L-----' 
0 2 4 6 8 10 12 14 16 18 20 

Figure D.l Difference output for a 45 MHz carrier signal with CNR;. of 35 dB. Top trace : model. Bottom 
trace : experimental 
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0 2 4 6 10 12 14 16 18 20 

Figure 0.2 Sum output for a 45 MHz carrier signal with CNR,. of 35 dB. Top trace : model. Bottom trace : 
experimental 
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0 

Figure 0.3 Difference output for a 45 MHz carrier signal with CNR;" of25 dB. Top trace: model. Bottom 
trace : experimental 

1.5 L_ __ _,_ __ ___._ ___ ..__ __ _,_ __ ___._ ___ ..__ __ _,_ __ --~. ___ ..__ __ _, 

0 2 4 6 10 12 14 16 18 20 

0 2 4 6 8 10 12 14 16 18 20 

Figure 0.4 Sum output for a 45 MHz carrier signal with CNR;" of25 dB. Top trace: model. Bottom trace: 
experimental 
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Figure 0.5 Difference output for a 45 MHz carrier signal with CNR;. of 15 dB. Top trace : model. Bottom 
trace : experimental 

2 

oL------L------L------L----~-------L----~-------L----~-------L----~ 
0 2 4 6 8 10 12 14 16 18 20 

Figure 0.6 Sum output for a 45 MHz carrier signal with CNR;n of 15 dB. Top trace : model. Bottom trace : 
experimental 
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Figure 0.7 Difference output for a 45 MHz carrier signal with CNR;. of 15 dB and 80% clip level. Top trace 
: model. Bottom trace : experimental 

0 2 4 6 8 10 12 14 16 18 20 

0 2 4 6 8 10 12 14 16 18 20 

Figure 0.8 Sum output for a 45 MHz carrier signal with CNR;. of 15 dB and 80% clip level. Top trace : 
model. Bottom trace : experimental 
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0 2 4 6 8 10 12 14 16 18 20 

Figure 17 Difference output for a 45 MHz carrier signal with CNR;" of 15 dB and 60% clip level. Top trace : 
model. Bottom trace : experimental 
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Figure D.l 0 Sum output for a 45 MHz carrier signal with CNR;" of 15 dB and 60% clip level. Top trace : 
model. Bottom trace : experimental 
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OPTICAL TECHNIQUE FOR IDENTIFICATION AND DECODING OF DIGIT ALLY MODULATED 
SIGNALS IN SURVEILLANCE RECEIVERS 

M Hicks and CD Reeve 

University of Plymouth, UK 

ABSTRACT 

An acousto-optic technique for identifying and 
decoding various unknown types of digitally modulated 
signals is described. The performance of the system, 
which uses a bicell photodiode detector assembly, is 
modelled. It is shown that the output of the system, 
which consists of the sum and difference of the signals 
from the two bicell elements, is different and easily 
identifiable for each of the following modulation types: 
BPSK, QPSK, offset-keyed QPSK, differential QPSK, 
continuous-phase FSK (including MSK) and non 
continuous-phase FSK. Preliminary experimental results 
from an optical breadboard system are presented which 
are in good agreement with the modelled results. 

INTRODUCTION 

There is a variety of techniques currently in use for 
digital modulation of communications signals. These 
fall under the broad headings of amplitude, frequency 
and phase shift keying (ASK, FSK and PSK) but many 
variations exist, such as phase reversal keying (PRK), 
quaternary phase shift keying (QPSK), offset-keyed 
QPSK and minimum shift keying (MSK). These 
techniques are used, not only in general 
communications applications but also in spread 
spectrum systems; similar techniques are also used in 
low probability of intercept radar. A co-operating 
receiver will know the details of the type of modulation 
being employed and will have the appropriate matched 
filter and demodulation systems. A general purpose 
surveillance receiver, on the other hand, will have no a 
priori knowledge of the signal characteristics. The 
requirements for such a receiver would be threefold: (i) 
to detect the presence of a signal and measure its carrier 
frequency, (ii) to identify the type of modulation being 
used, and (iii) to demodulate/decode the signal. The first 
of these requirements can be achieved using scanning 
superhet or channelised receivers but automatic 
techniques for (ii) and (iii) are more difficult. We 
present a simple optical technique for identifying 
different types of digital modulation that also 
effectively demodulates the signal and enables 
decoding. We concentrate on FSK and PSK modulation 
and their variations. ASK is obviously very easy to 
identify, by this method and others, and is therefore 
rarely used for the types of transmission that a 
surveillance receiver would be interested in. In PSK and 
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FSK signals the amplitude is constant so any receiver 
that detects only variations in the power of the signals 
will see no modulation. It is only when the signals are 
examined in the frequency domain that the modulation 
becomes evident. A convenient way of monitoring 
changes in the frequency domain is to use an acousto
optic (AO) device to spatially modulate a laser beam 
with the signal and then to use the Fourier transform 
properties of a lens. Such a system will operate in real 
time at carrier frequencies from around 20 MHz to 
several GHz, depending on the type of AO cell used. 
The power spectrum is examined using a bicell detector; 
that is two photodiodes separated by a small gap. The 
output from the two elements of the bicell detector 
show how the power in the signal varies within two 
frequency bands defined by the size and position of the 
elements. Comparison of the sum and difference of the 
signals from the two detectors enables the different 
types of modulation to be identified. We present results 
from computer simulations of the system, showing how 
the spectrum of the signal changes as the frequency and 
phase shifts pass through the laser beam window in the 
AO cell and how the sum and difference of the outputs 
from the bicell detector are different for the different 
modulation types. Preliminary results from a practical 
system are presented that are in good agreement with 
the simulation. 

SYSTEM ARCHITECTURE 

A schematic diagram of the system is shown in Figure 
I . Similar systems, using only a single photodiode 
detector, have been described by Pieper and Poon [I] 
and Brooks and Reeve [2) for FM demodulation and by 
Reeve and Houghton [3] for demodulation of BPSK 
signals. The detector assembly employed in this case is 
a bicell device ( Figure 2) consisting of two photodiodes 
separated by a narrow gap of width g. The signal under 
investigation is applied to the AO cell. The properties of 
AO cells are well known; a good review is given by 
Korpel [4). A narrow laser beam passing through the 
cell is deflected through an angle proportional to the 
signal carrier frequency. In this first order diffracted 
light the beam is spatially modulated by the signal 
instantaneously in that part of the cell that is illuminated 
by the laser beam. The spatial distribution of light 
amp litude in the focal plane of the lens is therefore 
proportional to the Fourier transform of that part of the 
signal within the window formed by the laser beam 
passing through the AO cell. Since the photodiodes 
respond to the light intensity, their output will be 
proportional to the power spectral density of the signal 
integrated over the illuminated part of the 
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Figure I. The acousto-optic demodulator 

SUM 

DIFF 

detector. The system therefore monitors changes in the 
power in the windowed signal over two frequency 
bands defined by the size and position of the bicell 
elements. The signal from the left and right elements of 
the bicell detector are: 

rt 2 
sL = K 1., IF(x)l dx and sR = K fiF(x)l

2 
dx (I) 

2 

where K is a constant and F(x) is the spatial light 
distribution in the focal plane of the lens, which is 
proportional to the Fourier transform of the windowed 
signal. These equations do not lend themselves easily to 
an analytic solution; the response of the system has 
therefore been studied using a computer model. 

MODELLING RESULTS 

The model was written in such a way that particular 
system parameters such as the focal length of the lens, 
the laser wavelength, the dimensions of the bicell 
detector and the AO cell parameters could be easily 
changed to study different arrangements. It is assumed 
that the laser beam intensity profile is Gaussian 
(corresponding to a laser with a single TEM00 
transverse mode) with a standard deviation cr in the x
direction i.e. perpendicular to the bicell 

0

gap. The 
standard deviation in the y-direction may or may not be 
the same but since we integrate over the complete range 
of y values its precise value is not important. If the 
signal within this Gaussian window in the AO cell is a 
constant amplitude tone of frequency f, it may be shown 
that the intensity profile of the light in the focal plane of 
the lens is also Gaussian with standard deviation cr 

0 b t gtven y 

cr1 = ~ (2) 
4ncr 0 

where A. is the wavelength of the I ight and lr is the focal 
length of the lens and that the angle 8 through which the 
first order diffracted light is deflected is given by 

sinS"" 8 = ~f 
V a 

(3) 
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Figure 2. The bicell detector assembly 

X 

where V a is the acoustic velocity in the AO cell. The 
displacement ox of the diffracted spot at the detector 
due to a change in frequency Of is therefore 

ox = lro8 = ~Of 
V a 

Dividing eqn (3) by eqn (I) we obtain 

ox = 4ncr 0 of 
cr, va 

(4) 

(5) 

This ratio, which expresses lateral deviation of the 
diffracted spot at the detector, due to a given change in 
frequency, in terms of the spot size, is independent of 
the laser wavelength and the focal length of the lens. It 
is convenient therefore to express all dimensions at the 
detector as a multiple of cr1. 

The signal applied to the AO cell is assumed to be of 
constant amplitude with changes of frequency and/or 
phase occurring at unspecified intervals; the time 
window defined by the laser beam in the AO cell is 
assumed to be sufficiently short that only one change in 
frequency or phase is within the window at any given 
time. The laser beam width is usually quoted as the 
distance between the 1/el points on the Gaussian 
profile, which is equivalent to 4cr0 . In fact the beam is 
not truncated at the l/e2 points. In the model the laser 
beam is represented as having a width of 6cr0 , which 
yields results which are virtually indistinguishable from 
those obtained assuming an infinitely wide Gaussian. 
We have calculated how the power spectral density of 
the windowed signal varies as the transition in 
frequency and/or phase moves through the window. 
These are shown in Figure 3. Five positions of the 
transition have been used: (i) x = -3cr

0 
i.e. as it enters 

the window - solid line, (ii) x =- I .5cr0 - dotted line, (iii) 
x = 0 i.e. at the centre of the window - dashed line, (iv) 
x = 1.5cr0 - dot-dash line, and (v) x = 3cr0 i.e. as it 
leaves the window - solid line. In the cases where only 
the phase is changing only three of these will be visible 



since (i) and (ii) are identical to (iv) and (v). The 
horizontal axis is distance at the detector as a multiple 
of crt. The vertical lines denote the edges of the bicell 
elements assuming a gap of 3crr It is assumed that, for 
signals where only the phase changes, the centre line of 
the bicell gap corresponds to the carrier frequency; for 
FSK signals the centre line corresponds to the centre 
frequency f0 , so that the frequencies transmitted are f0 ± 
Of. Figure 3 shows results for: a) a phase shift of n 
radians, b) a phase shift of +rr./2 radians (the result for a 
-n/2 radian shift is a mirror image about d = 0), c) a 
frequency shift with no phase discontinuity at the 
frequency transition, d) a frequency shift with an 
arbitrary phase shift at the frequency transition. 
Figure 4 shows the modelling results for the sum and 
difference of the outputs from the two bicell elements 
using a bicell gap of 3crt for various types of signal. In 
Figure 4(a) the output for a BPSK signal with a phase 
shift of n radians shows that the difference remains 
essentially constant (zero) while the sum reaches a 
maximum when the phase shift is at the centre of the 
window. The reason for this behaviour is readily 
understood by studying Figure 3(a). Before the phase 
shift enters the window most of the light energy is 
concentrated in the gap; as the phase shift traverses the 
window the power spectral density broadens and dips at 
the centre shifting more light onto the bicell elements 
increasing the sum; however since the power spectral 
density remains symmetrical about the centre the 
difference is always zero. Figure 4(b) shows the 
response for a signal with phase shifts of ±n/2. In this 
case the sum reaches a maximum when the phase shift 
is at the centre of the window but now the difference 
goes either positive or negative depending on the sign 
of the phase change because the power spectral density 
does not remain symmetrical. The response for a 
continuous phase FSK (or MSK) signal is shown in 
Figure 4(c); in this case the sum is essentially constant 
while the difference changes by an amount proportional 
to the frequency shift. The output for an FSK signal in 
which the frequency change is accompanied by an 
arbitrary phase shift is shown in Figure 4(d); the 
response is basically the same as for the previous case 
except that a spike occurs in both the sum and 
difference signals proportional to the magnitude/sign of 
the phase shift. 

EXPERIMENTAL RESULTS 

We present some preliminary results from a breadboard 
system to demonstrate their agreement with the 
modelled results shown in the previous section. The 
system consisted of: a frequency stabilised I mW 
Helium Neon laser with wavelength 633 nm and lfe2 
beamwidth 0.49 mm; a tellurium dioxide slow shear 
mode AO cell with time aperture 50 l-IS and acoustic 
velocity 617 m/s; a 50 mm focal length biconvex lens; a 
Power spectral density 
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Figure 4. Modelled system output for a) 1t phase shift, 
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with arbitrary phase shifts. 

detector consisting of a bicell photodiode with a gap of 
85 Jlm with each element connected via trans
impedance and buffer amplifiers to a waveform 
analyser, which performs the sum and difference 
operations. Using eqn ( I) the value of cr1 was 21 Jlm, 

therefore the bicell gap is close to 4crt· Signals for 
analysis were generated using a programmable arbitrary 
waveform synthesiser so that precise frequencies and 
phase shifts could be obtained. The output for a signal 
containing phase shifts of ±1t/2 radians is shown in 
Figure 5(a). Figure 5(b) shows the output from a 
continuous phase FSK signal. In each case the upper 
trace is the sum and the lower trace is the difference of 
the bicell outputs. Clearly there is very close agreement 
between the results obtained from the model and those 
from the breadboard system. Results for other signals 
agree equally well. 
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DISCUSSION 

The modelled and experimental results show that the 
system output for each type of signal has a distinctive 
signature. Signals with a phase change of 1t radians 
cause a spike on the sum channel with the difference 
remaining constant; signals with phase changes of ±1t/2 
cause equal sized spikes on the sum channels and equal 
but opposite polarity spikes on the difference. FSK 
signals in which there is no phase discontinuity at the 
frequency transition g ive a change in the difference 
channel proportional to the frequency shift with no 
change in the sum. FSK signals with an arbitrary phase 
shift at the frequency transition give the same result but 
with additional spikes due to the phase shifts; the size of 
the spike on the sum channel is proportional to the 
phase shift and the polarity of the spike on the 
difference gives its sign. Signals with phase shifts of 
±1t/4 or ±3n/4 (not illustrated) can be shown to give 
spikes on the sum channel proportional to the phase 
shift and the polarity of the spike on the difference 
again gives its sign. Using these results it is possible to 
distinguish between the following types of digital 
modulation. 



(i) BPSK. Assuming that the two phase states are 0 and 
1t radians this is characterised by a constant difference 
channel with a spike on the sum channel at each phase 
shift. 
(ii) QPSK. The four phase states are 0, ±:rr./2 and 1t 

radians; therefore the possible phase shifts are also 0, 
±:rr./2 and 1t radians. A spike on the sum channel 
indicates the presence of a phase shift and the 
corresponding state of the difference channel indicates 
the nature of the change. The occurrence of all three 
phase shifts identifies the type of modulation. 
(iii) Offset-keyed QPSK. Here the only possible phase 
shifts are ±7t/2 radians. The absence of the 1t radians 
phase shifts identifies the type of modulation. 
(iv) FSK. FSK signals are characterised by a shift in 
level on the difference channel while the sum remains 
constant. Unlike the case for PSK signals where the 
output is a spike which only occurs while the phase shift 
is within the laser window, the level change persists for 
as long as the frequency remains constant. If there is no 
phase discontinuity when the frequency changes, as in 
continuous phase FSK or MSK, then only the level 
changed is observed. A phase discontinuity at the 
frequency change results in spikes on both the sum and 
difference channels. Thus not only is the system capable 
of identifying the presence of FSK signals, it can also 
indicate the type of FSK modulation being used. The 
magnitude of the level change, and hence the 
delectability of the signal, is proportional to the change 
in frequency. For an MSK signal the frequency change 
is 28f = 112T b• where T b is the interval between 
frequency shifts. In the experimental example shown 
T b was 5 f.lS so that the frequency shift was I 00 kHz. 
Since it has been shown [2] that this type of system is 
capable of detecting frequency changes of the order of 
I 00 Hz, delectability is not considered to be a problem. 
(v) Differential QPSK. Four phase shifts are possible 
namely ±7t/4 and ±37t/4. In all the previous cases 
identification has depended upon merely detecting a 
change from zero in either or both channels. For 
differential QPSK it is necessary to distinguish between 
two different level spikes in the sum channel 

corresponding to phase shifts of 7t/4 or 37t/4. Although 
not difficult this raises the complexity of the detection 
system and will tend to increase the signal to noise ratio 
required for reliable detection. 

CONCLUSIONS 

It is concluded that using the optical system described, 
together with some simple detection and logic circuits, 
it is possible to identify and decode a number of types 
of digitally modulated signals, without any a priori 
knowledge apart from their carrier frequency. The 
ability of the system to handle both frequency and phase 
modulated signals is particularly valuable. Although 
apparently very simple, the system performs functions 
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that would be difficult to achieve electronically in real 
time. In summary these functions are as follows. 
(i) The signal propagating through the AO cell is 
windowed by the Gaussian profile of the laser beam. 
The time window depends upon the laser beamwidth 
and the acoustic velocity in the AO cell; by focusing the 
beam into the AO cell, time windows down to a few 
nanoseconds are achievable. This places an upper limit 
on the data rates that can be processed since only one 
transition may occur within the window. (ii) The light 
distribution at the detector is proportional to the 
instantaneous Fourier transform of the windowed 
signal. (iii) The response of each element of the detector 
is proportional to the instantaneous power in the 
windowed signal over frequency bands defined by the 
size and position of the elements. In effect the system 
responds in real time to variations in the spectral content 
of the signal as the frequency and/or phase shifts 
propagate through the laser beam window. 
(iv) Taking the sum and difference of the signals from 
the bicell elements results in distinctive signatures for 
the different types of modulation. AO cells are currently 
available for operation at carrier frequencies from 
around 30 MHz (tellurium dioxide) to 3 GHz (gallium 
phosphide). Acoustic velocities vary from 617 m/s for 
tellurium dioxide to 6320 rn/s for gallium phosphide. To 
perform a similar operation at the lower end of this 
frequency range might be possible using DSP 
techniques; at the upper end it would not. The properties 
of AO cells allow the system to be tuned over an octave 
bandwidth merely by moving the detector. 
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An acousto-optic system for frequency and phase demodulation 

M Hicks and CD Reeve 

School of Electronic Communication and Electrical Engineering 
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ABSTRACT 

An acousto-optic technique for identifying and decoding various unknown types of digitally modulated signals is 
described. The performance of the system, which uses a bicell photodiode detector assembly, is modelled. It is shown 
that the output of the system, which consists of the sum and difference of the signals from the two bicell elements, is 
different and easily identifiable for each of the following modulation types: BPSK, QPSK, offset-keyed QPSK, 
differential QPSK, continuous-phase FSK (including MSK) and non continuous-phase FSK. Preliminary experimental 
results from an optical breadboard system are presented which are in good agreement with the modelled results. 

I. INTRODUCTION 

There is a variety of techniques currently in use for digital modulation of communications signals. These fall under the 
broad headings of amplitude, frequency and phase shift keying (ASK, FSK and PSK) but many variations exist, such as 
phase reversal keying (PRK), quaternary phase shift keying (QPSK), offset-keyed QPSK and minimum shift keying 
(MSK). These techniques are used, not only in general communications applications but also in spread spectrum 
systems; similar techniques are also used in low probability of intercept radar. A co-operating receiver wil l know the 
details of the type of modulation being employed and will have the appropriate matched filter and demodulation 
systems. A general purpose surveillance receiver, on the other hand, will have no a priori knowledge of the signal 
characteristics. The requirements for such a receiver would be threefold: (i) to detect the presence of a signal and 
measure its carrier frequency, (ii) to identify the type of modulation being used, and (iii) to demodulate/decode the 
signal. The first of these requirements can be achieved using scanning superhet or channelised receivers but automatic 
techniques for (ii) and (iii) are more difficult. We present a simple optical technique for identifying different types of 
digital modulation that also effectively demodulates the signal and enables decoding. We concentrate on FSK and PSK 
modulation and their variations. ASK is obviously very easy to identify, by this method and others, and is therefore 
rarely used for the types of transmission that a surveillance receiver would be interested in. In PSK and FSK signals the 
amplitude is constant so any receiver that detects only variations in the power of the signals will see no modulation. It is 
only when the signals are examined in the frequency domain that the modulation becomes evident. A convenient way 
of monitoring changes in the frequency domain is to use an acousto-optic (AO) device to spatially modulate a laser 
beam with the signal and then to use the Fourier transform properties of a lens . Such a system will operate in real time 
at carrier frequencies from around 20 MHz to several GHz, depending on the type of AO cell used. The power 
spectrum is examined using a bicell detector; that is two photodiodes separated by a small gap. The output from the two 
elements of the bicell detector show how the power in the signal varies within two frequency bands defined by the size 
and position of the elements. Comparison of the sum and difference of the signals from the two detectors enables the 
different types of modulation to be identified. We present results from computer s imulations of the system, showing 
how the spectrum of the signal changes as the frequency and phase shifts pass through the laser beam window in the 
AO cell and how the sum and difference of the outputs from the bicell detector are different for the different 
modulation types. Preliminary results from a practical system are presented that are in good agreement with the 
simulation. 

SYSTEM ARCHITECTURE 

A schematic diagram of the system is shown in Figure I. Similar systems, using only a single photodiode detector, have 
been described by Pieper and Poon [I] and Brooks and Reeve [2] for FM demodulation and by Reeve and Hough ton 
[3] for demodulation of BPSK signals. The detector assembly employed in this case is a bice ll device ( Figure 2) 
consisting of two photodiodes separated by a narrow gap of width g. The signal under investigation is applied to the 
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AO cell. The properties of AO cells are well known; a good review is given by Korpel [4]. A narrow laser beam 
passing through the cell is deflected through an angle proportional to the signal carrier frequency. In this first order 
diffracted light the beam is spatially modulated by the signal instantaneously in that part of the cell that is illuminated 
by the laser beam. The spatial distribution of light amplitude in the focal plane of the lens is therefore proportional to 
the Fourier transform of that part of the signal within the window formed by the laser beam passing through the AO 
cell. Since the photodiodes respond to the light intensity, their output will be proportional to the power spectral density 
of the signal integrated over the illuminated part of the 
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Figure I. The acousto-optic demodulator 
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detector 

l R 

detector. The system therefore monitors changes in the power in the windowed signal over two frequency bands 
defined by the size and position of the bicell elements. The signal from the left and right elements of the bicell detector 
are: 

r~ 2 
SL = K l., jF(x)j dx (I) 

where K is a constant and F(x) is the spatial light distribution in the focal plane of the lens, which is proportional to the 
Fourier transform of the windowed signal. These equations do not lend themselves easily to an analytic solution; the 
response of the system has therefore been studied using a computer model. 

MODELLING RESULTS 

The model was written in such a way that particular system parameters such as the focal length of the lens, the laser 
wavelength, the dimensions of the bicell detector and the AO cell parameters could be easily changed to study different 
arrangements. It is assumed that the laser beam intensity profile is Gaussian (corresponding to a laser with a single 
TEM00 transverse mode) with a standard deviation cr

0 
in the x-direction i.e. perpendicular to the bicell gap. The 

standard deviation in the y-direction may or may not be the same but since we integrate over the complete range of y 
values its precise value is not important. If the signal within this Gaussian window in the AO cell is a constant 
amplitude tone of frequency f, it may be shown that the intensity profile of the light in the focal plane of the lens is also 
Gaussian with standard deviation cr1 given by 
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(2) 

where A. is the wavelength of the light and lr is the focal length of the lens and that the angle 8 through which the first 
order diffracted light is deflected is given by 

left 
diode 

sine :>: e = ~f 
V a 

y 

diffracted 
/ beam 

right 
diode 

Figure 2. The bicell detector assembly 

(3) 

X 

where V a is the acoustic velocity in the AO cell. The displacement ox of the diffracted spot at the detector due to a 
change in frequency Of is therefore 

ox = lro8 ~of (4) 
V a 

Dividing eqn (3) by eqn (I) we obtain 

ox 4m:r 0 of (5) = 
cr, V a 

This ratio, which expresses lateral deviation of the diffracted spot at the detector, due to a given change in frequency, in 
terms of the spot size, is independent of the laser wavelength and the focal length of the lens. lt is convenient therefore 
to express all dimensions at the detector as a multiple of cr1. 
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The signal applied to the AO cell is assumed to be of constant amplitude with changes of frequency and/or phase 
occurring at unspecified intervals; the time window defined by the laser beam in the AO cell is assumed to be 
sufficiently short that only one change in frequency or phase is within the window at any given time. The laser beam 
width is usually quoted as the distance between the l/e2 points on the Gaussian profile, which is equivalent to 4cr

0
. In 

fact the beam is not truncated at the 1/e2 points. In the model the laser beam is represented as having a width of 6cr
0

, 

which yields results which are virtually indistinguishable from those obtained assuming an infinitely wide Gaussian. 
We have calculated how the power spectral density of the windowed signal varies as the transition in frequency and/or 
phase moves through the window. These are shown in Figure 3. Five positions of the transition have been used: (i) x = -
3cr0 i.e. as it enters the window - solid line, (ii) x = -1.5cr0 - dotted line, (iii) x = 0 i.e. at the centre of the window -
dashed line, (iv) x = 1.5cr0 - dot-dash line, and (v) x = 3cr0 i.e. as it leaves the window- solid line. In the cases where 
only the phase is changing only three of these will be visible since (i) and (ii) are identical to (iv) and (v). The 
horizontal axis is distance at the detector as a multiple of crt. The vertical lines denote the edges of the bicell elements 
assuming a gap of 3crt. It is assumed that, for signals where only the phase changes, the centre line of the bicell gap 
corresponds to the carrier frequency; for FSK signals the centre line corresponds to the centre frequency f

0
, so that the 

frequencies transmitted are f0 ± of. Figure 3 shows results for: a) a phase shift of 1t radians, b) a phase shift of +n/2 
radians (the result for a -Tt/2 radian shift is a mirror image about d = 0), c) a frequency shift with no phase discontinuity 
at the frequency transition, d) a frequency shift with an arbitrary phase shift at the frequency transition. 
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Figure 3. Change in PSD for: a) 1t phase shift, b) Tt/2 phase shift, c) CP-FSK , d) FSK with phase sh ift. 
Horizontal scale: displacement at bicell in units of crt 
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Figure 4 shows the modelling results for the sum and difference of the outputs from the two bicell elements using a 
bicell gap of 3cr1 for various types of signal. In Figure 4(a) the. output for a BPSK signal with a phase shift of n radians 
shows that the difference remains essentially constant (zero) while the sum reaches a maximum when the phase shift is 
at the centre of the window. The reason for this behaviour is readily understood by studying Figure 3(a). Before the 
phase shift enters the window most of the light energy is concentrated in the gap; as the phase shift traverses the 
window the power spectral density broadens and dips at the centre shifting more light onto the bicell elements 
increasing the sum; however since the power spectral density remains symmetrical about the centre the difference is 
always zero. Figure 4(b) shows the response for a signal with phase shifts of ±Tr./2. In this case the sum reaches a 
maximum when the phase shift is at the centre of the window but now the difference goes either positive or negative 
depending on the sign of the phase change because the power spectral density does not remain symmetrical. The 
response for a continuous phase FSK (or MSK) signal is shown in Figure 4(c); in this case the sum is essentially 
constant while the difference changes by an amount proportional to the frequency shift. The output for an FSK signal in 
which the frequency change is accompanied by an arbitrary phase shift is shown in Figure 4(d); the response is 
basically the same as for the previous case except that a spike occurs in both the sum and difference signals 
proportional to the magnitude/sign of the phase shift. 
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Figure 4. Modelled system output for a) 1t phase shift, b) ±Tr./2 phase shift, c) continuous phase FSK, d) FSK with 
arbitrary phase shifts. 

From these results it was possible to draw up a truth table (Table ! .)showing what outputs would be expected from the 
sum and difference in response to each of the main forms of digital modulation. 

Modulation Sum Difference 
FSK glitches due to $changes cc frequency and glitches due to $ changes 
CP-FSK Constant cc frequency, no g litches 
BPSK Spike Constant 
QPSK Spike cc $ ±spike 
OQPSK Spike ±spike 

Table I . Truth Table 
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Figure 5. Shows how the amplitude of the spikes produced by phase modulated signals are effected by the size of the 
gap between the photodetectors with respect to the standard deviation of the gaussian beam at the detector cr1• The solid 
lines represent the sum output and the dotted lines represent the difference. The relationship was plotted for three 
different phase shifts; n,n/2 and n/4. It can be seen from Figure 5. That the optimum gapsize for the difference output 
would be zero, whereas the sum output gains its maximum level for a agapsize of 3 cr1• It was decided that a good 
compromise would be to set the gapsize to be between 2 and 3 cr1• 
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Figure 5. The effect of increasing the gapsize on the amplitude of the output pulse. 

EXPERIMENTAL RESULTS 

We present some preliminary results from a breadboard system to demonstrate their agreement with the modelled 
results shown in the previous section. The system consisted of: a frequency stabilised I mW Helium Neon laser with 
wavelength 633 nm and J/e2 beamwidth 0.49 mm; a tellurium dioxide slow shear mode AO cell with time aperture 50 
f.lS and acoustic velocity 617 m/s; a 50 mm focal length biconvex lens; a detector consisting of a bicell photodiode with 
a gap of 85 f.!m with each element connected via trans-impedance and buffer amplifiers to a waveform analyser, which 
performs the sum and difference operations. Using eqn (I) the value of cr1 was 21 f.! m, therefore the bicell gap is close 

to 4crt· Signals for analysis were generated using a programmable arbitrary waveform synthesiser so that precise 
frequencies and phase shifts could be obtained. The output for a signal containing phase shifts of ±1t/2 radians is shown 
in Figure 5(a). Figure 5(b) shows the output from a continuous phase FSK signal. In each case the upper trace is the 
sum and the lower trace is the difference of the bicell outputs. Clearly there is very close agreement between the results 
obtained from the model and those from the breadboard system. 

DISCUSSION 

The modelled and experimental results show that the system output for each type of signal has a distinctive signature. 
Signals with a phase change of n radians cause a spike on the sum channel with the difference remaining constant; 
signals with phase changes of ±n/2 cause equal sized spikes on the sum channels and equal but opposite polarity spikes 
on the difference. FSK signals in which there is no phase discontinuity at the frequency transition give a change in the 
difference channel proportional to the frequency shift with no change in the sum. FSK signals with an arbitrary phase 
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shift at the frequency transition give the same result but with additional spikes due to the phase shifts; the size of the 
spike on the sum channel is proportional to the phase shift and the polarity of the spike on the difference gives its sign. 
Signals with phase shifts of :±11:/4 or ±37t/4 (not illustrated) can be shown to give spikes on the sum channel proportional 
to the phase shift and the polarity of the spike on the difference again gives its sign. Using these results it is possible to 
distinguish between the following types of digital modulation. 
(i) BPSK. Assuming that the two phase states are 0 and 7t radians this is characterised by a constant difference channel 
with a spike on the sum channel at each phase shift. 
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Figure 5. Experimental system output for a) :±1r phase shift, b) :±11:/2 phase shift, c) continuous phase FSK, d) FSK 

(ii) QPSK. The four phase states are 0, :±11:/2 and 7t radians ; therefore the possible phase shifts are also 0, :±11:/2 and 1t 

radians. A spike on the sum channel indicates the presence of a phase shift and the corresponding state of the difference 
channel indicates the nature of the change. The occurrence of all three phase shifts identifies the type of modulation. 
(iii) Offset-keyed QPSK. Here the only possible phase shifts are :±11:/2 radians. The absence of the 7t radians phase shifts 
identifies the type of modulation. 
(iv) FSK. FSK signals are characterised by a shift in level on the difference channel while the sum remains constant. 
Unlike the case for PSK signals where the output is a spike which only occurs while the phase shift is within the laser 
window, the level change persists for as long as the frequency remains constant. lfthere is no phase discontinuity when 
the frequency changes, as in continuous phase FSK or MSK, then only the level changed is observed. A phase 
discontinuity at the frequency change results in spikes on both the sum and difference channels. Thus not only is the 
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system capable of identifying the presence of FSK signals, it can also indicate the type of FSK modulation being used. 
The magnitude of the level change, and hence the detectability ofthe signal, is proportional to the change in frequency. 
For an MSK signal the frequency change is 28f = 112T b• where T b is the interval between frequency shifts. In the 
experimental example shown T b was 5 JlS so that the frequency shift was I 00 kHz. Since it has been shown [2] that this 
type of system is capable of detecting frequency changes of the order of I 00 Hz, detectability is not considered to be a 
problem. 
(v) Differential QPSK. Four phase shifts are possible namely ±n/4 and ±3n/4. In all the previous cases identification 
has depended upon merely detecting a change from zero in either or both channels. For differential QPSK it is 
necessary to distinguish between two different level spikes in the sum channel corresponding to phase shifts of n /4 or 

3n/4. Although not difficult this raises the complexity of the detection system and will tend to increase the signal to 

noise ratio required for reliable detection. 

CONCLUSIONS 

It is concluded that using the optical system described, together with some simple detection and logic circuits, it is 
possible to identify and decode a number of types of digitally modulated signals, without any a priori knowledge apart 
from their carrier frequency. The ability of the system to handle both frequency and phase modulated signals is 
particularly valuable. Although apparently very simple, the system performs functions that would be difficult to achieve 
electronically in real time. In summary these functions are as follows. 
(i) The signal propagating through the AO cell is windowed by the Gaussian profile of the laser beam. The time 
window depends upon the laser beamwidth and the acoustic velocity in the AO cell; by focusing the beam into the AO 
cell, time windows down to a few nanoseconds are achievable. This places an upper limit on the data rates that can be 
processed since only one transition may occur within the window. (ii) The light distribution at the detector is 
proportional to the instantaneous Fourier transform of the windowed signal. (iii) The response of each element of the 
detector is proportional to the instantaneous power in the windowed signal over frequency bands defmed by the size 
and position of the elements. In effect the system responds in real time to variations in the spectral content of the signal 
as the frequency and/or phase shifts propagate through the laser beam window. 
(iv) Taking the sum and difference of the signals from the bicell elements results in distinctive signatures for the 
different types of modulation. AO cells are currently available for operation at carrier frequencies from around 30 MHz 
(tellurium dioxide) to 3 GHz (gallium phosphide). Acoustic velocities vary from 617 m/s for tellurium dioxide to 6320 
m/s for gallium phosphide. To perform a similar operation at the lower end of this frequency range might be possible 
using DSP techniques; at the upper end it would not. The properties of AO cells allow the system to be tuned over an 
octave bandwidth merely by moving the detector. 
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SYMBOLOGY and ABBREVIATIONS 

A amplitude 

Aq amplitude of qth diffracted order 

AM amplitude modulation 

AO acousto-optic 

AOA angle of arrival 

ASK amplitude shift keying 

B bandwidth (general) 

BPSK binary PSK 

Bn system noise bandwidth 

B_3dB bandwidth (-3 dB) 

c speed of light 

cw continuous wave 

CNR carrier to noise ratio (general) 

CP-FSK continuous phase FSK 

CNRin CNR at system input 

dB decibel 

DSP digital signal processing 

DPSK differential PSK 

e electron charge 

E electric field 

ECM electronic counter measures 

ECCM electronic counter-counter measures 

ESM electronic support measures 

EW electronic warfare 

f frequency 

fc centre frequency 

fd doppler frequency 

F(x) spatial light distribution 

FDM frequency division multiplex 

FFT fast Fourier transform 
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FM 

FMOP 

FSK 

g 

H 

IF 

IFM 

lr 

L 

(L) 

LPI 

m 

MSK 

MTF 

Mn 

n 

OSP 

OQPSK 

p 

frequency modulation 

FM on pulse 

frequency shift keying 

gap SIZe 

height of acoustic cell 

intermediate frequency 

instantaneous frequency measurement 

noise current 

noise current from left cell 

noise current from right cell 

intensity of qth diffracted order 

signal current 

signal current from left cell 

signal current from right cell 

intensity profile at AO cell 

intensity profile at detector 

general constant 

ration of signal power to background power 

optical path length 

focal length of lens 

acousto-optic interaction length 

longitudinal 

low possibility of intercept 

modulation index 

minimum shift keying 

modulation transfer function 

acousto-optic figure of merit 

refractive index (general) 

normal refractive index 

optical signal processing 

offset QPSK 

elasto-optic constant 
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P, optical power in I st order 

Pa acoustic power 

pb optical background power at detector 

PDIFF PsR- PsL 

PsuM PsR + PsL 

Ps optical signal power at detector 

PsL optical signal power on left cell 

psR optical signal power on right cell 

Ptot total diffracted power 

PE probability of error 

PA pulse amplitude 

PM phase modulation 

PW pulse width 

PCM pulse code modulation 

PLL phase locked loop 

PSD power spectral density 

PSK phase shift keying 

PRK phase reversal keying 

PMOP PM on pulse 

Q acousto-optic figure of merit 

QPSK quaternary PSK 

r propagation vector 

RF radio frequency 

Rr frequency response roll off (dB) 

R, load resistance 

RA. diode responsivity 

SL signal from left detector 

SR signal from right detector 

(SS) slow shear 

SNR signal to noise ratio 

SSB single side band 

SNRout SNR at system output 
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V 

X 

y 

z 

z 
a 

V 

p 

time 

tellurium dioxide 

pulse width 

1 0% - 90% risetime 

sampling interval 

bit interval 

velocity 

radial velocity 

acoustic velocity 

beam waist diameter 

beam e -2 radius 

spatial variable 

spatial variable 

spatial variable 

impedance 

deflection angle 

FM modulation index 

frequency deviation 

change in beam position at detector 

optical divergence 

frequency bandwidth 

refractive index change 

spatial variable 

phase 

angle (general) 

Bragg angle 

power spectral density 

optical wavelength 

acoustic wavelength 

optical frequency 

density 
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cr standard deviation 

standard deviation of beam at cell 

standard deviation of beam at detector 

cell access time 

optical phase 

electrical phase 
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