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Time Domain Filtered Cross Spectral Density detection and direction
finding of spread spectrum signals, and implementation using

acousto-optic correlation.

by Andrew Warren Houghton

Abstract

This thesis presents a technique for the detection of spread spectrum signals, of
arbitrary form, even when the signal power spectral density (PSD) is well below the
surveillance receiver noise spectral density, using a pair of antennas with broadband (1 GHz
or more) receivers. Cross correlating the outputs of two receivers, spatially separated by a
distance of the order of one metre or more, produces a cross correlation function (ccf) in
which the noise components are spread uniformly over the whole width while the signal
component, the narrow autocorrelation function (acf) of the spread spectrum signal, is
concentrated near to the centre. The acf is displaced from the centre of the ccf by a small time
shift equal to the time difference of arrival of the signal at the two antennas. A simple time
domain filter can select a narrow centre portion of the ccf, rejecting the remainder which
contains only notse. Taking the Fourier transform of this windowed ccf produces the “time
domain filtered cross spectral density” (TDFCSD), in which the signal to noise ratio is
independent of receiver bandwidth. Spread spectrum signals can then be both detected and
characterised in an extremely sensitive broadband system by threshold detection applied to
the magnitude of this TDFCSD. High resolution direction finding can then be achieved by
estimating the time difference of arrival at the two antennas from the phase slope of the
appropriate part of the TDFCSD. An analysis of the performance of this dual receiver system
is presented. A computer simulation illustrates the signal processing involved and shows
excellent agreement with the analysis. An analysis of the detection performance of this

system acting in an electronic support measure (ESM) role and comparison with other
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systems shows that, in addition to being able to obtain more information, this system can
offer significantly greater sensitivity than a crystal video receiver.

Acousto-optic correlation may be used to perform the cross correlation and time
domain filtering of wideband signals in real time, with final processing of the much reduced
data set to obtain and analyse the TDFCSD being carried out digitally. A novel non-
heterodyning space integrating architecture capable of forming the true correlation function
using the zeroth diffraction orders from acousto-optic cells was invented, the operation of
which is not explained by the commonly used methods of analysis. By looking again at the
acousto-'optic interaction, it is shown that there is considerable information in the zeroth
diffraction order and a unifted theory of one dimensional space integrating correlators is
developed, in which many known architectures can be treated as special cases of a general all
order correlator. Because of practical difficulties in using a space integrating correlator to
obtain the TDFCSD for continuous inputs, later work concentrated on time integrating
correfation. Theoretical analysis and practical results are presented for a time integrating
acousto-optic correlator, demonstrating that it gives itself naturally to the signal processing
operations required and could be used in a real surveillance system making use of the

TDFCSD for detection and direction finding.
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1. Introduction

1.1 Introduction to spread spectrum signals

Many modem communication and radar systems transmit spread spectrum signals.
The principle advantages of using spread spectrum techniques are that they can make
transmissions more difficult to jam and the transmitter more difficult for a surveillance
receiver to detect: i.e. they have low probability of intercept properties (LPI). [1,2,3,4]. This
thesis considers techniques that can be used for detection and direction finding of spread
spectrum signals and therefore starts with a brief summary of the spread spectrum techniques

in common use.

1.1.1 Spread spectrum communication systems

In a radio communication link, which is concemed with the transmission of
information, the system is using a spread spectrum technique if the RF bandwidth used is
significantly greater than that conventionally required for the transmission of the information.
For example, the use of broadband frequency modulation (FM) in analogue systems, though
not strictly defined as a spread spectrum technique, illustrates some of the advantages. An
audio signal of bandwidth B can readily be transmitted using single sideband suppressed
carrier amplitude modulation (SSBSC AM) with an RF bandwidth of B. Broadband FM

systems use an approximate RF bandwidth, given by Carson’s rule, of 2B(/+f}) where f is
the modulation index typically taking values of 5 or more. RF bandwidths at least an order of
magnitude greater than B are often used, principally in order to take advantage of the
considerable processing gain that can be achieved in the receiver. Processing gain is defined
here as the signal to noise ratio (SNR) at the demodulator output divided by the SNR at the
demodulator input. We shall concern ourselves here, however, with more deliberate
techniques designed to achieve LPI and anti-jamming performance in the transmission of
digital information. The two most popular spread spectrum techniques used in data

transmission are “direct sequence” and “frequency hopping”.









sequences or two Gold codes are very much lower than those of the codes’ acfs, allowing
many communication links to operate, using different codes, in the same frequency band
without being able to decode each other's signals. Gold codes are generated by combining the
outputs from 2 maximal length sequence shift register generators. Different codes can be
generated simply be changing the relative phases of the 2 maximal length sequences. Gold
codes are not quite so easy for a correlation receiver to lock onto since their autocorrelation

functions have a number of secondary peaks.

The direct sequence spread spectrum signal gains its LPI performance from the fact
that its PSD may be well below the noise spectral density at the input of a surveillance
receiver. Without the cooperating receiver’s a priori knowledge the surveillance receiver
cannot form a matched filter and take advantage of the available processing gain. A scanning
superheterodyning receiver, as commonly used in communications surveillance, will not
detect such a signal. A sufficiently sensitive radiometer might detect such a signal provided
the background noise level is sufficiently constant (i.e. if the noise is a stationary signal) and
there are no other signals. Biphase coded signals are vulnerable, however, to detection by a
surveillance receiver that squares its input, giving it the ability to detect the carrier at the cost

of losing all other information.

Frequency hopping. Frequency hopping systems are more popular than direct sequence
systems for military applications. The available RF channel is split up into a large number of
channels (of the order of 1000 or more), and the system hops rapidly, following a pseudo-
random sequence, among these channels. In fast hopping systems the hop rate is such that the
system will change frequency for every data bit, or even hop several times during one data
bit. Allocating several “chips” to each message data bit enables the more extreme forms of
error control coding that allow frequency hopping systems to overcome jamming. Since, at
any instant, all the transmission power is concentrated within one narrow channel the system
can break through any form of broadband jamming. A jammer has to concentrate on jamming
a limited number of the channels used by its target communication link so as to cause a
significant error rate. The communication link then has to use error control coding to correct
these errors while accepting the overhead of a reduced information rate. Since the
transmission comprises a stream of short narrowband pulses, a single link does not present an

enormous detection problem to the surveillance receiver. A scanning superheterodyne



receiver would have a rather low probability of intercept since it only looks at one narrow
frequency band at a time, but a channellised crystal video receiver should have little difficulty
in detecting activity. However, in an environment containing a large number of frequency
hopping systems, all hopping pseudo-randomly, the task of identifying individual links

becomes virtually impossible using conventional techniques.

1.1.2 Spread spectrum radar systems

Pulsed radar. The development of spread spectrum techniques in radars has been different
from that in communications. Radars have traditionally used pulses rather than CW
(continuous wave) signals, and spread spectrum pulses were not originally developed purely
for their LPI properties. The range resolution of a radar is a function of the pulse length,
while its maximum detection range is a function of the total energy, the mean power times
the length, of the transmitted pulse. The requirement for large maximum range and small
range resolution puts conflicting pressures on the pulse length. For a radar using simple
unmodulated pulses, large range with small resolution can only be achieved by using short
very high power pulses, requiring large, expensive and power hungry transmitters. The
answer is to use pulse compression. In a pulse compression system, the transmitted pulses are
of relatively low power and relatively long so as to give the total pulse energy necessary for
the required maximum range. Modulation is applied to the transmitted pulse so that it can be
collapsed in time in the receiver to produce the short pulse required for good range resolution.
The reduction in transmitter power and the spreading of the signal spectrum caused by the
modulation lead to LPI properties, initially more as a fringe benefit than by intention. This

process is best illustrated by using the two most common techniques as examples.

Phase coded pulses. One way of modulating the transmitted pulse is to apply biphase or
PRK modulation using a code such as a Barker code. Barker codes exist up to 13 bits long
and have acfs (autocorrelation functions) one bit period wide. If a 13 bit code is transmitted,
the radar’s matched filter receiver will effectively cross correlate the returning echo with the
original pulse to produce the code’s acf plus noise. Since this acf is one bit period wide the
pulse has been compressed by a factor of 13. Barker codes acfs have a number of equal

sidelobes with a peak to sidelobe magnitude ratio of N where N is the length of the code. The










CW radar. As radar pulses are made longer their transmitted power levels drop lower and
they become more difficult to detect. The logical extension, in deliberately designing an LPI
radar, is to continue lengthening the pulses, increasing the duty cycle of the radar, until there

are no gaps between pulses and the transmitted signal has become continuous.

FMCW radar. Frequency modulated continuous wave radar is the logical extension of
LFM pulse radar. The transmitter uses a voltage controlled oscillator to produce a continuous
transmitted signal that ramps up and down in frequency. An existing example of this is the
“PILOT” (otherwise known as Scout) tactical navigation radar which operates at around 9
GHz. Pilot [6] employs a sawtooth frequency sweep of 50 MHz with a time period of 1 ms.
Since the transmitted frequency is normally increasing linearly the returning echo is at an
earlier lower frequency. This is illustrated in figure 1-6. Mixing the returning echo with the
signal currently being transmitted then produces a signal at the difference frequency, Af,

which is directly proportional to the time, At, taken for the echo to travel to a target and back.

frequency

.........................................................

transmitted signal

-~ returning echo
50 MHz ‘ -

0 1 ms time

Figure 1-6. Frequency of transmitted and returning signals for an FMCW radar.

Transmission powers in pulsed radars are typically of the order of kilowatts or tens of
kilowatts. PILOT has a transmission power of the order of 1W spread over 50 MHz. Future
FMCW radars will use digital signal processing techniques to form a matched correlation
receiver and extract multiple target information including Doppler information. The
bandwidth can be expected to increase significantly and, with their very low transmitter
powers, such radars will be very difficult to detect. This thesis will concentrate on methods

for detecting and direction finding on this type of radar. It is by no means the only type of




signal source of interest, but it does provide a good example with which to work, and the
techniques applied to detecting FMCW signals can be readily extended to other types of
signal.

Phase coded CW radar. As mentioned above, in discussing phase coded pulsed radar, if one
cycle of a maximal length sequence is used in isolation to code a pulse then secondary peaks
or sidelobes occur in the acf. These could give rise to false targets. When the signal is
continuous, however, there are no secondary peaks whatever in the acf. With one single sharp
peak in ‘the acf a very long maximal length sequence biphase coded signal becomes an
excellent radar signal, if the practical difficulties of building a full duplex system and
designing a matched filter receiver that can operate without a priori timing information can be
overcome. The sequence has to be long enough to avoid “second time around” range
ambiguities. For example a radar with a maximum range of 40 km and a code chip rate of 25
MHz would require a minimum code length of 8§191. Generation of this is relatively easy but
construction of a good matched filter receiver is rather more difficult. Such a signal will look
almost exactly like a direct sequence spread spectrum communication signal. Such signals are

extensively used in range finding and navigation systems such as GPS.

Other LPI techniques. Designing LPI radars also involves the use of other techniques, such
as tight control on number and timing of pulses emitted, frequency hopping between pulses,
power management and antenna sidelobe suppression. Continual regular emission of radar
pulses may not be necessary for a platform that can fuse data from other sources, such as its
ESM systems, to build up a radar picture using a carefully controlled minimum of active
emissions to resolve ambiguities. A radar tracking a single target can make itself much more
difficult to detect by adjusting its power output, keeping it at the minimum level required for
effective tracking. As such a radar approaches its target it will automatically reduce its
transmitter power. ESM systems can usually make use of radiation in the radar antenna
sidelobes to help in sorting pulses and forming a track. The use of ultra-low sidelobe antennas
by the radar denies the ESM system the extra information that this makes available. In this
thesis it will generally be assumed that only the antenna mainlobe transmissions are worth

trying to detect. The effects of power management will be considered in some detail.



1.2 Introduction to the cross correlation receiver and the “TDFCSD”

A normal surveillance system does not have the required a priori information to form
a matched filter receiver and make use of the processing gain available from a signal with a
large BT product. However, if it uses two spatially separated antennas with wideband
receivers and cross correlates the two outputs (ﬁgufe 1-7), much of the available processing

gain can be accessed, without any a priori knowledge of the signal.

Weak spread spectrum signal

’

_/ ............... d ------------- ( Antennas

Low noise RF
LNA amplifiers
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Stable low noise
oscillator

ﬁ\l\ Mixers
./

Cross correlator

&

h 4
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Figure [-7. Simplified block diagram of dual receiver cross correlating

system proposed for the detection of LPI radar signals.
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The two signals will contain both antenna noise and internal receiver noise. The
internal receiver noise in the two receivers will be independent and will not correlate. (It is
assumed that the system is front end noise limited so that noise from the common local
oscillator can be neglected.) The antenna noise in the two receivers comes from the same
sources, but if these sources can be assumed to be spatially distributed over the full width of
the antenna radiation patterns then the signals from these noise sources arrive at the two
antennas with a distribution of time delays. The result is that there is effectively no
correlation between the antenna noise inputs to the two receivers, provided that the antenna
separation is large enough. This assumption is clearly fundamental to this thesis and is
examined in more detail in the next section. Any signal source, such as a radar, will be
transmitting from one fixed point and the signal will therefore be present in both receiver
outputs with a single fixed time delay]. Cross correlation will therefore yield the acf of the
signal, plus noise. In principle the operation being carried out is similar to that in the co-
operating receiver: the surveillance system has formed its own partially matched filter. The
difference is that whereas the radar correlates signal plus noise with pure signal, the
surveillance system correlates signal plus noise with a time shifted version of the same signal
plus an independent noise input. The surveillance system will achieve a processing gain that

can approach but not equal that of the co-operating receiver.

It should be noted that the correlation process described here is different from that
often described under the heading of correlation receivers. Systems described under this
heading often involve multiplying the two receiver inputs and using a low pass filter to
integrate the product [7]. Wiley [8] gives a diagram of a receiver forming a true correlation
function but offers no analysis for such a system. Torrieri [4] does analyse a true correlation
receiver and compares it to a radiometer. Comparisons will be made with his results in
chapter 4. The simple multiplier type of “correlation receiver” gives the value of the cross
correlation function (ccf) for a time shift which is either zero or fixed over any integration
time (though sometimes variable between integrations). The analysis of signal to noise ratio
(SNR) generally involves comparison of receiver output levels, for this one time shift, with

and without a signal present. While this process may be useful, there is far more to a ccf than

' This thesis will concentrate on the simple case of a single signal source. The ability of the system to detect
and discriminate between multiple sources is a function of the receiver separation and the degree of spectral
overlap between the signals. This is discussed briefly but a rigorous analysis will not be presented: it may
represent a worthwhile subject for further study.
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just its value for zero time shift. The system described in this thesis obtains the true ccf over a
range of time shift. SNR analysis will compare levels within the ccf for different time shifts,
to assess the detection performance achievable by examining one ccf without referring to
previous or subsequent ccfs. By obtaining the whole of the ccf rather than just one central
value we acquire much more information. The phase information in this ccf is particularly

valuable.

The proposed system can detect spread spectrum signals of arbitrary waveform and
spectrum, with a power spectral density (PSD) below receiver noise levels, by direct
threshold detection applied to the ccf. Alternatively, threshold detection can be carried out in
the frequency domain, giving greater sensitivity in very broadband (greater than 1 GHz)
systems and the possibility of determining the signal’s spectrum. Forming the cross spectral
density (CSD) by taking the Fourier transform usually produces a frequency domain signal
which is too noisy to be of much use. However, the properties of a spread spectrum signal
make it possible to improve the signal to noise ratio (SNR) in the CSD by 30 dB or more.
The signal part of the ccf is the time shifted acf of the spread spectrum signal. Due to the
signal’s broadband nature this acf will be very narrow, typically a few tens of nanoseconds
wide. If the two antennas are separated by only a few metres then this acf is shifted from the
centre of the total ccf by no more than a few nanoseconds. The noise components of the ccf
are spread uniformly over the whole width of the ccf, which will be of the order of
milliseconds or more. A time domain filter can then be used to select, or window, a narrow
central portion of the ccf, capturing virtually all of the signal but rejecting most of the noise.
Taking the Fourier transform of this windowed ccf produces the time domain filtered cross
spectral density (TDFCSD)'. Threshold detection in this TDFCSD will then not only reveal

the presence of a spread spectrum signal, but also give its spectrum.

Forming the initial ccf is clearly extremely demanding computationally. To sample
the signals from the two receivers and perform the necessary cross correlations in real time
may not be feasible, especially if we wish to design a system with large channel bandwidths
and long sample lengths. For example: a channel bandwidth of 500 MHz and a sample length

of 500 ps would require analogue to digital conversion at a sampling frequency of 1 GHz and

" It should be noted that the phrase "time domain filtered" is not being used here to describe the filtering of a
time domain signal by means of a convolution process in the time domain. It is being used to describe the
filtering of a frequency domain signal by means of windowing in the time domain.
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data sets of 500,000 points. Acousto-optic correlators can provide the answer to the problem
of forming the initial correlation function, making signal detection and analysis in real time,
for large bandwidths and integration times perfectly feasible. (Acousto-optic cells with
bandwidths in excess of 2 GHz are available enabling the construction of correlators with a
bandwidth of 1 GHz.) The fact that we only want to sample a relatively small portion of the
ccf is very convenient since this means that the number of data points we have to extract for
further processing is very much reduced. One commonly quoted disadvantage of acousto-
optic signal processing systems is that they have a limited dynamic range. Optical systems
have been devised which overcome earlier problems but even if this were not the case it need
not be a problem here. Since we are looking for signals below the noise level, the system
would be set up with RF and IF gains such that the standard deviation of the noise is
approximately one third of the amplitude range of the correlator inputs so as to present the
correlator with signals at the maximum power without causing excessive clipping of noise
plus low power signals. Short high power pulses will be severely clipped. This goes some
way towards eliminating the non LPI pulses that would be detected by a conventional system,
although they would of course be better excluded by the use of notch filters, switched in for
the duration of high power pulses, to block known signals. There are three main types of
acousto-optic correlator that could be used: space integrating, time integrating and joint

transform.

If we want to derive the TDFCSD from the output of an acousto-optic correlator it is
essential that the output is a true correlation function and not the square of the ccf as
produced by the joint transform correlator and some forms of space integrating correlator [9].
Some forms of space integrating correlator [10] do produce a true ccf, and these are discussed
in detail, but they still suffer from the major drawback that one of the input signals must be
time reversed. This makes the system more complicated and also forces us to break the signal
up to perform a succession of finite sample time domain cross correlations. The time
integrating correlator [11], however, is 1deal for our purposes. Time reversal is not required,
the output is a true correlation function and very long integration times are possible. The
required ccf of the two inputs is formed as a spatially varying function at a photodetector
array which can be periodically transferred from the array into 2 DSP system. It is also shown
that the way in which the correlation function is formed in the time integrating correlator is

such that it gives itself naturally to the time domain filtering process described above.
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1.3 Degree of spatial coherence between the antennas

A good initial optical analogy of the two antenna system can be envisaged by
considering a Young’s slits experiment. If a point source is used good fringes can be
obtained. However, if a distributed source is used the visibility of the fringes is reduced
because the light at the two slits is not perfectly spatially coherent: the two optical signals
are not fully correlated. The light at the two slits is never totally ccherent since we can
never realise a perfect point source, and is never completely incoherent. It is generally
partially coherent with the complex degree of coherence, p,, having magnitude between 0

(total incoherence) and 1 (total coherence). We can treat the noise outputs from the
antennas as uncorrelated if the degree of coherence |u;,| << 1. The complex degree of

coherence is given by [12]

- MOV
12 \/11—12

where V,(#) and V,(f) are the analytic functions of which the signals at the two antenna

(1.4)

outputs are the real parts, and I, and [, are the mean intensities or powers of these signals.
This complex degree of coherence between two points in a plane, illuminated by an
extended quasi-monochromatic incoherent source, is given by the van Cittert-Zernicke

theorem, which is described fully by Born and Wolf [13].

-
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1

=/

Figure 1-8. lllustrating the van Cittert-Zernicke theorem
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In terms of figure 1-8 (taken from Bormn and Wolf, p 508) we wish to know the
complex degree of coherence for points P; and P, in a plane A4 illuminated by an extended
quasi-monochromatic incoherent source ¢. To find this we divide the source up into
elements do;, do,, . . . centred on points S, S,, . . . and consider the total coherence, or
cross correlation, function for the points P, and P, as the sum of the cross correlations due
to each of these elements. We assume that the linear dimensions of the source and the
separation between P, and P, are small relative to the distance R between the two planes.
This is the same assumption underlying the Fraunhoffer approximation for diffraction
pattems- and can alternatively be stated as an assumption that the angles subtended by the
source at plane 4 and by the line P,P, at the source plane are small. Making this

assumption, the van Cittert-Zernicke theorem then gives the complex degree of coherence

- % (pg+an)
e’V .”I(é,n)e R d€ dn
Hyp = z (1.5)
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where 7(§,n) is the intensity distribution in the source plane,

2, 2 (o? 2
1;/=k[(x]+yl) (x2+)’z)] , p=x,-%x, , g=y -y, and k=2_7r

2R
and x,y; and x,,y, are the coordinates of the points P, and P, in plane 4. If P; and P, are
positioned symmetrically either side of the centre of plane A, then the phase term v is
equal to zero and p,, is simply a normalised two dimensional Fourier transform of the
intensity distribution of the source o. We assume here that the antennas are illuminated by
a spatially incoherent source of uniform intensity. The intensity distribution in the source
plane perceived by the antennas 1s therefore a function of their far field radiation patterns.
(We assume that the antennas are identical and therefore have identical far field radiation
patterns.) If the antennas have high gains (e.g. 40 dB) then their angular field of view is

small and the Fraunhoffer approximation applies. Thinking of an antenna as a transmitter,
this gives the far field complex amplitude u_ (E,,n) due to a complex antenna illumination

function u, (x,y), as
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ua(é,n) = K J.IuA(x,y)e-jE(x§+yn)dxdy (1.6)

antenna
aperture

where K is a constant. Considering an antenna as a receiver, u, (x, y) is the complex
amplitude at the antenna aperture due to a source of spatially invariant complex amplitude
in the far field. u, ();,n) is the apparent complex amplitude of the far field source if the

antenna is treated as a point (isotropic) receiver. Hence, if we treat the antennas as points,

the apparent source intensity distribution is

u, Em)[ (1.7)

1g.n) =

The complex degree of coherence between the signals at the antenna terminals is therefore

given by equations 1.5, 1.6 and 1.7 as
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where u,En) = K J.J‘uﬂ(x,y)e R dx dy (1.8)
aperture

Hence, the complex degree of coherence between the signals at the antenna terminals is

found as follows. We take the Fourier transform of the complex aperture illumination
function, u,(x,y), for one antenna to obtain the far field complex amplitude function
u,(E,n) . We then square the magnitude of u, (%, n) to obtain /(§,n) . We then take the

normalised' Fourier transform of [ (&,n) to obtain the complex degree of coherence, u,, .

We can compare this to one process that will yield the acf of any finite energy signal x(r):

first take the Fourier transform and square its magnitude to obtain the energy spectral

density, £,(f)=|X(f 12 , and then, applying the Wiener Kintchine theorem, take the

' to ensure that OS||J.,2|SI :
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inverse Fourier transform of E,,(f)to obtain the acf, r,(t). Apart from a difference
between taking the Fourier transform and taking the inverse Fourier transform in the final
stage, irrelevant in an even symmetrical system, these two processes are the same. Hence,
we see that the complex degree of coherence between the signals at the two antenna
terminals, as a function of antenna separation, is given by the autocorrelation function (acf)
of the aperture illumination function of one antenna. E.g. if the aperture illumination
function of one antenna is as shown (one dimension only) in figure 1-9, where the diameter
of the antenna is a, then the magnitude of the complex degree of coherence between the

signals at the antenna terminals is as shown in figure 1-10.

complex aperture illumination
function, u,(x)

distance from centre
of antenna, x

A
8]
v

Figure 1-9. Complex aperture illumination function for one antenna.

|12

Separation between
centres of antennas

Figure 1-10. Magnitude of complex degree of coherence as a function of antenna separation.
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Regardless of the actual form of the complex illumination function for one antenna, within
the range —% <x<+ % , the complex degree of coherence will be zero for antenna

separations greater than a. If the antennas are separate aperture antennas (e.g. horn of
parabolic reflector) the centres of the antennas cannot physically be brought closer than the
aperture diameter, a, without overlapping so that one blocks the other. Using one parabolic
reflector with two feeds would clearly not be acceptable. The higher the gain of the
antennas, the narrower their field of view and the greater their separation must be for the
signals at their terminals to be uncorrelated. However, the higher the antenna gain, the
larger the antenna diameter, and meeting the physical requirement to move them further
apart to avoid overlap as they get bigger will always lead to their separation being great

enough to ensure that the signals at their terminals are uncorrelated.

Two assumptions have been made in applying the van Cittert-Zernicke theorem in
this way. One fundamental assumption made in both the Fraunhoffer approximation and
the van Cittert-Zernicke theorem equates to the assumption that the antennas have high
directivity. In reality, in order to gain a wide field of view, we would expect to use
antennas with rather low gains (e.g. 6 dB). For such low gains the complex degree of
coherence function may differ a little from that predicted by the above simple theory. It is
helpful to consider some typical figures. At a frequency of 10 GHz a high gain of 40 dB
can be achieved with antenna diameters of the order of 1 m. A separation of 1 m can
therefore be achieved under conditions where this assumption is valid. If we now reduce
the gain of the antennas while maintaining the separation, the complex degree of coherence
function might not shrink spatially as quickly as the antenna dimensions, but it will still
shrink and the noise signals at the antenna outputs will remain uncorrelated. Hence it
seems safe to state that if the antennas are illuminated by an incoherent source of uniform
intensity distributed over their full view and their separation is large relative to their
dimensions then their outputs are effectively uncorrelated. A more rigorous analysis would
probably support a stronger statement involving smaller separations, but this statement is

sufficient for our purposes.
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1.4 Outline of the thesis

This thesis comprises two parts. The first part, chapters 2 to 5 inclusive, present an
analysis of the cross correlation receiver regardless of the technology used to perform the
initial correlation, while the remaining chapters consider implementation using acousto-optic
correlators. Chapter 2 deals with the correlation process, chapter 3 with the TDFCSD.
Expressions for SNRs in the ccf and TDFCSD are derived in terms of input signal and
receiver system parameters for different classes of correlator. There are a number of different
correlators that could be considered, but the important division as regards analysis is that
between finite sample time domain and frequency domain (FFT based) correlators. The finite
sample time domain correlator takes time windowed samples of the two signals, length T},
and then cross correlates them as if they were isolated pulses to produce a ccf of total length
2T, . An FFT based correlator produces a correlation function of length 7, . The significance
of these and other differences is discussed in detail. A space integrating acousto-optic
correlator forms a finite sample time domain correlation. The time integrating acousto-optic
correlator actually forms a true continuous correlation function rather than either of the
above, but it is shown that it gives a performance that can be effectively modelled by the FFT
based correlator. The processes of cross correlation and the generation of the TDFCSD is
illustrated by a computer simulation which also offers results to compare against the
predictions of the analysis. Chapter 4 places the cross correlation receiver and use of the
TDFCSD into context by considering ESM systern performance. A particular scenario is
considered: that of a ship’s ESM system trying to detect an incoming missile using a power
managed LPI radar. The detection performance of the ccf and the TDFCSD is calculated and
compared against a crystal video system. The concept of the minimum detection range (the
range below which a power managed radar becomes undetectable) is introduced and used as
the main criterion for comparison. Direction finding using the phase terms of the TDFCSD is
considered in chapter 5 and expressions for the accuracy of angle of arrival estimation are

calculated. This is again supported and illustrated by the results of computer simulation.

The second part of the thesis, chapters 6 to 10 inclusive, considers acousto-optic
correlation, and can itself be split into 2 main parts. After an introduction, chapter 6, chapters
7, and 8 are devoted to space integrating correlation. The path that the research presented in

this thesis eventually took lead away from the use of space integrating correlators. However,
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the work started with space integrating correlators before the application of cross correlation
receivers to the detection of spread spectrum signals had been suggested, and the results
obtained are believed to be of merit in their own right. Earlier work carried out by Reeve and
Wombwell [10] showed that whereas previously described non heterodyning space
integrating architectures [9] did not produce the true comrelation function, a simple non
heterodyning correlator could produce a true correlation function using the first diffraction
order from the acousto-optic cells if the signals to the acousto-optic cells took a certain form -
a carrier modulated by the input signals using double sideband large carrier modulation.
Further work [14] showed that a true correlation function could also be obtained using the
zeroth diffraction order. Although it became obvious, in retrospect, why such a correlator
should work it was not explained by any of the theories currently used in the literature to
describe space integrating correlators. Indeed, according to the analysis generally offered
there should be no information in the zeroth diffraction order. To explain the operation of the
zeroth order correlator it was necessary to start the analysis virtually from scratch. Chapter 7
takes a fresh look at the acousto-optic interaction, initially in the limit of pure Raman Nath
diffraction, and demonstrates that there is information in the zeroth diffraction order. This
basic theory is then used in chapter 8 to develop a unified general theory of all one
dimensional space integrating acousto-optic correlator. Equations are first developed for a
“general all order” correlator. A range of other cormrelators, both heterodyning and non-
heterodyning, including ones previously described in the literature and the zeroth order
correlator, are then shown to be special cases of this general all order correlator. Some
experimental results from a practical zeroth order non-heterodyning correlator are also

presented.

The time integrating acousto-optic correlators described in chapters 9 and 10 are not
new. It is the application to which they are being put that is new. Existing theory adequately
predicts the performance of these time integrating correlator and this is presented, in modified
form, in chapter 9. Three types of time integrating acousto-optic correlator are described and
two of them analysed in some detail, leading to a discussion of the most suitable architecture.
Chapter 10 presents results from a practical time integrating correlator, demonstrating that 1t
can indeed perform the processing required to enable extraction of both the magnitude and
the phase of the TDFCSD. Chapter 11 then presents conclusions and recommendations for

further work.
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2. The Cross Correlation Process

2.1 Introduction

We consider the cross correlation of the two unknown bandpass signals, that have
undergone no processing other than amplification, entering the two receivers and treat the
two sets of noise, »n,(f) and n,(?), as independent. If only one signal source is present, then the

correlation formed is:

s@O)®s(t-1,) + s()®n (1) + n@E®s(t-1,) + nOSn) Q1)

where @ denotes cross correlation and #, is the time difference of arrival of the signal at the
two receivers. [t should be noted that we are using a completely general representation of the

input signals. We are not even using a complex amplitude representation since we have no

prior knowledge of any carrier frequency. The first term is the acf of s(1), r,,(1), time shifted

by 1, and forms the signal part of the correlator output. The peak signal power, .§'0 , of the
correlator output is the square of the peak value, (0}, of this acf, which equals the energy

of the signal pulse, E,. Hence
S =E? (2.2)

Equation 2.2 clearly does not balance dimensionally, and this deserves some explanation. A
clear distinction must be made between measurements of voltage, power and energy before
and after the correlator. Dimensionally the correlation process has the same effect as the
convolution process carried out by any filter. If we apply a finite energy voltage signal x(r) to

the input of a filter with an impulse response A(f), then the output, defined
as y(f) = Ix(t)h(r —1)dt , has the units, s, of energy. However, the output y(f) is really a

voltage signal with units ¥ rather than V. Though not normally mentioned, the convolution
describing the filter action includes an implicit transfer coefficient with units Vs,

Throughout this chapter the output of the correlator will be treated as a voltage signal. Input
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signal and noise powers and signal to noise ratios will refer to values derived directly from
the voltage signals at the antenna terminals due to electric fields at the antenna apertures.
Output signal and noise powers and signal to noise ratios will refer to values derived from the
voltage signals at the correlator outputs. For example, in equation 2.2 the left hand side of the
equation refers to the power (units Vz) of the voltage signal at the output of the correlator
whereas the right hand side refers to the square of the energy (units (Fs)* ) of finite time
samples of the voltage signals at the antenna terminals. The equation is balanced
dimensionally by the square of the implied transfer coefficient (units (¥"'s™")? ). In general,
throughbut this chapter, whenever we see an expression referring to the correlator output on
one side and correlator input on the other the units of the side referring to correlator input
should be multiplied by the appropriate power of V's' in order to balance the equation

dimensionally.

We account for both pulsed and CW signals here. A CW signal is treated as a pulse of
length equal to the length of the samples taken into the correlator. It should be noted that the

value of £, and hence .§o depends on the mean power and the length of the signal sample
and not on its bandwidth. A larger bandwidth does not make the signal more or less
detectable by threshold detection applied to the ccf. It affects the width of the central peak of

the autocorrelation function, but not its height.

The noise part of the correlator output, assuming the correlator adds no further noise
of its own, is made up of the last three terms, two of which can be grouped together. To
determine the output noise power we must calculate the power of the signal-noise and the
noise-noise cross correlation terms. Which of these noise terms is more important will

depend on the input SNR. For large input SNRs the signal-noise cross correlation terms,

s (r)and r,

I

. (t) , will be the more important. For low (< 0 dB) SNRs the noise-noise cross

nmn

correlation, r, (t), will dominate, and this is the case that will generally be of more interest.

There are a number of distinctly different correlation processes that must be
considered. The three different processes that will be discussed will be described as true
continuous (TC) correlation, finite sample time domain (FSTD) correlation and finite sample

frequency domain (FSFD) correlation.
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2.2 Different correlation processes

Consider two continuous (finite power) real signals, x(t) and y(t). Their true ccf,
taken over infinite time is
J
2

W@ = 1 J' () (e +7) 23)

T

2
If we consider a finite integration time, 7, we can form the function
7,
o © = [ #O¥+ ) 4

0

If we add N successive true continuous correlations of this sort we obtain the ccf for the

longer integration time N7,

NT, N-1 (D)7,
R(t) = j Xyl +7)dr = Z '[ x(O)y(t +1)at (2.5)
0 n=0 .7

This adding of successive ccfs to produce a larger correlation is only possible if we can form
the TC ccf of the form shown in equation 2.4. It will be shown, in chapter 9 , that a time
integrating acousto-optic correlator does produce this TC ccf, for a limited range of 7, and is
therefore capable of extremely long integration times. However, some commonly used
correlation processes produce ccfs which cannot be added in this way. Many practical
correlators operate by first grabbing finite samples of the signals x(t) and y(t). The FSTD
correlator takes these windowed samples of the two signals, of length T, and then correlates
them as if they were isolated pulses to produce a ccf of total length 27T, . The FSFD correlator
(usually based on the FFT) performs a cyclic correlation on these samples to produce a ccf of

length 7.

In FSTD correlation, the two samples are correlated as if they are isolated (finite

energy) pulses. The ccf produced is of the form
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T, -7

@ = [xO)@+7)a 2.6)

for t> 0. (For t <0 the limits of integration are t and 7.) The difference between this and
the TC ccfis

7

ra ()= Feow () = - J.x(t)y(t+‘r)dt Q.7

7,-1
Summing N successive FSTD correlations gives

N -1 (n41)T, -1 Nl (n+1)T,

Y J.x(t)y(t+t)dt RIS J-x(t)y(t+r)dr @.8)

n=0 n n=0 (n+1)T, -

&

which is still limited to a width of 27, . If we form one long FSTD ccf using samples of

length NT, , we obtain
NT -t NT,

j Oy +0)d = R(x) - J' Oy +3)d 29)

0 NT, -t
Hence, we see that, except for when 1 = 0, the FSTD ccf is different from the TC ccf and that
we cannot add successive FSTD ccfs to produce one long ccf. This does not mean that the
FSTD correlation is of no value. It is of interest because it is the form of cross correlation
performed by a space integrating acousto-optic correlator, and it will provide a good starting

place to start the discussion of the noise performance of cross correlation processes.

In FSFD (finite sample frequency domain) cross correlation (usually involving the
FFT) the correlation is cyclic. The samples are effectively treated as if they are single periods
of continuous periodic signals. Hence the output looks, at first sight, much more like the

TC ccf. The FSFD ccf is of the form (for t > 0)
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I, -t 7,
rew (7) = J.x(r)y(Hr)d: + J‘x(t)y(t-i’}+r)d: (2.10)

The difference between this FSFD ccf and the TC ccfis

ot ()t (0) =[O (Te)-y (o0 @

Summing N successive FSFD ccfs gives

N-1 [ ()T, =1 (n+1)T,
Z Ix(r)y(lﬂ')dr + J‘x(r)y(l—T;-H.')dl
n=0 nT, )T, -1
(2.12)
S B (0 1/
= R(r) + Z jx(:)[y(t—?‘,n)—y(:n)]dr
n=0 (,”]);.;_t
However, if we form one long FSFD ccf using samples of length NT, , we obtain
NT,
R(r) + .[x(r)[y(t-—N7;+r)—y(r+‘r)]dt (2.13)
NT, -1

which has a much smaller difference from R(1). Hence, we see that, as for FSTD correlation,
FSFD correlation is different from TC correlation and successive correlations cannot be
added to produce one long ccf. The results of FSTD and TSFD correlation are also clearly
different. FSFD correlation is very important since FFT based correlation is the technique
used in DSP systems. It is also important in that, as we shall see, SNR analysis for FSFD and
TC correlation processes is virtually the same, provided that the input signals are stationary.
If we consider the cross correlation of two independent noise signals the envelope of the

FSTD ccf will be triangular, whereas it will be flat for both FSFD and TC correlation.
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2.3 Finite sample time domain correlation noise performance
2.3.1 Noise-noise cross correlation.

When the input signal to noise ratio is very low it is the noise-noise correlation term
that will dominate. If the noise in the two correlator inputs were the same then we would be
simply considering a noise autocorrelation function which will give a large narrow peak at
the centre of the function. If noise terms in the two inputs are completely independent,
however, there will be no such central peak. If a time domain correlator is used, the cross
correlation of 2 independent rectangular windowed samples of noise, of equal length T, ,
has a triangular mean power envelope of length 27. In order to calculate the power of this
cross correlation function we can consider the process of cross correlation in the frequency
domain. In the time domain we are correlating two sets of passband noise of length T to
give

n,,(1) = n(O)®n() (2.14)

Correlation is performed over a finite sample or integration time and hence we must consider
both signal and noise inputs as finite energy signals. The input noise signals are assumed to
have constant mean power throughout the sample length and the continuous signals of which
they are samples are assumed to be bandpass white Gaussian random signals. In the time
domain each noise set is a continuous signal multiplied by a rect function of unit height and
width 7,. The continuous signal has a power spectrum but a Fourier transform cannot be
defined. The finite signal of length T, must have a Fourier transform N(f) but although this
can be calculated for any given n(f) we cannot define a general form for the phase of N(f),
except in statistical terms. The amplitude of the Fourier transform will be the convolution of a
rectangular function derived from the power spectrum of the continuous passband white
noise signal and a function of the form sinc(f7) due to the rectangular windowing function
used in taking the noise sample. If the BT product of the noise sample is large, the width of
this sinc function, 1/7, is small with reference to the bandwidth of the noise and the amplitude

of the frequency spectrum approximates to that shown in figure 2-1.

26



1 T [
;c frequency

Figure 2-1. Mean amplitude spectrum of noise input.

Then, réferring to the amplitude of the Fourier transform shown in figure 2-1, the total

Energy of the noise sample is given by
_ 2
En = ZBn A (2.15)

But the energy of the noise sample must be given by

— 2 -
E =0T = nBT (2.16)

where 0'n2 is the variance (power) and gthe power spectral density of the continuous noise

signal at the antenna terminals. Therefore

_o,T, _nT,
" 2B, 2

T nT.
A= S SR Sk § 2.18
""1/23,, \/ 5 (2.18)

A (2.17)

and so

|N(f)| = W/WTTS {rgct(f;—"f‘) + rect(f;"f‘J} (2.19)

Where |N (f)| is non zero, the phase of the signal 6, (f ) will be random with p.d.f. given
by
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1
p(6,)= 5o for 0<6s2r (2.20)

and the spectrum of a noise sample n(f) is given by

~n(f)= 1/ 1 2T = {rect(G)er ) + rect(B2 e ()} 2.21)

If we correlate two samples of noise n,(f) and ny(¢) then the Fourier transform of the

correlation function, the Cross Energy Spectral Density is given by

)ej[e..(/}ﬂu(f)] } (2.22)

N (W, (r)= TIZT} {rect(i,}f—‘)ej[e”o)“""'(’)] + rect(j;{‘

The average amplitude spectrum of the cross correlation function #, (t) therefore

takes the form shown in figure 2-2.

N (N, ()

B, B,
—> >
nT, |
2
] 1
'fc f:: f

Figure 2-2. Amplitude spectrum of the noise-noise cross correlation.

The total energy of the noise-noise cross correlation function is therefore

2 1p g2
(“ZT-"J «28, = 2L5L (2.23)
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To re-emphasise the comments made at the start of this chapter regarding units of expressions

referring to signals before and after the correlator: if figure 2-2 shows the amplitude spectrum

of the noise-noise correlation at the correlator output (units V/ JH:z ), integrating under the
square of this function gives the total energy for a finite time period of the voltage signal at
the correlator output (untits Vs). The expression in equation 2.23 is made up from terms
relating to the voltage signals at the correlator input and has units Vs’ Equating this to a
quantity of units Vs at the output is balanced dimensionally by remembering that there is an
implicit .transfer coefficient of units ¥'s™ (as described in section 2.1), which is squared since

we are considering the square of the output voltage.

An obvious point to note here is that in attempting to minimise this noise signal in the output
of the correlator the input noise spectral density is more important than the noise bandwidth.
If the separation between the two antennas is a few metres the time difference of arrival
between the two input signals is small of the order of nanoseconds and the signal peak occurs
very close to the centre of the ccf . We are therefore concerned with the noise power at the
centre. Since we are considering the cross correlation of two samples of noise with
rectangular amplitude envelopes, we assume the correlation in the time domain to have a

varying r.m.s. voltage with an amplitude envelope of the form shown in figure 2-3.

0(0)

| | t
'Ts 0 Ts

Figure 2-3. Amplitude envelope of the noise-noise cross correlation.

The total energy of the function, in terms of o, and T, is
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T
= ZGPZ(T—T +—‘) = ZolT (2.24)

Equating this to the expression we obtained from integrating under the energy spectral
density (equation 2.23) gives us

2 B T2
_o.pT; = n n s
2
2 _ 3 ZB T
Gp - Zn n's (2'25)

Now the peak correlator output signal power is given by .§'o = E; (equation 2.2) where E, is

the energy of the signal pulse at the antenna terminals. Since the time difference of arrival
between the two input signals will be small (of the order of 10 ns), the signal peak occurs
close to the centre of the whole cross correlation function. Therefore the peak signal to mean
noise power ratio in the correlator output, for very low input SNR and ignoring noise added

by the correlator is, dividing the correlator output signal power, Epz, by the mean noise

S £ 226
N) in'B[T, 220

power, given by equation 2.25,

We see that for constant receiver and noise parameters the output peak signal to mean noise
power ratio increases as the square of the input signal energy, i.e. a plot of output SNR to
input SNR will show a 20 dB/decade slope. Since the energy of pulse equals its power times
its temporal length, £, =S§,T, , and nB, = N, , the noise power at the terminals of one

antenna, we can rewrite equation 2.26 as

ﬁ _ S} Tj B, _ 41r,,2 B, (S 557
N, T inaiE N @27
q sn Bn 3Ts Ni

o
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where B, is the noise bandwidth, 7, the length of the signal pulse, 7, the length of the
sample, and S; the input signal power. The 20 dB/decade slope is not suprising since both
output signal and output noise come from effectively squaring (cross correlation) input signal

nd input noise respectively.

2.3.2 Signal-noise cross correlations (finite sample time domain correlation).

For larger input SNRs we must consider the signal-noise cross correlations, again by
multiplication in the frequency domain. The form of the noise sample in the frequency
domain has already been discussed. The Fourier transform of the signal can obviously vary
depending on the signal. If it is simply a square pulse of a single frequency the Fourier
transform is a sinc function; if the signal is a chirp pulse the spectrum is more complicated.

However, if the frequency band occupied by the pulse lies totally inside the noise bandwidth
of the receiver the precise form does not matter: it is the area under it that is important.

Consider a chirp with an amplitude spectrum of the form shown in figure 2-4.

(1)
B B
— > — >
1, f, f

Figure 2-4. Amplitude spectrum of a chirp signal (approximate).

When we multiply this signal spectrum, S(f) , by the noise amplitude spectrum
(equation 2.18), which is flat over the range where | S(f )| is non zero, the magnitude of the

resulting cross spectral density becomes

/"_T-r
2
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and the total energy of a single signal-noise cross correlation is therefore, by integrating

under the cross energy spectral density

n TS 2 5
- s(r) @ = E, (2.29)

If the signal pulse has a square r.m.s. envelope of length T, then the amplitude of the
r.m.s. envelope of the signal-noise cross correlation, found by considering the cross

correlation of a rectangular pulse of length 7, with a rectangular pulse of length T, is of the

form shown in figure 2-5, assuming that the signal is in the centre of sample.

o,

Figure 2-5. R.M.S. envelope of the signal-noise cross correlation.

The cross correlation will be noise-like within this r.m.s. envelope. The total energy of this

signal-noise cross correlation is

T, T,

' 2(r.-T,) | ’

J.O',i(t)dt = 2 _Uc(; ”)+ J.(GTLIJ
P

-T, [}

5 14
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- cg(z _i) (2.30)

This must equal the total energy as calculated in the frequency domain and given by equation

2.29, and so we have:

ci(T,—TJ - ”2 E, (2.31)

I T.E
ol = —2(32 —;p) (2.32)

The total noise power in the output of the correlator arises from both signal-noise cross

correlations and the total noise power is therefore (incoherent addition)

INTE,

Given that the peak output signal power is Sa = E? , using 20'c2 as given by equation 2.32 as

total noise power gives an output peak signal to mean noise power ratio, for high input SNR

Y E? 3T,-T,)E
(S] —r — = ——( )5, (2.34)
o [ I T,Ep)] T,
(3TJ -7,

Writing £, as 5,7, and noting that 7B, is the input noise power, we have the output peak
SNR, for high input SNR

§)  6r-1,)r8 (s)
(EJ = 3T, N (2.35)

o i
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2.3.3 Total output SNR (finite sample time domain correlation).

The complete expression for the peak signal to mean noise power ratio in the time

domain cross correlator output is, assuming that no noise is added by the correlator and using

equations 2.25 and 2.32 respectively to substitute for sz and 20c2 ,

CRNTEp—
N c? +20; ST 4 MT.E,
3T, -7,

The input SNR is

and so

3 3T, [s)

(g) _ ”(%)

i T BL-T)W,

(2.36)

(2.37)

(2.38)

Figure 2-6 shows how the processing gain in dB, given by the output peak signal to mean

noise ratio in dB minus the input signal to noise ratio in dB, varies with input signal power

for a time domain correlator. The signal bandwidth does not affect the processing gain

provided that it falls entirely within the receiver bandwidth, as has been assumed to be the

case here.
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Figure 2-6. Variation of the processing gain of the correlator with input signal power for a time domain
cross correlating ESM receiver for different sample lengths. The parameters used for this graph are: sample
lengths, T,) = 50 us and T,; = 500 ps , signal pulse length, T, = 20 s, system noise lemperature,
T,

55

= 500 K, and receiver noise bandwidth, B, = 100 MHz. The processing gain of the radar is shown as

constant at 37 dB.

We can clearly see from figure 2-6, that although the longer sample length gives a slightly
higher processing gain for high input SNR, it gives a much poorer performance at low input
SNR, when the noise-noise cross correlation dominates the output. At first sight we would
infer from this that increasing the integration time, beyond a length sufficient to have a good -
chance of including a whole pulse, would lead to a reduced SNR at the correlator output. This
is certainly the case if we are dealing with just one isolated pulse: once T is large enough to
take in the whole signal pulse then increasing T, any further only takes in more noise.
However, pulsed LPI radar signals are usually pulse chains with a relatively high duty cycle.
A radar with a range of 75 km could have a pulse repetition interval (p.r.i.) as low as 500 ps.
The radar in a missile homing head could well have a significantly higher pulse repetition
frequency (p.r.f), increasing with decreasing range. If the pulse length is 100 ps, the p.r.i. can
be expected to be significantly less than 1 ms. Hence, if we use long sample lengths, we can
expect our sample to include several pulses. The system will effectively achieve coherent
pulse integration, something that it is normally assumed that only the radar can do! To

account for this, when 7, is significantly greater than the p.r.i., we should replace 7, in
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equation 2.29 by n7, where n is the number of pulses falling within the ESM integration
time, given by
T

no= ——= (2.39)
p.-r.i.

T, will be replaced by nT,,and E, by nE,, in all equations from this point on.

2.3.4 QOutput SNR for CW input signals (time domain correlator).

If the input signals are CW then the sample time will be the length of the signal

sample in the correlator. i.e. nT, = T,. When this is the case, from equation 2.36 we obtain

o _ L 2.40
(NJ in*B, T, + 3ME, (2.40)

= - e - e (2.41)
R 0 RO
4" BT, -T)\N/, N

Clearly detection is improved by using longer integration times, as is almost always the case.

2.4 True continuous and finite sample frequency domain correlation
2.4.1 Output SNR

Because any discrete Fourier transform process treats its signal samples as one time
period of a periodic continuous signal, the output of a FSFD correlator is different from that
of a FSTD correlator which treats its signal samples as isolated pulses. One difference of
considerable importance is the shape of the amplitude envelopes of the noise-noise and
signal-noise cross cotrelations. Since the noise signals are now treated as having continuous

flat amplitude envelopes, any cross correlation with them will result in a function which has a
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flat amplitude envelope over the output signal length of 7. A true continuous correlation
process will clearly produce the same amplitude envelope. Although the detailed structure of
the output noise signal is different, it will have the same statistical properties. The detailed
structure of the signal output may also differ (though for some conditions it will not), but it is
the amplitude of the output ccf at the centre that is important , and this will be the same for
both TC and FSFD correlation. Using the expressions dernived earlier for the total energies of
the noise-noise and signal noise correlations (equations 2.23 and 2.29) and noting that the
noise power is now simply the total noise energy, given by equation 2.23, divided by T,, we

obtain the noise-noise cross correlation power as

142 2 2
Zn fnrf = T’ ‘gnj; (242)

5

and, considering » pulses per sample, the power of each of the two signal-noise correlations

from equation 2.29 as

in T nE nk
2”; LA nz,, (2.43)

¥

Hence, the output peak signal to mean noise power ratio for the FSFD correlation, dividing
the peak signal power, (n E p)z, by the sum of the noise-noise correlation power (equation

2.42) and twice the single signal-noise correlation power (equation 2.43), is

5 2 2
(:S'__) _ 2n E, (2.44)
n*B, T, + 2n nkE,

or, in terms of the input SNR

(5) = N/, (2.45)
S )
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Comparing these with the equivalent expressions for the time domain correlator (equations
2.36 and 2.38), we see that the FSFD or TC correlators have an advantage. For high input
SNR, when the second of the two noise terms in the denominator dominates, the advantage is

(37', -nT, )/37‘, . For large sample length, T, and low signal duty cycle, so that 37, >> nT,
this advantage becomes equal to one and the time domain correlator does as well as the FFT
correlator. For low input SNR, when the noise-noise cross correlation dominates the output

noise, the advantage is 3/2, or 1.76 dB.

2.4.2 Output SNR for CW signals (TC and FSFD correlators)

If the input signals are CW then the sample time will be the length of the signal sample in the

correlator. i.e. nT, = T,. When this is the case, equation 2.45 becomes

(%) - — 2(]\; ) (2.46)

2.5 The radar correlation process.

In a radar receiver the correlation is a cross cormrelation of signal with signal plus
noise giving the signal autocorrelation function and one signal-noise cross correlation. The
signal-noise cross correlation is the same as in the ESM cross correlating receiver, but we
only have one signal-noise cross correlation instead of two. There is no noise-noise cross
correlation. Hence the radar will inevitably do better than the ESM system. For high input
SNR, when the noise-noise cross correlation term can be neglected, if the ESM correlator is
an FFT correlator or a time domain correlator with 7, >>T, , the radar will only have a
processing gain 3 dB greater than the ESM system. However, while the processing gain of
the ESM cross correlating system falls off with decreasing input SNR, the processing gain of

the radar is maintained at the same value regardless of input SNR.
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The radar will usually perform the cross correlation using a matched filter, such as a
SAW (surface acoustic wave) device, rather than by an explicit correlation process. Using a
matched filter is effectively the same as performing a time domain correlation with an infinite
sample length, 7, . We can see that this is so by looking at what happens to the envelope of
the signal-noise cross correlation as the sample length becomes very large and comparing this
to the noise at the output of a matched filter. The amplitude envelope of the signal-noise
cross correlation was shown in figure 2-5. If T, becomes large so that T, is relatively very
small then this trapezoid envelope will tend towards being a flat rectangular envelope of total
width T, as for the signal-noise correlation at the output of an FFT correlation process. If we
consider a rectangular envelope burst of noise passing through a SAW filter, which like any
filter simply imposes different gains and phase shifts on different frequency components, the
rectangular burst will have its leading and trailing edges reshaped to give a trapezoid
envelope. However, if we have continuous white noise as is usually the case, then the output
will clearly have a constant amplitude, as for the case in the time domain correlator when
T, — o and T}, can be neglected. In this case the power of the single signal-noise correlation
is given by equation 2.32 as
o = 3InTE, _ E
© 2BT-T,) 2

d (2.47)

Hence, the peak signal to mean noise power ratio at the output of the matched filter is

3 2 2E
(ﬁ] B _ 2 (2.48)

This agrees with the standard result for matched filter noise performance to be found in most
undergraduate texts covering communication signal processing. (See e.g. [15]) Writing £, as

ST, and noting that 1B, is the input noise power, this is, in terms of the input SNR

(%] = 28,7, (%) (2.49)

L.e. the radar receiver processing gain is 2B,T, Radar processing gain is often thought of as
simply B,T,, but if we consider peak signal to mean noise power ratio at the matched filter

output, as we do here, there is an additional factor of 2. The above expression gives the radar
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receiver output SNR for a single pulse, if the radar uses predetection pulse integration then
this SNR should be multiplied be an integration gain factor, I. The variations in peak signal
to mean noise power ratio with input signal power, at the outputs of both time domain and
frequency domain cross correlating ESM receivers and a matched filter radar receiver, are

shown in figure 2-7, for a CW signal.

Peak SNR, /dB

100 T T T T T T

80~

60—

0

20 -7

frequency
ol domain -

=20

| 1 | | | ]
=120 =110 =100 =90 —30 =10 —60 =50

Input signal power in dBm

Figure 2-7. The variations in peak signal to mean noise power ratio with input signal power, at the outputs
of both time domain and frequency domain cross correlating ESM receivers and a maiched filter radar
receiver. The signal is a CW signal with both ESM system and radar using an integration time of 100 ps.
Both radar and ESM system are assumed to have a sysiem noise temperature of 500 K and the ESM noise

bandwidth is 500 MH:.

2.6 Simulation

The theoretical predictions of the preceding sections have been tested against a
computer simulation. Limited signal bandwidths had to be used to allow computation (on a

PC) within a reasonable time, but the bandwidths used were still large enough to allow
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good comparisons to be made between the theoretical predictions and the results of the
simulation. Complete displays of the Mathcad simulations, both program and results, are
given in the appendices. Appendix A, for example shows a simulation for an FMCW signal

using the following parameters:

T, B, B, SNR,
500 pis 100MHz | 20 MHz 15B

The noise is additive white Gaussian noise (AWGN) created independently for each
channel. Appendix B shows a simulation for a CW biphase signal coded by a maximal
length sequence and appendix C shows a simulation with two separate FMCW signals and
a high power interfering pulse. Results are shown here from a simulation for an FMCW

signal using :

T, B, B, SNR,
50 ps 80 MHz 10 MHz 11B

Figure 2-8 shows the first 1 ps of a typical pair of channel inputs. These are clearly two

independent broadband noise signals.

Signal in channel 1 ( Units: volts. Scale dependent on system gain )
T | I | I ! T ! I

1 | ] | 1 | | 1 l
0 0.1 0.2 03 04 0.5 0.6 0.7 08 0.9 1

Signal in channel 2

=
é
|

0 0.1 0.2 0.3 04 05 06 0.7 08 0.9 |
Time (s )
Figure 2-8. Typical pair of channel inputs.
At a SNR of -11 dB the common signal in both channels is predictably not apparent. The
acf of one channel input, shown in figure 2-9, is dominated by a very large central peak,
normal for the acf of broadband noise, masking the acf of any signal. Figure 2-10 shows

the ccf of both inputs. In the ccf the noise-noise and signal-noise cross correlations are
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spread out over the whole width of the correlation function so that the much smaller central

peak is entirely due to the signal-signal cross correlation.

autocorrelation function

l l I I | I | I I

| 1 | l i I | | |
=25 =20 =13 =10 =35 0 5 10 15 20 25

Time shift inps

Figure 2-9. acf of one channel input

cross correlation function  ( magnified by 10 relative to acf)

25 =20 ~13 il 1] -5 0 5 10 15 20 25

Time shift inps
Figure 2-10. ccf of both channel inputs

The simulation was repeated 20 times (see Appendix D), using different noise seeds

each time, for the following parameters:

T, B, B, SNR;
500 ps 100 MHz | 10 MHz 16B

The SNR 1n the ccf predicted by equation 2.46 is 17.8 dB. In the simulation, the SNR,
calculated by dividing the peak signal power by the mean power as shown in appendix D,
had a mean of 17.6 dB with a standard deviation of 0.7 dB. Therefore analysis and

simulation show no disagreement.
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2.7 Summary

The equations for the signal to noise ratios at the outputs of the correlators discussed

above are:

Finite sample time domain cross (FSTD) correlation

2
a3

(SJ " E, W),

N 3nT.nE, 4T nT

NJ, ' BT + 2nLhneg, T + #(ﬁ)
3T, -nT, 3T, -nT,\N/,

Finite sample frequency domain (FSFD) and true continuous (TC) correlation

S 2
2 2 o
L en )
— = T 3 =
N, 'n*B, T+nnk, T+ 2nT,,[£J
Ni
Radar matched filter
(5) -2 < ain ()
N n PAN/,

Expressions for CW signals are obtained by replacing n7), by 7.
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3. The Time Domain Filtered Cross Spectral Density

3.1 SNR in the Cross Spectral Density

As will be shown, some signals may show up against a noise background better in the
Fourier ﬁ'ansfonn of the cross correlation function, the cross spectral density, than in the cross
correlation function itself. Consider an FFT cross correlation process. We have shown that
the total energy of the noise-noise cross correlation is 1°B, T? (equation 2.23), and that the
total combined energy of the two signal-noise cross correlations is 7 E,7, (equation 2.29).
We now assume a LFM pulse with an approximately rectangular energy spectral density, and
consider the signal-signal cross correlation. Since this cross correlation is the signal acf with a
time shift, the magnitude of the signal-signal CSD is the same as the signal pulse’s energy
spectral density. If we constder a pulse of energy £, and bandwidth B;, then the mean
amplitude of this double sided energy spectral density, within the signal bandwidth, will be
equalto E, /2B, . We now wish to find the relative powers of the signal and noise terms in
the cross spectral density. The mean power of the signal term in the cross spectral density,

where non-zero, is the square of the CSD amplitude

nEp ?
(23 ) G-

where # is included to allow for # pulses within the sample period 7,. The mean power of the

noise terms in the cross spectral density is obtained by dividing the total energy of all the
noise terms in the cross correlation function (given by equations 2.23 and 2.29) by 2B,, to

give, where non zero,

an 7’;2 T]nEPT-"'
2 2x— n’T’ MrE,T,

2B 4 2B

n n

(3.2)
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Hence, the signal to noise ratio in the Cross Spectral Density, treating the CSD in the same

way as we would a time domain signal, is

5
(ij = 28, (3.3)

5 + PSS
4 28,
n® E?
(3) = . ; (3.4)
N csD T,ZBJZZZ znn‘iszT.‘r

, T, , this becomes

In terms of the input signal power, §;, and pulse length

2 2 2
(i) _ nS T : (3.5)
VBT 20nS, B T, T,

B

n

If the input signal is a CW signal, then n7,, = 7, and we have

i

3.2 Effect of time domain filtering on the cross spectral density

When we form the cross correlation of the outputs of two receivers, the signal-signal
cross correlation is, for spread spectrum signals, concentrated almost totally in a small region
in the centre while the noise terms are spread out over the full range of the of the total cross
correlation function. The total noise energy can be significantly reduced by using a simple
brick wall, low pass time domain filter. In practice, if the cross correlation function is held in

sampled data form this simply involves taking only the centre portion of the cross correlation
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function and throwing the rest away. If the cross correlation function occurs spatially in an
optical system, this can be done by simple spatial filtering. The advantage gained by this time
domain filtering depends on whether the cross correlation function has been formed by

frequency domain techniques (i.e. by FFT and CSD) or by a time domain correlator.

3.2.1 SNR using a FSFD or TC correlator, LFM signals.

When the cross correlation function is formed by a frequency domain correlator the
envelope of the noise terms is flat across the full width of the cross correlation function. If we
window the centre portion of the cross correlation function, or “zoom in” by a factor ¥, then
the total noise energy is reduced by this factor y. Provided y is not too great the signal-signal
cross correlation term is unaffected. The signal to noise ratio in the cross spectral density will

then simply be increased by the factor y from the expression given in equation 3.5.

= (3.7)
2nnS, B T, T,

B

n

(s) YR’ T? S?

n’BIT;

In terms of the input signal to noise ratio this is (using N, =nB,_ )

R
"G AR

(%) - ) G9)
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The maximum value of y is determined by the degree of pulse compression achieved in the
signal-signal cross correlation, or signal autocorrelation function. The main peak of the
signal autocorrelation function will be approximately one over the signal bandwidth, and
so as a rule of thumb, we set the criterion that the width of the section of the cross

correlation function taken in the windowing process must be at least three times this value.

e, y < S (3.10)

3.2.2 SNR using a FSTD correlator, LFM signals

When we use a time domain correlator the advantage is a little less. If we assume a
CW signal then the combined noise terms in the cross correlation function will have an
amplitude envelope of the form shown in figure 3-1, from the cross correlation of two

rectangular pulses of length T, .

ccf

27y
Y

Figure 3-1 Envelope of combined noise terms in the output of a time domain correlator for a CW signal,

showing section selected by time domain windowing.

By integrating over the square of this amplitude envelope we find that the factor by which the

total noise energy is reduced by time domain filtering is now
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0 -
Tf( ; T 3y io3y 4] @10
1- ¢ ) dt
-1,
For y> 1 this approximates to % and so we have (from equation 3.5)
Y o 2m2 02
S E n Tp S,-
— = > (3.12)
N CsD nzBJzT;z + 2nnSiBSTer
B,
or for a CW signal we have (from equation 3.6)
(3
SJ 3 \B,
— = 3.13
(N cSD 2 21 S; ¢.13)

which is one third of the value obtained if a FSFD or TC correlator is used

3.3 Biphase coded signals

Since the exact form of the signal was irrelevant in calculating the equations for SNR
in the ccf the equations developed in chapter 2 apply equally well to LFM and to biphase
coded signals. However, the PSD of a biphase coded signal takes a sinc’ (see figure 1-1)
rather than the approximately rectangular form of the LFM signal. As a result the SNR in the
TDFCSD is not constant over the signal bandwidth as it is for the LFM signal. The processes
of sections 3.1 and 3.2 can be repeated for the biphase coded signal PSD which takes the

A{sincz[f+f‘) + sincz(‘f—f‘)} (3.14)
rc rf:
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where f. is the centre frequency and r, is the code chip rate. For a CW signal, the result, in

terms of input SNR, by comparison with equation 3.9, is

Y (ET(E)IZ sinc* (f_J
(i) e rcl +N 2'( % ) L (3.15)

N
where f'=f — f, . The two main points to notice about this output are that it is not constant
over the signal bandwidth and that the bandwidth is less clearly defined than for LFM

i

signals. r. , the code chip rate, replaces B, as a clearly defined figure that can be used in
predicting output SNR. The SNR required for reliable detection is easily defined for LFM
signals with their rectangular spectra. For a biphase coded signals with its sinc* TDFCSD we
must specify a bandwidth over which the threshold SNR is exceeded. At the 6 dB down
points of the sinc’ spectrum (the 3 dB down points of the sinc? spectrum) the output SNR is

o i)l

N7 mresp 1 + 2(_)

and this figure is exceeded over a bandwidth of B, =0.886r, .

The maximum possible value of y is found by considering the width of the acf. A maximal

length sequence acf has a total width of 2/r, . Hence

Yoo = —— 3.17)

The rectangular form of the LFM PSD is ideal for the application of threshold detection to the
TDFCSD. The sinc’ form of the TDFCSD for the biphase coded signal is a little less

convenient and detection performance will clearly not be quite as good.
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3.4 Comparison of SNR in the ccf and the TDFCSD

The relative detection performances of the ccf and the TDFCSD depend on the ratio
of the system noise bandwidth to the signal bandwidth and the integration time used. The
performance of the ccf increases linearly with the integration time used. As we shall see, at
relatively short integration times the situation can be a little more complicated for the
TDFCSD. For LFM signals, if we use a FSFD or TC correlator, then the relevant equations
for CW signals are (equations 2.51 and 3.9):

The above expression for the SNR in the TDFCSD applies if we can treat the signal
bandwidth as constant and the SNR as constant across the full signal bandwidth. This is the
case if the signal is a continuous or pulsed LFM signal and the integration time of the
correlation is long enough to contain many frequency sweeps, or an integer number of
sweeps of the signal. For very low values of input signal power, which are the values we

are interested in, these expressions approximate to

A 2 2 2
(EJ = 2B,,z(£) and (ﬁ) = Bﬂ;(ﬁ) (3.19)
N N/, N/ s 3B, \N/,

where B; is the bandwidth of that part of the signal that falls within the sample. Figure 3-2

shows how both these output SNRs vary with input signal power and noise bandwidth.
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Output SNR in dB
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(B, =5 GHz)
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Figure 3-2. Variation, with input signal power, of the cutput SNR in the TDFCSD and the ccf derived from a
FSFD or TC correlator for noise bandwidths of 500 MHz and 5 GHz. Fixed parameters: receiver system
noise temp = 500K, B, =25 MHz, T,=3500us.
We can see very clearly that the TDFCSD gives a significantly higher output SNR than the
ccf, for the parameters used. This advantage increases with the receiver noisé bandwidth.
The SNR in the TDFCSD is virtually unchanged as the noise bandwidth increases while
that in the ccf decreases significantly. Comparison of the output SNRs does not give the
full story however. The probability density functions (pdfs) for noise alone and signal plus
noise are different in these two systems and the SNRs required to give the same detection
performance therefore differ. This will be discussed in more detail in chapter 4, section 4.2.
This advantage of the TDFCSD is illustrated again in figure 3-3, which shows how the
SNRs in the TDFCSD and ccf vary with signal bandwidth for a fixed receiver noise
bandwidth. In the ccf, the SNR is unaffected by signal bandwidth since it depends only on
total signal input power and total noise input power which, for fixed noise bandwidth, does
not vary. The SNR in the TDFCSD, however, does depend on signal bandwidth and
decreases as that signal bandwidth increases. In figure 3-3 we see that, as B increases, the

SNR in the TDFCSD drops below that in the ccf when B, reaches one sixth of B,, .
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However, it is not until the SNR in the TDFCSD has dropped more than 2.4 dB below that
in the ccf that the TDFCSD stops giving the better detection performance.

Output SNR indB ( Si=-135 dBW, Bn fixed at | GHz, SNRin=-23.4dB. )

25 T I | T

Figure 3-3. Variation, with signal bandwidth B,,, of output SNR in TDFCSD and ccf for a fixed receiver
noise bandwidth of B, = | GHz. Fixed parameters are: receiver system noise temp = 500 K and T, = 500 us.

Qutput SNR indB ( Si=-135dBW, Bs fixed at 100 MHz )

25 T T T
\ ccf
A
\
s
201 ' -
\
TDFCSD
15 Tl -
0 | ] l -
0 5 10 15 20

Figure 3-4. Variation, with receiver noise bandwidth B,,, of output SNR in TDFCSD and ccf for a fixed
signal bandwidth B, = 100 MHz. Fixed parameters: receiver system noise temp = 500 K and T, = 500 ys.
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Figure 3-4 shows how the SNRs vary with receiver noise bandwidth for a fixed signal
bandwidth. This contains essentially the same information as figure 3-3 but emphasises the
point that the receiver noise bandwidth can be increased indefinitely without affecting the
SNR in the TDFCSD, since it is the noise spectral density and not the bandwidth that is
important. In the ccf, an increase in the noise bandwidth causes an increase in the total

noise power and a decrease in the output SNR.

To see the effect of integration time, consider an FMCW radar. An existing
example is the PILOT (otherwise known as SCOUT) tactical navigation radar which
operates at around 9 GHz. PILOT [6] employs a sawtooth frequency sweep of 50 MHz
with a time period of 1 ms within a bandwidth of 1 GHz. An ESM system may have to
work on samples significantly shorter than 1 ms. If our cross correlating system uses a
sample time of 50 ps then it can only “see” a frequency sweep of 2.5 MHz. We can see
very clearly that the TDFCSD gives a significantly higher output SNR than the ccf, and
hence use of the TDFCSD will give increased detectability of the FMCW signal at lower
powers. For the figures considered above, the output SNR in the TDFCSD exceeds 15 dB
for input signal powers down to -108 dBm. It should be noted that the comparison has been
made between the peak SNR of the cross correlation function and the mean SNR of the
TDFCSD. If we were to use the peak signal power in analysing the TDFCSD then the
TDFCSD would show another 3 dB advantage. An examination of the approximate
expressions for these SNRs shows how their values change with the sample length, 7. As
long as T is less than the time period of the frequency sweep of the FMCW signal (1 ms
for PILOT), then, for a linear frequency sweep, the SNR in the CSD will not vary with T ,
since the value of B, within the sample taken will vary linearly with T, . Once T exceeds
the time period of the FMCW frequency sweep however, the SNR will start to increase.
However this increase will not be a uniform increase. If the integration time is not an
integer multiple of the signal sweep time then the TDFCSD system will “see” some parts
of the signal sweep one more time than others, giving a higher SNR for those parts. Rather
than rise linearly, the SNR for different parts of the signal sweep will rise as a step function
of the integration time. The SNR in the cross correlation function clearly increases linearly
with T for all values of 7, . This is illustrated in figure 3-5, which shows that, for detection

of the PILOT radar, the time domain filtered cross spectral density is more useful than the

53



cross correlation function for all values of T, and, not surprisingly, gives better detection

the longer the integration time.

Output SNR (linear scale) ( FMCW sweep rate = 50 MHz ms -1)

40 | | | |

0 ] | ] |
6 8 10

Integration time in ms

Figure 3-5. Variation, with receiver integration time, of output SNR for TDFCSD
and ccf when input signal is an FMCW signal. Parameters given in the texl.

3.5 Simulation

The mathcad simulation, described in section 2.6 and shown in full in appendix A,

includes generation of the TDFCSD. Results are shown here for the following input

parameters:

T, B, B, SNR,

500 ps 100 MHz 20 MHz -15B

Figures 3-6 and 3-7 show the PSD of the channel 1 signal input and the CSD of both inputs
respectively. We see that in the frequency domain, as well as the time domain, the signal
has been buried in the noise. In fact the signal PSD to noise PSD ratio, within the signal
bandwidth, is -8 dB. Even the CSD offers us no clear indication of the presence of a

common signal; time domain filtering of the CSD is required to bring the signal out.
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the simulation the SNR, measured by dividing the mean power within the signal bandwidth
by the mean power over an equally wide frequency range outside the signal bandwidth, had
a mean of 17.4 dB with a standard deviation of 1.1 dB. As with the ccf, we see no

disagreement between analysis and simulation.
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4. ESM System Performance

4.1 Introduction

In chapters 2 and 3, expressions were developed, and compared against computer
simulation, for the output SNRs that can be achieved in the ccf or the TDFCSD, at the
output of an appropriate signal processing system, in terms of the input signal parameters.
It is important to put these results into context by considering their implications for the
overall system performance. In this chapter, these implications will be examined in some

detail and comparisons will made with other types of surveillance receiver.

The important question is, “can LPI radars be detected when necessary?” The main
parameter to consider is the range at which detection can be achieved. For radars of fixed
output power, with a fixed detection range, it is highly desirable that the ESM system can
detect the radar at a range greater than that at which the radar can detect the ESM platform.
Expressions for the ESM range advantage are therefore extremely useful in evaluating
ESM system performance. By using the expressions developed in chapters 2 and 3 to
derive expressions for receiver sensitivity and considering the power transmission
requirements of the radar, expressions will be derived for the range advantages of different
ESM systems over both pulsed and CW radars. As will be shown, LPI radars can gain great
advantages from using power management. When a radar does this, the power available to
the ESM receiver will, if the ESM platform is the radar’s target, actually decrease as the
radar gets closer. The crucial parameter then becomes the signal to noise ratio at the

required minimum detection range.

We are concerned with wide open ESM systems designed to achieve near 100%
probability of interception. It would not be appropriate to repeat existing textbook theory to
the extent of surveying all known types of ESM receiver. A limited range will be
considered with existing theory only reproduced as required to support the subsequent
discussion. Expressions will be developed for, and comparisons made between: a very
basic ESM receiver with no processing gain comprising an RF amplifier followed by an

envelope detector and a threshold detector, a crystal video receiver with a narrow video
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bandwidth, a cross correlating receiver applying threshold detection directly to the ccf, and
a cross correlating receiver applying threshold detection to the TDFCSD. Which provides
greater sensitivity, the ccf or the TDFCSD, depends on the relative bandwidths of the
signal and the ESM receiver. An operational system, designed to operate with no a priori
knowledge of the signal, will need to use both. The performance of all these systems will
be analysed for pulsed radar and, where relevant, for CW radar. The effects described by
the equations developed in this chapter will be illustrated by a set of graphs (generated in

Mathcad) using the parameters listed in table 4-1.

4.2 Threshold SNRs for signal detection

The sensitivity of a receiver, as defined in this thesis, is the minimum input signal
power that can be detected with a specified reliability. This reliability is specified in terms
of the probability of false alarm, Py, and the probability of detection, P,. If we integrate
over | ms in forming the ccf we make a threshold decision 1000 times per second. If we set
Py, to 10, then we can expect a false alarm every 100 seconds. (This false alarm would
normally be cancelled when the next threshold decision fails to confirm the detection.) If
the ccf integration time is increased to 10 ms a P, of 10™ might be acceptable. Once Py
has been set the threshold level to be used in threshold detection is fixed and P, then
depends on the SNR. We can then determine the SNR required to give a spéciﬁed P, . For
the purpose of comparing receiver sensitivities for different systems, we will use P, = 107

and P; = 0.99. Since there are many individual samples in any sample period we must
specify a more stringent value of Py, for each individual sample within a sample period.
The ccf output has a bandwidth of B, and must therefore be sampled at a frequency of at
least 2B, If the windowed centre portion of the ccf that we pass to our threshold detector is
of the order of 4/B; wide and B,/B; is of the order of 10 then the number of samples we
must consider is of the order of 100. To achieve Py, = 10® for the whole sample period we
must therefore specify P, = 107 for each individual sample. We arrive at the same result
for the TDFCSD. The above is standard radar detection theory based on the Neyman
Pearson criterion. The reader who requires a general introduction is referred to any

standard radar textbook, such as Skolnik [42].
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Every value in the ccf output is the sum of a large number of independent
contributions. The central limit theorem applies and the probability density function (pdf)
for all values in the ccf will be Gaussian to a very close approximation. Probabilities of
false alarm and detection are calculated and plotted in appendix F. For Gaussian statistics it
is shown that, for a P, of 107 anda P, of 0.99, the threshold Ly should be set at 5.12 ¢
(where o is the standard deviation of the noise) and the required SNR is 17.53 dB.

Radar system noise temperature 500K
ESM system noise temperature S00K
Radar antenna gain 30dB
ESM system antenna gain : 6dB
ESM platform radar cross section 3000 m
Threshold SNR at Radar threshold detector 20dB
ESM probability of false alarm (Pg,) 10”
ESM probability of detection (P,) 0.99
Threshold SNR at ESM threshold detector (ccf) 17.5dB

Threshold SNR at ESM threshold detector (TDFCSD) | 15 dB

Signal carrier centre frequency 10 GHz
Radar pulse length 100 ps*
Radar p.r.i. (pulse repetition interval) 1 ms*
Radar integration gain 10

Radar signal bandwidth 100 MHz*
Integration time of CW radar 1 ms*

*unless stated otherwise
Table 4.1. Parameters used in Mathcad model generating all the figures in chapter 4.

(The system noise temperatures of both radar and ESM system are assumed to be equal [16].)

The statistics are different for the TDFCSD. These statistics will be examined in more detail

in chapter 5 where the effect of noise on the phase terms of the TDFCSD will be discussed.

60



As will be shown, where the TDFCSD contains only noise the values of its magnitude are
described by the Rayleigh pdf and where there is a signal the pdf is Ricean. Threshold
detection under these conditions is descibed by most textbooks on radar detection theory (see
¢.g. [42]), and the relevant equations and calculations are shown in full in appendix F. The
analysis in appendix F shows that, if the required detection performance for each sample is
Py = 107 and P,=10.99, the threshold L should be set at 5.68 o and the required signal to
noise ratio is 14.98 dB. The required threshold SNRs, 17.5 dB for the ccf and 15 dB for the
TDFCSD, are listed in table 4-1.

4.3 Power Managed LPI Radars

CW radars that also make use of power management are likely to pose a major
threat in the future. A radar mounted, for example, in a missile approaching a target will
steadily reduce its transmitter power. As it gets closer the radar will use a feedback
mechanism to keep the power returning to the radar at a level just sufficient to enable
reliable detection and tracking. The power it needs to have reflected off the target reduces
and hence the power arriving at the ESM receiver will reduce. The standard radar equation,

using the simple free space model, gives the range of the radar as

- 4.1
’ @r)' s, @D

where Py is the radar transmit power, G,(0) is the main beam gain of the radar antenna, o
is the radar cross section of the ESM platform', A is the wavelength of the radiation, and S,
is the sensitivity (minimum detectable signal power) of the radar receiver. From this we see

that the transmitter power required to achieve a given range is

_ @n) RS,

" GOk @2

To derive an expression for the sensitivity we need to consider the processing gain

achievable by the radar matched filter. This processing gain is 2/,B,T, , where /, is the

' Note: we follow the standard notation in using o for radar cross section. This should not be confused with
signal standard deviation. Wherever o is used for signal standard deviation in this thesis, it is always with a
subscript.
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integration gain, B the signal bandwidth and T, the pulse length, for a pulsed radar, and
2B,T, .4, where T, is the radar integration time, for a CW radar (This processing gain is
often, mistakenly, quoted as being simply B,7,., . A factor of 2 should be included since,
for the threshold detection process involved, it is the peak signal power that is important

rather than the mean signal power.) Hence, for the pulsed radar, the sensitivity is such that

S,

SNR = 2] BT 4.3
thrad r=stp n, BJ ( )
The sensitivity of the radar receiver is therefore
R
S = MNM (4.4)
2T, 1,
In the CW case this sensitivity is
s = 1SRy (4.5)
27;,mbr
Hence, for the power managed CW radar, the transmitted power is
4n)’ R'n, SNR
P;r = ( ) r rlr thrad (46)

2G*(0)oN'T, ,

The variation of radar transmitter power with range for different radar integration times is
illustrated in figure 4-1. We see that as a power managed radar approaches its target the
transmitter power can fall to microwatt and even nanowatt levels.
The signal power at the ESM receiver input, when the main lobe of the radar antenna is
directed at the ESM system, is given (see e.g. [42]) by

P, G,(O) G, A’

S @r) R @D

Substituting for Py gives

_ 4n G, R} 1, SNR,,..
: 20G,(0)7,.,

(4.8)

This expression for the signal power arriving at the ESM receiver input gives us the

sensitivity requirement for an ESM system designed to detect the main lobe of a power
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managed CW LPI radar. The variation of this signal power with range from radar to ESM

platform is plotted in figure 4-2 for a selection of radar integration times.

Power transmitted by Radar ( dBm)

T T | srad
100
2001 -1 Hs
1 ms
10 ms
o -
—20 -
-6 | | |
0 5 10 15 20

Range from radar to ESM platform ( km)

Figure 4-1. Variation of transmitter power with range, for a selection of radar integration
times, for a power managed CW LPI radar. System and signal parameters are as in table 4-1

Signal power at ESM receiver input (dBm) Temnd
—6 T | !

100us .

10 ms
=100~ -

Range from radar to ESM platform (km)

Figure 4-2. Variation of signal power at ESM receiver input with range from radar to ESM
platform jor a power managed CW LPI radar. System and signal parameters are as in table
4-1.

Although the radar transmitter power does contain a carrier frequency term (A in equation
4.6) the value for signal power at the ESM receiver input is independent of carrier
frequency and so equations 4.8 and figure 4-2 are valid for all frequencies. The radar
antenna gain assumed in table 4-1 may seem a little high for the size of antenna that could

realistically be mounted in a homing missile at a carrier frequency of 10 GHz, but it is
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reasonable to expect future missiles to use mm wave radars. At 60 GHz a 30 dB gain can

be realised with a parabolic dish diameter of 10 cm.

4.4 Range advantage of ESM systems

The concern here will be with the radar main lobe range advantage when
G,(6) = G,(0). The sidelobe range advantage, for which G,(6) is the gain of the the radar
antenna- sidelobe in question, will not be worth considering for any well designed LPI
radar. ESM systems often make considerable use of radar sidelobes to form tracks and to
characterise radars. As a result, the use of low sidelobe antennas is an LPI technique almost
as important as the use of spread spectrum signals and it seems reasonable to assume that
the future LP] radars being considered here will have very low sidelobes. It will be difficult
enough to detect the main lobes; attempting detection of sidelobes transmitting at least 30
dB less power is likely to be a fruitless exercise. In the case of an ESM system attempting
to detect a power managed LPI radar mounted in a missile targeted on the ESM platform
sidelobe detection may well be irrelevant anyway. If the missile radar has locked onto and

is tracking the ESM platform, it is only the main lobe that will be directed towards the

ESM receiver. Henceforth, only the radar main lobe will be considered and both G,(6) and

G,(0) will be replaced simply by G, in all equations.

Before analysing the performance of the different types of receiver we will develop,
in the standard way, the expression for range advantage in terms of the radar to ESM range
sensitivity ratio. This initial analysis contains nothing new: it is simply presented to
prepare the ground for analysis of the dual receiver ESM system. The sensitivity, S,, of an
ESM system with no processing gain is such that the threshold SNR at the threshold

detector is

SNR : (4.9)

thesm
n. B

n

where 7, is the input noise spectral density (given by A7) and B, is the noise bandwidth
of the receiver. The radar will almost certainly have a different noise bandwidth, but it
cancels out and does not appear in the final expression for the radar sensitivity. Not having

the necessary a-priori information the conventional ESM system cannot integrate from
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pulse to pulse. Hence, an ESM receiver that achieves no processing gain will have
sensitivity

S. = n, B, SNR

[ 4

(4.10)

thesm

The variation of this sensitivity with receiver noise bandwidth is plotted in figure 4-3.
Comparison with the required sensitivity, as shown by figure 4-2, makes it very clear that

an ESM system with no processing gain has no hope of detecting LPI radars.

Sensitivity in dBm
5

-8
100 1000

ESM receiver noise bandwidth ( MHz, log scale )

Figure 4-3. Variation of the sensitivity of a basic ESM receiver with no processing gain with
receiver RF noise bandwidth. System and signal parameters are as in table 4-1.

To find an expression for range advantage we first need an expression for the
detection range of the ESM system. This can be obtained by transposing equation 4.8 to
give

P.G,G X

R} = W 4.11)

Combining this with equation 4.1 (the radar equation) gives the range advantage

R g 147G 5 (4.12)
G o S,

The range advantage clearly increases with radar maximum range (power). Clearly, the
important factor in calculating ESM range advantage and minimum detection range is the
radar sensitivity advantage S, /S, . This sensitivity advantage is approximately equal to the

ratio of the processing gains times any integration gain the radar might use. For an ESM
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system with no processing gain the sensitivity advantage of the ESM system over a CW

radar, from equations 4.5 and 4.10, is given by

— nr SNR’hrad' (413)
2 Bn Trmd T,c SNR

thesm

|

Given the approximations we have made, this approach and its results are in agreement
with expressions for radar sensitivity advantage given by Wiley [16]: equation 4.13 above
can be arrived at by inserting expressions for the individual terms into Wiley’s general
equation 2.9. Substituting equation 4.13 into 4.12 allows us to produce figure 4-4, a plot of
ESM range advantage against radar maximum range for different ESM receiver noise
bandwidths. Figure 4-4 shows very clearly that the ESM receiver with no processing gain
can only achieve a range advantage if it uses a set of narrowband receivers and the radar is

a very long range radar. This is obviously not very useful!

ESM Range Advantage (Radar integration time = | ms)
| I I n

100 MHz

1 GHz

|
0 50 100 150 200

Radar maximum range ( km)

Figure 4-4. Variation of the ESM range advantage with radar maximum range for a basic
ESM receiver with no processing gain, for two different ESM RF noise bandwidths. System and
signal parameters are as in table 4-1.

4.5 Minimum Detection Range

Figure 4-2 shows that as a power managed LPI radar approaches an ESM platform
the signal power at the ESM receiver input decreases. Contrary to normal expectations, the
radar becomes increasingly difficult to detect as it gets closer. The ESM system may well
detect the radar when it is at a long range and is transmitting high power, but will

eventually lose it as it gets closer. The important parameter in this case is not range
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advantage or maximum detection range, but minimum detection range - the range below
which the radar is invisible to the ESM system. If the LPI radar is in the homing head of a
missile it is clearly important to be able to track it until point defence systems can be
locked onto it. If the minimum detection range is greater than the maximum range at which
point defence systems can reliably engage the missile, then the ESM platform is clearly
very vulnerable. If the minimum detection range for an ESM system against a particular
radar is 30 km and the radar is not turned on until it is less than 30 km away, then the ESM
system will never “see” it A minimum detection range of the order of one or two
kilometres is required, against wideband CW radars using power management and long
integration times.

Taking equation 4.12 and sefting the range advantage to one give the minimum

detection range

1
R, = {29225 4.14)
4n G, S,

For an ESM system with no processing gain and a CW radar, by substituting equation 4.13

into 4.14, we have

1
Rmin = Gr o 2 Bn T;rad n: SNRthe.vm (415)
arn G, N, SNR, .,

The expression for a pulsed radar is obtained simply be substituting /xT, for T,,,, The
variation of minimum detection range with ESM receiver noise bandwidth is plotted in
figure 4-5 for a pulsed radar using different pulse lengths. If an ESM receiver has no
processing gain it cannot detect the radar when it uses longer pulse lengths, even if the

ESM system uses a set of narrowband receivers
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Minimum detection range { km ) T
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ESM receiver noise bandwidth { MHz , log scale )

Figure 4-3. Variation of minimum detection range with ESM RF noise bandwidth for an ESM
system with no processing gain against a power managed pulsed LPI radar. System and signal
parameters are as in table 4-1.

4.6 The Crystal Video Receiver

One well known technique for obtaining processing gain in the ESM system while
maintaining a reasonably wide RF bandwidth is to use a crystal video receiver with a
narrow video bandwidth. It can be shown [17] that if the gain of the RF front end amplifier
is sufficient to make the system noise limited rather than gain limited and the RF

bandwidth, B,, is very much greater than the video bandwidth, B,, then the effective

bandwidth of such a system is /2B B, . Hence the sensitivity of a crystal video receiver

is approximately

S, wa = TM.+2B, B, SNR (4.16)

thesm

However, this does not so readily define the sensitivity since the required SNR at the
threshold detector does not give itself to a simple definition. The probability density
function of the signal at the output of an envelope detector following an the IF filter will be
Rayleigh when the input is just AWGN and Ricean when the input is signal plus AWGN.
The video filter will then have a very marked effect on these pdfs, compressing them
around their mean values. The rather complicated expressions for these pdfs are quoted by
Tsui [18]. These equations have been used, with some minor adaptation, to generate all the
figures relating to crystal video receiver performance in this thesis. The variation of

sensitivity of a crystal video receiver with RF and video bandwidth is shown in figure 4-6
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for a number of different video bandwidths. These values for sensitivity must be applied
with a little caution. If the video bandwidth is 10 kHz, for example, the equations are only
valid for pulses shorter than 100 ps. Comparison with figure 4-3 shows an enormous
increase in sensitivity over the ESM system with no processing gain, but comparison with
figure 4-2 makes it clear that this increase in sensitivity may not be quite enough. The
required sensitivity of significantly below -100 dBm can be approached using narrow RF
or IF channels, but this has two major problems. A channellised receiver comprising the
large number of channels required to cover a wide RF spectrum would be very expensive,
and if the channels have bandwidths narrower than the spread spectrum signal then no

channel can collect the whole signal.

Sensitivity (dBm) B,

—85

1 MHz
—90//_

100 kHz
—95— 

10 kHz
-100— .

—105

100 1000
ESM receiver noise bandwidth ( MHz , log scale )

Figure 4-6. Variation of sensitivity with RF noise bandwidth for a crystal video receiver with
different video bandwidths. System and signal parameters are as in table 4-1

Substituting equations 4.16 and 4.4 into 4.12 gives the range advantage of the

crystal video recetver over a pulsed radar

R 4 !
e = R, T Ge x nr SNthmd (4.17)
Rr Gr o 2 1,- Tp Tle ‘\iz Bn Bv SNthcsm

The variation of this range advantage with radar maximum range for a fixed video

bandwidth, not matched to the pulse, and different RF bandwidths is plotted in figure 4-7.
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ESM Range Advantage ( Tp = 100 ps, Bv=1 MHz ) Bn
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Figure 4-7. Variation of ESM range advantage with radar maximum range for a crystal video

receiver of fixed video bandwidth and radar pulses of length 100 us, for different ESM RF
bandwidths. System and signal parameters are as in table 4-1.

Similarly, substituting equations 4.16 and 4.4 into 4.14 gives the minimum detection range

against a power managed LPI radar

R _ G’ (s3 2 Ir Tp n. Van Bv SNthz:m :
min 4n G, n, SNR, (4.18)

The variation of minimum detection range with ESM receiver RF bandwidth is plotted in
figure 4-8 for different radar pulse lengths and a fixed ESM video bandwidth of 1 MHz.
We see that for relatively short 1 ps pulses the crystal video receiver can easily detect the
radar but that as the pulses get longer the minimum detection range becomes unacceptably
large: an incoming homing missile with a radar that cannot be detected once it is inside a

radius of 15 km would pose a very serious threat.
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Minimum detection range ( km , Bv = 1 MHz) Tp
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ESM receiver noise bandwidth ( MHz , log scale )

Figure 4-8. Variation of minimum detection range with ESM RF noise bandwidth for a crystal
video receiver with a fixed video bandwidth of | MHz against a power managed pulsed LP!
radar with different pulse lengths T, System and signal parameters are as in table 4-1.

Of course, the performance of the crystal video receiver can be improved by reducing the
video bandwidth as far as possible. Optimum performance of the crystal video receiver is

obtained if the video bandwidth is matched to the pulse by setting

(4.19)

This requires either a priori knowledge of the pulse length or a bank of different video
filters and detectors attached to every RF receiver. The plots in figures 4-7 and 4-8 are
repeated 1in figures 4-9 and 4-10 respectively for the cases where video bandwidth has been
matched to the pulse length. We see a significant improvement in ESM system
performance, but for longer radar pulses (100 ps) the ESM system is still not quite
sensitive enough to provide adequate tracking of a power managed radar, especially if it
has to have wide RF/IF channels and does not have the a priori information to match its

video bandwidth perfectly to the pulse length.

71



ESM Range Advantage ( Tp =100 us, By = 1/Tp)
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Figure 4-9. Variation of ESM range advantage with radar maximum range for a crystal video
receiver with video bandwidth matched to the radar pulse length and radar pulses of length

100 ps, for different ESM RF bandwidihs. System and signal parameters are as in table 4-1.

Minimum detection range in km (Bv = 1/Tp) Tp
6
100us
41— -
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ESM receiver noise bandwidth ( MHz , log scale )
Figure 4-10. Variation of minimum detection range with ESM RF noise bandwidth for a
crystal video receiver with video bandwidth matched to radar pulse length against a power

managed pulsed LPI radar with different pulse lengths T, System and signal parameters are
as in table 4-1.
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4.7 The Cross Correlation Receiver

4.7.1 The ccf receiver and pulsed radar - advantage over the crystal video receiver

For the ccf, derived by continuous correlation, we have, from equation 2.45

5 (4.20)
o T, + 2nT, (—]
N

2
. 2n* T B, (E)
5. -
N
where n is the number of radar pulses of length 7, captured within the ESM integration

period of length T,,. It should again be emphasised that the ccf receiver can perform

coherent pulse integration (see section 2.3.3) and that this is enormously important. For

low SNR;, when 2 n T, (EJ << T, , this simplifies to
N/,

!

§Y  2wT!B, (S 2n'T S} 491
'N_ o B T.'n: F i B T;e Bn nez ( ‘ )
Hence, the sensitivity of the ccf receiver to pulsed signals is
nﬂ J Bﬂ 7-;5
S = SNR 422
eccf n TF 2 theef ( )

Sensitivity tn dBm (Tp = 100ps, p.ri. =1 ms) Tse
=95
1 ms
10ms
=100 -
100 ms
-105~ .
1
100 1000

ESM receiver noise bandwidth ( MHz, log scale)

Figure 4-11. Variation of sensitivity, to pulsed radar signals, with RF noise bandwidth for a
cross correlation receiver applying threshold detection to the ccf, using different integration
times. System and signal parameters are as in table 4-1.
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The variation of ccf ESM receiver sensitivity with RF bandwidth, for different ESM
integration times is shown in figure 4-11. The radar pulse length and p.r.i. are fixed at
100 ps and 1 ms while different ESM integration times capture different numbers of pulses
for coherent integration: a 1 ms integration time will include 1 pulse while a 100 ms
integration time will coherently integrate 100 pulses. From equation 4.22, the sensitivity
advantage of the ccf receiver over the crystal video is given by

nT S
Sewar _ 1 p Sersal J 2 (4.23)
Secr.j' ne Bn T;e SNthccf

where S, is obtained from the equations [18] used to plot figure 4-6. If the ESM
integration time is very much greater than the radar pulse repetition interval, 7,,; then the

number of radar pulses included in the ESM sample is
n = == (4.24)

Then equation 4.23 becomes
Sew _ T Sewws | 27T, (4.23)
S eccf Tpri Tl.,- Bn SN thcr.;[

Sensitivity advantage in dB (Bn =1 GHz)
15 T

] Bv=100 kHz
Tp=10ps, Tpri=100 pus

Bv=10kHz
Tp=100ps, Tpri=1 ms

-3

1 10 100
ccf receiver integration time (ms )

Figure 4-12. Variation with integration time of the sensitivity advantage of a cross correlating
receiver applying threshold detection 1o the ccf over a crystal video receiver with video
bandwidth matched 10 the pulse length, for different combinations of radar pulse length and
p-r.i. such that the duty cycle is 1/10. System and signal parameters are as in table 4-1.

This sensitivity advantage is plotted against ESM receiver integration time, for two

different combinations of radar pulse length and 7,,. (in both cases the duty cycle,
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i is ILO }, in figure 4-12. We see that sensitivity advantages in excess of 5 dB are

pri
quite realistic and, as we shall see, this is sufficient to make the difference between
detection and non detection of a power managed radar. It should be emphasised that this
sensitivity advantage is plotted for the case where the video bandwidth of the crystal video
receiver is matched to the pulse length. Hence figure 4-12 shows the minimum sensitivity
advantage of the cross correlating system over the crystal video receiver. The higher the
duty cycle, i.e. the closer the radar signal approaches the CW case, the greater the

advantaQe of the ccf receiver. Figure 4-13 shows the effect of reducing T,,; so that the duty

pri
cycle is changed from 1/10 to 1/2.

Sensitivity advantage in dB (Bn=1 GHz)
20 | ~] Bv=100kHz
Tp=10ps, Tpri =20 ps

Bv=10kHz
Tp = 100ps , Tpri =200 ps

|
1 10 100

ccfreceiver integration time (ms)

Figure 4-13. Variation with integration time of the sensitivity advantage of a cross correlating
receiver applying threshold detection 1o the ccf over a crystal video receiver with video
bandwidth matched to the pulse length, for different combinations of radar pulse length and
p.r.i. such that the duty cycle is 1/2. System and signal parameters are as in table 4-1.

The range advantage of a ccf ESM receiver over a pulsed radar is found by combining

equations 4.4, 4.12 and 4.22 to give

=

R _ 4n G,nM, SNR, ..
R "|eG, In, 2B, T, SNR,,

n -~ se

(4.26)

Figure 4-14 shows the variation of this range advantage with radar maximum range for
different ESM RF bandwidths and fixed values of radar pulse length (100 ps) and ESM
sample length (1 ms). We see that, for the wide RF bandwidth that would be desirable, the

75



ccf ESM system still does not offer quite the sensitivity that is required, but this can now

be improved by using longer ESM integration times, which are quite realistic.

ESM Range Advantage ( Tp = 100 ps, ESM sample length = | ms)

6 T T T
Bn
100 MHz
4 -
1 GHz
2 _
0 ] ] ]
0 5 10 15 20

Radar maximum range ( km)
Figure 4-14. Variation, with radar maximum range, of the ESM range advantage of a cross
correlating receiver applying threshold detection to the ccf, over a pulsed radar, for different

RF noise bandwidths. System and signal parameters are as in table 4-1.

The minimum detection range for a ccf ESM receiver against a pulsed power managed

radar is

o Gr Ir ne \/ 2 Bn T;! SNR{hccf !
4n G, nn, SNR, .

(4.27)

min

Minimum detection range (km, Tp=100ps, p.ri. = 1ms)
10

Tse
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/// 100 ms

100 1000
ESM receiver noise bandwidth ( MHz, log scale )

Figure 4-15. Variation, with receiver RF noise bandwidth, of the minimum detection range for
a ccf receiver against a power managed puised radar, for different ESM integration times.

System and signal parameters are as in table 4-1.
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The variation of this minimum detection range with ESM receiver RF bandwidth is shown
for different ESM integration times in figure 4-15. We see that, if we use sufficiently long
integration times we can at last achieve small enough minimum detection ranges, even with

large RF bandwidths.

4.7.2 The cef receiver and CW radar

The performance of the ccf receiver is even better for CW signals. Replacing »T,

in equation 4.22 with T, gives the sensitivity of the ccf receiver to CW signals

Bfl
2T,

se

Seeg = 1, SNR,...; (4.28)

The variation of this sensitivity with ESM receiver RF bandwidth is plotted in figure 4-16
for different ESM integration times. Comparing figure 4-16 with the sensitivity
requirement, as shown in figure 4-2, we see that with longer integration times (10 ms or
more) the required sensitivity (better than -110 dBm) can be achieved. The results obtained
here can be compared with those of Torrieri [4] who also compares the ccf and crystal
video receiver. Torrieri discusses a radiometer (similar to the crystal video receiver)
designed to detect CW signals. Instead of a video filter, he talks in terms of an integrator
integrating over a long period of time, and he presents a very full and rigorous analysis. An
integrator with an integration time of 100 ms would be equivalent to a video bandwidth of
10 Hz. Substituting B, = 1 GHz and B, = 10 Hz into the equations for the crystal video
receiver at appendix F gives, for a system noise temperature of 500 K, a sensitivity of
-112.6 dBm for a probability of false alarm (Pp,) of 10” and probability of detection (P,) of
0.99. Substituting B, = 1 GHz, T, = 100 ms and SNR,,.., = 17.533 dB (as required for
P,= 107 and P, =0.99 for each sample in the ccf) into equation 4.28 gives a sensitivity

for the ccf receiver of -114.35 dBm. This is an advantage of 1.65 dB for the ccf receiver.

Torrieri obtains a value of 1.5 dB (\/5 ) by a different approach which involves considering
the components of a DFT (discrete Fourier transform). The difference lies in the
assumptions of how many samples in the ccf need to be considered in specifying P, for
each sample. Torrieri considers all the samples in the ccf rather than just those in the
windowed centre portion. By considering y times fewer samples we can specify a higher

P, for each sample and hence achieve the required detection performance with a slightly
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lower SNR in the ccf output. Hence the sensitivity advantage of the ccf receiver over the
radiometer will generally exceed 1.5 dB by an amount dependent on y. Calculation of the
precise value of this advantage is straightforward but it is never more than a few tenths of a

dB greater than 1.5 dB.

Sensitivity (dBm ) Tse
=105
1 ms
10ms
=110~ —
100ms
=115 -
—12
100 1000

ESM receiver noise bandwidth ( MHz , log scale )
Figure 4-16 Variation, with receiver RF noise bandwidth, of the sensitivity of a cross
correlating ESM receiver applying threshold detection to the ccf to CW LPI radar signals, for

different ESM integration times. System and signal parameters are as in table 4-1.

Substituting equations 4.5 and 4.28 into equation 4.12 gives the range advantage of the ccf

ESM receiver over a CW radar

(4.29)

R 4nG, 1, | T, MRy’ |’
R "l G, n,

= R 3
2B n T.‘vr SNthccj

The variation of this range advantage with radar maximum range, for two different ESM

RF bandwidths, is shown in figure 4-17.
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Figure 4-17. Variation, with radar maximum range, of ESM range advantage of a cross
correlating ESM receiver applying threshold detection to the ccf over a CW LPI radar, for

different ESM integration times. System and signal parameters are as in table 4-1.

By setting the range advantage to one in equation 4.29 we obtain the minimum detection

range for the ccf ESM receiver against the power managed CW LPI radar.

[

2 B, T SNR
Ruw = 1 — Gr Me |25 % e (4.30)
dn G, n, T, SNR, .,
Minimum detection range (km, Tsr = 1 ms) Tse
4
kY -
Ins
2r —

10ms
1 —///—
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100 1000
ESM receiver noise bandwidth ( MHz, log scale )

Figure 4-18. Variation, with ESM receiver RF noise bandwidth, of minimum detection range
Jor a cross correlating ESM system applying threshold detection to the ccf against a power

managed CW LPI radar, for different ESM integration times. System and signal parameters

are as in table 4-1.
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The variation of this minimum detection range with ESM receiver RF bandwidth, for
different ESM integration times, is plotted in figure 4-18. We see that the minimum
detection ranges are down at 2 km or less, particularly for longer ESM integration times. It
is interesting to note that when we use a ccf ESM receiver CW signals become easier to

detect than pulsed signals.

4.8 The TDFCSD receiver

4.8.1 The TDFCSD receiver and pulsed radar

. : . B T
For the time domain filter, assuming a “zoom factor” of y = % , we have, from

equation 3.8

BN (SY
(i) _ [B_:] (E)" « B L (4.31)
NEECT R
nT, nT J\N/,

]

For small input SNR this approximates to

S n® T2 S? .
&), = Sarar 2

[

Hence, the sensitivity of the TDFCSD receiver to pulsed radar signals is

R e

S.., = "—Tﬁ B T, SNR,_, (4.33)
n
P

In figure 4-19 this sensitivity is plotted against receiver RF bandwidth for different
integration times and fixed values of pulse length 7, =100 ps, p.ri. = 1 ms and signal
bandwidth B, = 100 MHz. The most obvious feature of figure 4-19 is that the sensitivity is
independent of RF bandwidth. This means that, in principle, the RF bandwidth can be
made arbitrarily large without reducing the sensitivity. This is extremely useful if we wish
to build a relatively low cost ESM system giving wide band coverage with the minimum

number of RF receivers. In practice we will find that the RF bandwidth that can be realised
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will be limited by the bandwidth that the initial correlator can process. Figure 4-20 shows

how this sensitivity varies with signal bandwidth.

Sensitivity (dBm, Tp = 100ps, p.ri. =1 ms, Bs =100 MHz)
Tse
I ms
=100~ —
10ms
100 ms
-1
100 1000

ESM receiver noise bandwidth ( MHz, log scale )
Figure 4-19. Variation (or in fact lack of variation!), with receiver RF noise bandwidth, of the
sensitivity of a cross correlating ESM receiver applying threshold detection to the TDFCSD 1o
pulsed LPI radar signals, for different ESM integration times. System and signal parameters
are as in table 4-1.

Sensitivity (dBm , Tp = 100ps, p.ri. =1ms,) Tee
-9 T
1 ms
10ms
1o 1 100 ms
=110 -1
|
10 100 1000

SIGNAL bandwidth ( MHz, log scale )
Figure 4-20. Variation, with signal bandwidth, of the sensitivity of a cross correlating ESM
receiver applying threshold detection 1o the TDFCSD to pulsed LPI radar signals, for different
ESM integration times. System and signal parameters are as in table 4-1.

Substituting equations 4.4 and 4.33 into 4.12 gives the range advantage of the TDFCSD

ESM receiver over a pulsed radar

(4.34)

R, g 141G nn, SNR,....
’ o) Gr 2 ]r ne 3 B.r T.;'i SNR’hmd

This variation, with radar maximum range, of the ESM range advantage over a pulsed LPI

radar, is plotted in figure 4-21 for different ESM integration times.
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ESM Range Advantage ( Tp = 100ps, p.r.i. =1ms, Bs = 100 MHz)
10 T T T T

T

s¢

100 ms

10ms
| ms

Radar maximum range (km)
Figure 4-21. Variation, with radar maximum range, of ESM range advantage of a cross
correlating ESM receiver over a pulsed LP! radar, for different ESM integration times. System

and signal parameters are as in table 4-1.

Setting the range advantage to one in equation 4.34 gives the minimum detection range for

the TDFCSD receiver against a power managed pulsed LPI radar.

1

B T?
R _ g Gr 2 Ir n, J:; s Tse SNR”'C“' (4.35)

min 4n G, nn, SNR,,,ma,2

Minimum detection range (km , Tp = 100 ps, p.ri. = Ims, Bs = 100 MHz
10 T

|
10 100 1000

SIGNAL bandwidth ( MHz , log scale )

Figure 4-22. Variation, with signal bandwidth, of minimum detection range for a cross
correlating ESM system applying threshold detection to the TDFCSD against a power
managed pulsed LPI radar, for different ESM integration times. System and signal parameters

are as in table 4-1.
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4.8.2 The TDFCSD receiver and CW radar

Replacing nT), by T, in equation 4.33 gives the sensitivity of the TDFCSD to CW signals

3B

S = Mo |7 MRy (4.36)
se
y Sensitivity (dBm) T,
T
1 ms
10ms
—ho- ] 100ms
-i20f —
1
10 100 1000

SIGNAL bandwidth ( MHz , logscale)
Figure 4-23. Variation, with signal bandwidth, of the sensitivity of a cross correlating ESM
receiver applying threshold detection to the TDFCSD to CW LPI radar signals, for different

ESM integration times. System and signal parameters are as in table 4-1.

Substituting equations 4.5 and 4.36 into equation 4.12 gives the range advantage of the
TDFCSD ESM receiver over a CW radar

-2 = _R’ - thrad (437)
R, oG, n, V12B, T, SNR,..,

s s

R, 4nG,l\/ T.SNR,
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ESM Range Advantage ( Tsr =1 ms, Bs = 100 MHz )

10 T 1 T Tse
100 ms
st -
10ms
Ims
0 | | |
0 05 1 1.5 2

Radar maximum range ( km)
Figure 4-24. Variation, with radar maximum range, of ESM range advantage of a cross
correlating ESM receiver applying threshold detection to the TDFCSD over a CW LPI radar,

Jor different ESM integration times. System and signal parameters are as in table 4-1.

Setting the range advantage to one in equation 4.37 gives the minimum detection range for

a TDFCSD ESM receiver against a power managed CW LPI radar

1
1

(o} G, & ‘/12 Bs T;E SNthccj (4.35)

i B 4 Tc Ge T’r Tre SNthrad2

Minimum detection range { Tsr = 1 ms, Bs= 100 MHz)

I Tse
4 .
1 ms
2 = 10ms
,,_/// 100ms
0 |

10 100 1000
SIGNAL bandwidth ( MHz, log scale )

Figure 4-23. Variation, with signal bandwidth, of minimum detection range for a cross
correlating ESM system applying threshold detection to the TDFCSD against a power
managed CW LP! radar, for different ESM integration times. System and signal parameters

are as in table 4-1.
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4.9 Conclusions

The cross correlation receiver offers greater ability to counter the future threat of
the power managed CW, or pulsed, LPI radar than crystal video receiver or radiometer. If
the receiver noise is assumed to be stationary, the theoretical sensitivity of the cross
correlation receiver applying threshold detection directly to the ccf is only about 1.5 dB
better than for the radiometer, as is shown by Torrieni [4] and confirmed here. However the
assumption of stationarity is a major one that will not be valid in many real situations. The
internal receiver noise may well be stationary, but the external noise picked up by the
antenna may vary significantly. The total noise at the receiver input is kT, B,.The system
noise temperature T,,, = T, +Tg where T, is the antenna noise temperature and Ty the
internal receiver noise temperature. If a low noise high gain front end preamplifier is used
its noise temperature forms the major part of the total internal receiver noise temperature.
At 10 GHz, broadband low noise amplifiers with noise temperatures better than 170 K
(equivalent to a noise figure of 2 dB) can be seen to be readily available by consulting the
commercial adverts in, e.g., any recent issue of “Microwaves and RF”. Antenna noise
temperature varies with elevation. Blake [18] plots the noise temperature for an idealized
antenna. He shows that, at 10 GHz the minimum antenna noise temperature varies from
about 150 K at 0° elevation through 35 K at 5° elevation to 6 K at 90° elevation. For a real
antenna mounted in close proximity to many other metal structures the noise temperatures
will be somewhat larger. Hence we can expect antenna noise to account for about half the
total recetver noise, at 0° elevation. The variation in noise power will be considerable for a
system mounted on a mobile platform. For a ship, e.g., a roll of 10° or more is quite normal
and there are many nearby structures incuding other antennas, some of them rotating. The
total receiver noise temperature can be expected to be in the region of 400 to 500 K and to
vary by more than 100 K over time periods of the order of a few seconds. Under these
conditions, a radiometer attempting to detect CW signals by looking for changes in total
input signal power level cannot be expected to detect a signal at a negative input SNR
causing an apparent change in receiver noise temperature of only a few K. The cross
correlation receiver does not suffer from this problem. Each sample can be handled without
any prior knowledge of the input noise level, and a threshold set independently. Variations

in receiver noise temperature will inevitably cause small variations in sensitivity, of the
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order of 1 dB, but that is all. The cross correlation receiver detects signals on a totally
different basis from the radiometer or crystal video receiver. The radiometer measures total
signal power while the cross correlation receiver picks out coherent point sources from an

incoherent background.

We now consider the choice of whether to apply threshold detection to the ccf or
the TDFCSD. From equations 4.22 and 4.33, which give sensitivities to pulsed signals, we
can obtain the sensitivity advantage of the TDFCSD over the ccf

Sy B ey g3 B (4.36)
Secsd 6 B: SNthcsd B 5

where the required SNRs at the threshold detector for the ccf and the TDFCSD are

17.53 dB and 14.98 dB respectively. The same result can be obtained by considering
equations 4.28 and 4.36, which give sensitivities to CW signals. It can also be obtained
from equation 3.16. In section 3.3, relatively short integration times were considered and it
was shown that, for FMCW signals, use of the TDFCSD could provide greater sensitivity
because of the narrow signal bandwidth within the sample taken. In the case where
maximum sensitivity is required, however, ESM integration times will be much longer and
the fine detail discussed in section 3.3 ceases to be relevant. Only when the signal power
reaches a relatively large level will it be worth switching the system into a mode where it
takes short samples in order to characterise the frequency sweeping characteristics of the

signal in detail. Whether the ccf or the TDFCSD provides the greater sensitivity simply |
depends on the relationship between the signal bandwidth and the RF noise bandwidth of
the cross correlating receiver. If B; is greater than 0.3B, the ccf offers the greater
sensitivity, otherwise the TDFCSD offers the greater sensitivity. If a channellised ESM
system using a large number of narrow RF channels is considered affordable and desirable,
then direct threshold detection applied to the ccf could lead to the most sensitive system
possible. However, a rather more realistic and cheaper approach is to opt for a much
smaller number of broadband RF receivers applying threshold detection to the TDFCSD.
Since the sensitivity is independent of RF noise bandwidth, large bandwidths offer no

disadvantage. There are two great advantages of using the TDFCSD. The LPI signal can be

characterised spectrally within the RF bandwidth (the frequency resolution is Y ), and as

se
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will be discussed in detail in chapter 5, high resolution direction finding becomes possible.
In short, use of the TDFCSD offers the possibility of obtaining much more information
while only being less sensitive in the case of an expensive system comprising many narrow
RF channels, or in the case of a signal with such a wide spectrum that it occupies most or

all of the receiver bandwidth.
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5. Direction Finding

5.1 Introduction

The angle of arrival (AQA) is obtained by estimating the time difference of arrival
(TDA) of the LPI signal at the two receivers. The AOA is calculated simply as

6 = sin™ (%) .1

where ¢ is the speed of light, d is the spatial separation of the two receiver antennas, f, is

the TDA and @ is the AOA measured from the normal to the line joining the two antennas.
The TDA is estimated from the phase slope of the TDFCSD. A time shift in the time

domain corresponds to a linear phase slope in the frequency domain given by

dé

7 = 27ty (5.2)

If the TDFCSD has been obtained in digital form, the phase slope can be estimated by
using a least squares algorithm to fit a straight line to the set of points representing the
phase terms of the complex TDFCSD. The decision as to which part or parts of the
TDFCSD should be considered is made by applying a threshold to the magnitude terms. If |
there is one CW signal then a single block of TDFCSD elements must be considered. For a
frequency hopping signal the components containing signal and those containing just noise
will be mixed up - there will be many components we do not wish to include in the phase
slope estimation, mixed in with those we do wish to consider, within the total signal
bandwidth. If a threshold is applied separately to each component of the TDFCSD then
direction finding can be carried out on frequency hopping signals by taking all those
components for which the magnitude exceeds the threshold and fitting a straight line to
them. If there are more than one signal then two or more separate or overlapping blocks
will have to be considered, and more than one straight line will have to be fitted to the

phase data.
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5.2 Effect of noise on the phase of the TDFCSD

Any small error in the AOA measurement is given by

cAt,
d cos0

AB =

(5.2)

Where At; is the error in the TDA estimation. To estimate the error in the AOA
measurement we must therefore estimate the error in the TDA measured from the phase
slope of the TDFCSD. To determine the error in this phase slope we proceed in two stages.
First we must obtain the statistics of the noise induced errors in the values of the phase of
each data point in the TDFCSD, and then we must determine the effect that these phase

errors have on the process of fitting a straight line to the points.

Implicit in the process is the requirement to phase unwrap the phase values held
digitally for the TDFCSD. The FFT process used to obtain the TDFCSD from the
windowed ccf will have produced wrapped phase values between -n and +m. To fit a
straight line to the phase values, within the signal bandwidth, requires that we first unwrap
the phase. Clearly, this can only be done if the errors in the phase values are small enough
not to cause the phase unwrap algorithm to fail. As we shall see, this translates into a
requirement for an adequate SNR in the TDFCSD - a condition which will be shown to be
satisfied whenever the SNR in the TDFCSD is sufficient to enable detection in the first
place. i.e. if an LPI signal can be detected then the direction finding process will always be

possible, even though it may not always be particularly accurate.

To estimate the error in the phase of each sample in the TDFCSD we consider the

effect of the noise on the phase. The k™ sample in the TDFCSD can be written as
TDFCSD, = A, +n, (5.3)

where A4, and n, are both complex and A4, represents the signal, n, the noise. The SNR in

the TDFCSD can then be written as
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S = E_ﬂAi} (5.4)

(WJ meeo Enl' }

The complex value n, can be written, using the standard representation for narrowband

noise, as
n, = r e’ (5.5

where r, , the magnitude of n; , has a Rayleigh pdf of the form

r!

pa () = G’—ze_F (5.6)

and ¢ has a uniform pdf equal to 1/2n between -m and +m. n; can alternatively be

represented, in the quadrature form, as
n, = ¢, +js, 5.7

¢, and s, are real and have Gaussian pdfs of the form

IZ

2’ (5.8)

1
PeG) =
¢ J2n o’
where o is the same for ¢;, 5, and r, . The power of the noise in the TDFCSD, N, is given
by

+ad

N = E{|n,|’} = E{n’} = Irzpk(r)dr = 20! (5.9)

-

The error in phase caused by this noise is shown by figure 5-1.

b f

Sy

C
A, k

Figure 5-1. Vector represeniation of kth component of TDFCSD plus noise represented in quadrature form.
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If the signal to noise ratio in the TDFCSD is greater than 14 dB, which it must be to allow
signal detection in the first place, then the phase error caused by the noise in each sample is

approximately
O = T (5.10)

and has a Gaussian pdf. The validity of this approximation is proved in appendix F, where

it is shown that if the signal to noise ratio is greater than 14 dB, the error incurred by this

approximation is less than 2.2%. The mean of ¢, is zero but its variance is given by

2
5} = — = 1 (5.11)

For a TDFCSD derived from a ccf obtained using a FFT based or true continuous

correlator, and a CW signal, we have, from equation 3.9

(5. Y(i:) (%) | 512

Hence we have

= N, (5.13)

This theoretical prediction has been compared against values extracted from the Mathcad
simulation. The Mathcad program used to generate these results is at appendix E. The

integration time T; was 500 ps, the receiver noise bandwidth was 100 MHz and the signal
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was a FMCW signal with a sawtooth frequency scan ramping up through 50 MHz in
500 ps. A range of values of input signal to noise ratios were used from -17 dB to +30 dE;,
with several different values of “zoom factor” for each value of tnput signal to noise ratio.
The direction of arrival was set to zero so that all phase values should be zero. The
standard deviation of the phases of the data points were calculated, as were the values
predicted by equation 5.13 above. The results are tabulated it appendix E, and plotted

graphically in figure 5-1.
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Figure 5-2. Phase errors measured in Mathcad simulation against theoretical prediction.

At very low phase errors, when the signal to noise ratio is high, rounding/quantisation
errors within the Mathcad simulation will become relatively more important and the
measured errors can be expected to be greater than the predicted errors, as is seen to be the
case. The area of interest is where the input signal to noise ratio is relatively low and phase
errors are relatively large. In this area the results of the Mathcad simulation are seen to be

in excellent agreement with the theoretical prediction.
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5.3 Condition for phase unwrap without error

The phase unwrap process examines the phase of each sample relative to the
previous one and decides whether a wrap has occurred. If the change is more than +x (e.g.
from greater than n/2 to less than -n/2) then 2 is added to or subtracted from the phase of
that sample and all subsequent samples. If the phase change that should occur between
samples is small, then a phase difference of n caused by noise is sufficient to cause an error
in the unwrap process and hence a discontinuity in the “unwrapped” phase plot. If there is a
signal phase difference of A¢,, then an additional phase difference of = - A¢, will be

enough to cause an error in the unwrap process.

The phase difference between two adjacent samples due to noise is equal to the
phase error in one sample minus the phase error in the other. The phase difference due to

noise will be Gaussian and have variance given by
6 = 20, (5.14)

The probability that the phase difference due to noise, A¢, exceeds w - Ad, is given by

P(ab, > n-ap,) = o T2 Q["‘A"”] (5.15)

2
a 20‘°

But 20 s = and so we have

P(4d, > n-Ap,) = Q[(n—am)\/@I;J (5.16)

Now A¢, =2 n Aft, where 1, is the TDA and Af is the frequency spacing between

samples in the TDFCSD givenby A f = Y Hence
T,

se

ap, = 2LVl (5.17)
T,
o . T
There is a limit on the size of the zoom factor y of: Yy < a ;’ (5.18)

93



Hence (n-40,) 2 g (5.19)

If it 1s assumed that the SNR in the TDFCSD is greater than 13 dB, as it must be if reliable

detection of the signal is to occur in the first place, then

(ij > J20 (5.20)

N TDFCSD
and hence
S )¢
(n-44,) (W)mmn 25 20 (5.21)
S
_A 2 <0(702 522
Q((ﬂ ¢:) (N)mrcsu Q( ) ( )
or P(AY, > m-A$, ) s 1077 (5.23)

i.e. if the signal can be detected, the probability of an error in the phase unwrap process is

negligible.

5.4 Error in estimation of phase slope

It has been shown (equation 5.13) that the phase error in each sample can be

adequately approximated as having variance

! b 2(%)
Po= = " (5.24)

c
G IRRNCC)
N TDFCSD Y B N/,

5 L

where the phase error has Gaussian statistics. In this section we determine the effect that
these errors have on the slope of the straight line fitted to the points. If the straight line is
fitted, by a least mean squares approximation, to N points with coordinates ( x;, y; ) the

slope, m, of the line is given by
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ACEICE)
T T (x-Ey

i

(5.25)

If the values x; are assumed not to have significant errors and the values y; have errors dy;

causing an error, ém, in m, then we have

Z (x,.—f)(y,.+8y,.—y)
Z ("’i‘f)2

m+dm

(5.26)

2 (i -2)(»-7) 2 (x-%) &,

i i

G5y Z(x-E)

Z (x,. _f) oy,
ie. Sm = - (5.27)

Y Gor)

. . . . 2 .
If &y; are zero mean random Gaussian variables with variance o,°, then dm is a zero mean

random Gaussian variable with variance

AR
SACED)]

2
m

(5.28)

0_2

" S (x-E)

(5.29)
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In this application, the x axis is the frequency axis and the y axis represents phase. g, is the

standard deviation of the phase errors.

Now, if the number of points, N, is odd

I
ol

is) —X

N-1 y1
2
(x,- -x )2 = 2 (iAf )2 where Af
2 =

i=0

N
2

- 247 )7
i=|

(5.30)
(%)
6 2 2
_ N-_Z 5 _ _ MZ N3
= 7 N (N 1 ) = T for large N
The same result is obtained for even N. Hence, for N > 10, we have
126}
ol = — (5.31)
Af°N
. . B
The number of points used, N = A—} (5.32)

where B, is the signal bandwidth as estimated from the magnitude of the TDFCSD. Af,

the separation between samples on the frequency axis is given by

y = - (5.33)
and hence we obtain ol = 3132_;"01 (5.34)

Substituting for G,z from equation 5.13 gives, after simplification
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6(1 + 2 S, J
) n. B,

G, = 3 (5.35)
s,
o (2
N.
5.5 Accuracy of direction finding
Since m =2 ntt,; where t;1s the TDA, and from equation 5.2 we have
2 ¢’ o, (5.36)
Cp = 55— :
° d? cos’ 0
we obtain the variance in the AOA estimation as
3¢’ [ 1+2 SiB ]
ol = Ne 2w/ (5.37)
2n’ d*cos’® B, T, (i]
P
For small inputs SNR, where 2 " Si << , this simplifies to
3c2 ,rl2
2
c, = £ 5.38
? 2n*d’cos’® B, T, S} (538)
For d=1m and 8=0 (broadside), this can be simplified to give
3 cn
G, = £ 5.39
° 2B T ( nS, ) 6-3)

L) fe

This error in AOA estimation is plotted against receiver input signal power in figures 5-3
and 5-4. In figure 5-3 the signal bandwidth is kept constant and the effect of varying the
ESM integration time is shown, in figure 5-4 the ESM integration time is kept constant and
the effect of varying the signal bandwidth is shown. In both figures the points where the
plots go vertical as input signal power decreases indicate the sensitivity of the system. For
input signal powers below the sensitivity reliable detection cannot be achieved by a

threshold detector applied to the magnitude of the TDFCSD, and hence the information
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necessary to select the correct part of the TDFCSD for phase slope estimation is not
available. All parameter values not explicitly stated here and for the remainder of this
section are as given in table 4-1. Values of error in AOA estimation for antenna spacings,
d, other than one metre and non zero AOA can be obtained simply by dividing the values

plotted by d cos @.

Error in angle of arrival estimation ( degrees ) (Signal bandwidth = 106 MHz) T,

100 T T T T

01

001 [~
0.001 |- 1 ms
10ms
0 | | 1 ]
-120 =110 =100 -50 -80 -0 100ms

Signal power at ESM receiver input (dBm )

Figure 5-3. AOA estimation error as a function of ESM receiver input signal power for a fixed
signal bandwidth of 100 MHz and different ESM integration times. Parameter values not
explicitly stated here are as in table 4-1. (The points where the plots go vertical as input signal
power decreases indicate the sensitivity of the system. For input signal powers below the
sensitivity reliable detection cannot be achieved by a threshold detector applied to the
magnitude of the TDFCSD, and hence the information necessary to select the correct part of

the TDFCSD for phase slope estimation is not available.)

98



Error in angle of arrival estimation ( degrees ) (ESM integration time = 10 ms)

Bs
100 \ T T T T
o s -
I —
o~
001 |-
10 MHz
0.001 [~
100 MHz
1 1 1 1 1 GHz

=120 =10 =100 =90 =30 =70

Signal power at ESM receiver input (dBm )

Figure 5-4. AOA estimation error as a function of ESM receiver input signal power for a fixed
ESM integration time of 10 ms and different signal bandwidths. Parameter values not explicitly

stated here are as in table 4-1.

Combining equation 5.39 with equation 4.8, which gives the ESM system input signal
power from a power managed CW LPI radar, gives us an expression for the AOA

estimation error as a function of the distance such a radar is from the ESM platform.

G.T
5, = 3 ( LA/ - ) (5.40)
2B,T, \ 21 G, SNR,,., K

This AOA estimation error is plotted as a function of range of radar from ESM platform in

figures 5-5 to 5-8. Figures 5-5 and 5-6 show the effects of varying the ESM integration
time and varying the signal bandwidth respectively, for a fixed radar integration time of
1 ms. The effect shown by figure 5-6 represents something of a dilemma for the radar
designer. Increasing the signal bandwidth does reduce the probability of intercept, as is
well known, but it does make direction finding on the signal significantly more accurate,

once the signal has been detected.
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Error in angle of arrival estimation ( degrees) (Bs =100 MHz, Tsr=1 ms)

100 T T T T

| I ] 1
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Range of radar from ESM platform ( km )

001

se
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100ms

Figure 5-5. AOA estimation error as a function of range of radar from ESM platform, against

a power managed CW LPI radar with a radar integration time of 1 ms and fixed signal

bandwidth 100 MHz, for different ESM integration times. Parameter values not explicitly

stated here are as in table 4-1.

Error in angle of arrival estimation (degrees) (Tse= 10 ms, Tsr=1 ms)
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Figure 5-6. AOA estimation error as a function of range of radar from ESM platform, against

a power managed CW LPI radar with a radar integration time of 1 ms for a fixed ESM

integration time of 10 ms and different radar signal bandwidths. Parameter values not

explicitly stated here are as in table 4-1.
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AOA of 36.9 degrees for a 10 m antenna separation. The error in TDA estimation is
therefore 0.61 ns. The AOA estimation is 38.19 degrees - an error of 1.32 degrees which is
well within the AOA estimation standard deviation error of 3.14 degrees given by equation

5.38.

5.7 Separation of multiple sources

This thesis concentrates on the detection and direction finding of a single spread
spectrum signal source. It would obviously be useful to be able to detect and direction find
on a number of sources simultaneously. There are two ways of separating multiple signals.
If a large enough antenna separation can be used then, rather than extracting just one small
central section of the ccf, a number of small contiguous, or even overlapping, sections can
be extracted, each one corresponding to an arc of the antenna pair’s field of view. Signals
detected in different sections of the ccf will then be identified as separate and subsequent
TDFCSD phase slope measurement will provide a finer estimate of AOA within the
corresponding arc. A land based system with a large baseline (maybe of the order of km)
could obviously detect and direction find on a large number of sources simultaneously.
Achieving the required baseline for this on a mobile platform is unlikely to be feasible.
Even if signals cannot be separated in the time domain, however, it may stiil be possible to
separate them in the frequency domain, provided that they do not overlap in frequency. If .
the signals do not overlap in frequency, they can be identified as different blocks in the
magnitude of the TDFCSD, and as giving different slopes in the phase of the TDFCSD.
This is demonstrated in the Mathcad simulation in appendix C. The simulation in appendix
C considers two simultaneous low power FMCW signals, chirping up from 15 to 35 MHz
and from 60 to 70 MHz in 50 ps, and a high power 1 ps interfering pulse at 30 MHz. The
receiver bandwidth is 80 MHz and the input SNRs are -7 dB and -10 dB for the FMCW
signals and +30 dB for the interfering pulse. The pulse is detected by a crystal video
system and its frequency obtained by FFT analysis. A notch filter is then programmed and
applied to the input signals for the duration of the pulse. After clipping at three times the

noise standard deviation to eliminate the remaining “rabbit’s ears”', the large pulse has

! “Rabbit’s ears” are remnants of the pulse occurring at either end where the sharp leading and trailing edges
of the pulse lead to brief periods when the spectrum is spread outside the range of the notch filter. The
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6. Implementation using acousto-optic correlators

6.1 Introduction

To sample the signals from the two receivers and perform the necessary cross
correlations digitally in real time may not be feasible, especially if we wish to design a
system with large channel bandwidths and long sample lengths. For example: a channel
bandwidth of 1 GHz and a sample length of 50 ps would require analogue to digital
conversion at a sampling frequency of 2 GHz and data sets of 50,000 points. Acousto-optic
correlators may provide the answer to the problem of forming the initial cross correlation
function. The fact that we then only want to sample a relatively small centre portion of the
cross correlation function is then very convenient since this means that the number of data
points we have to extract for further processing is very much reduced. One commonly quoted
disadvantage of acousto-optic signal processing systems is that they have a limited dynamic
range. This need not be a problem here. Since we are looking for signals below the noise
level, the system would be set up with RF and IF gains such that the standard deviation of the
noise is approximately one third of the amplitude range of the correlator inputs. Short high
power pulses will be severely clipped. This goes some way towards eliminating the non LPI
pulses that would be detected by a conventional system, although they would of course be
better excluded by the use of notch filters to block known signals as demonstrated in
appendix D. There are three main types of acousto-optic correlator: space integrating, time

integrating and joint transform.

6.2 Space integrating correlation

There are many forms of space integrating correlator, producing the correlation
function as a time domain signal from a single photodetector which spatially integrates all the
light diffracted by an acousto-optic cell. Some do not produce a true correlation function.

Rather than producing the true ccf of the form
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second signal input being provided by a reference mask generated photographically. As

before, we analyse a two Bragg cell system.

8.7.1 Operation in the Raman-Nath mode using DSBSC modulation

Referring to equation 8.15, the allowed value of p+q is +1 (remembering the reversal of the
positive x direction defined at the second acousto-optic cell). The allowed values of p and q
are therefore p=+1, q=0 and p=0, q=+1. Hence, selecting the appropriate terms from equation

8.15, the wave function at the optical output of the second acousto-optic cell is given by

w®y = JiBsix-V)) J,Bs:x+V9) cos(kz + Kox-(0,+wc)1)
(8.55)

+ Jo@si(x-V) J, @ s:(x+ VD) cos(kz+ K. X -(w,-0.)1)

The optical signal incident on the photodetector is the sum of these two terms, which are at
different optical frequencies due to their opposite Doppler shifts. To see how these two terms

add, consider

A4 cos(w,*+ w )t + B cos(w,-w )t = (A+ B) cos{w. Y cos(w,t) - (A-B) sinf. 1) sinfw,?)

= R() cos(w,t + 6(1)
(8.56)

where R*(1)) = (A+B) cos’(w.t) + (A-B) sin’(w. )
= A4+ B’ + 24B cos(? w. )

Using this result, and recalling that the photodetector will perform a spatial integration of the
intensity of the incident light, we obtain the output current from the photodetector as

proportional to
1) = 4 [ [21Bsi6v0) 1o@Bsaterv)) T rec(s)

+ 4 I [Ja(ﬂS!(x'Vt)) J,(ﬁsg(x+yl)) ]2 recr(#) &

+ [ j J1(BsiCe-V)) J,(Bs:x+ V)Y Jo(Bsi(x-V0) 4, (B s: (x+ V) rect() dx] cos(2 w, 1)

(8.57)
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The third term in this expression contains the required information as DSBSC modulation of
a carrier which is twice the frequency of the carriers used in the acousto-optic cells. It can

therefore be separated out using a bandpass filter and then demodulated to give

+o0

[ 51@sic-V)) Jo@s:(x+ V) Jo@si(e-VD) J1Bs:(c+V)) rect(3) (8.58)

~00

using the approximations
Jo(&) = 1 - % and  J,(E) = 3

and, in order to avoid the expressions becoming too cluttered, writing s(x-¥?) simply as s, this

term approximates to

2 +x ; J
= & I [ sis: - B(sisatsisi) + bosis) ]rect[ﬁdx (8.59)

~ %2 J' si{x-V) g (x+Vi) rect(ﬁ] dx

If DSBSC modulation is used, so that s() = a(t) , then the output of the system is

+m

E [ atc-V) arc+ vy rec(s) de (8.60)

4
-

which is the true correlation function of the input signals in both amplitude and phase.
However this correlator suffers from the disadvantages of requiring very accurate alignment
to ensure full coincidence of the two wave functions at the photodetector and additional
electronic circuitry to extract the correlation function. The zeroth order non-heterodyning

correlator produces this true correlation function much more easily.
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8.7.2 Operation in the Bragg mode

The Bragg mode equivalent to expression 8.58 is

+@

I sin[% 5 (x- Vt)] cos[% sa(x+ Vt)] cos[% s1(x- Vt)] sin{% sa(x+ Vt)] rect[ﬁ] (8.61)

-0

using the approximations

2
cos(§) = -% and sinfé) =~ &

and again writing s(x-¥¢) simply as s, this becomes

NI - ﬂ;’iJ Bz pect(z) dx

[

(8.62)

~ & [ si6c-Vy s 5+ V) rece(s) dx

]

i.e. the expression is exactly the same as for the Raman-Nath mode.

8.8 Heterodyning correlator using both first diffraction orders

The second heterodyning correlator described by Rhodes (derived from a description by
Sprague [32] ) makes use of the +1 and -1 diffraction orders from the first cell, and uses a
pinhole at the photodetector. The optical output, selected by a spatial filter on the system axis,
1s the -1 order from the 2nd cell due to the +1 order from the first cell plus the +1 order from
the second cell due to the -1 order from the first cell. (Remember the reversal of the x axis
due to the imaging process from the first to the second cell.) Since this correlator uses both
the +1 and -1 diffraction orders at each stage, the acousto-optic cells will be adjusted normal
to the optical axis so as to make them equal in amplitudes. The cells can therefore only be

operated in Raman-Nath mode.
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Referring to equation 8.15, the allowed value of p+q is 0. The allowed values of p and g are
p=+1, g=-1land p=-1, g =+1. Hence, selecting the appropriate terms from equation

8.15, the component of u,(x,#) propagating along the optical axis is

[ Ji@sitx-V)) J1Bs:x+ VD) | coslle - (0,+ 20.)1)
w(x ) = rect (ﬁ)

+ [ 1B six-V0) JiBsa(x+ V1) | coslz - (0, - 2. 1) 8:63)
= -2 JiBsix-V)) J,Bs:(x+ VD) cos2ew. 1) costkz - w, 1) rect ()

How this signal can then be used depends on the type of modulation used in generating the

input signals.

8.8.1 Operation using DSBL.C modulation

If we use double sideband large carrier modulation ( s(t) = [1+ma(t)] ) and use a spatial filter

that passes a whole diffraction sub order (i.e. not a pinhole), then equation 8.63 becomes
2
wxy = %[H ma(x-VO][1+ ma: (x+ V)] cos2w. 1) cosfhz-w,1)

2
- -f {1+ mlac-v)+ a:@+ W]+ matc-Y)ar(x+V) } cos2aw.) costhz-w,!)
(8.64)

A spatial filter can then select the appropriate sub-order of this zeroth diffraction order to

leave
@ laix-Vo+ a,(x+V)] cos2w.t) costkz-w,1) (8.65)

Spatial integration at the photodetector then gives an expression similar to equation 8.23

1w =14 [”:"’]2 | @V + arc+ V)| cod Qw.t) reci(s) (8.66)

the difference being the cos’ (2@, 1) term which can be written as £ (1 + cos(4w, 1) . Just as

with the general all order correlator and the zeroth order non-heterodyning correlator, this can

be low pass filtered to leave the true correlation function
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+w

1M =4 (B [ aitc-¥9 as@+Vy rect(y) de (8.67)

-0

8.8.2 Operation using DSBSC modulation

Rhodes assumes the use of double sideband suppressed carrier modulation and a pinhole at
the photodetector. The wave function at the photodetector plane is the Fourier transform of

uy(x,1), given by

wc' ) = constx | w(xy) 7 dx (8.68)

Then, making the same approximations for sampling of this by the pinhole as before, we find

that the output current from the photodetector is given by

2

Y
19 = (5 | {25@s6-10) 2i@st+)d] cos’ 2o
cell
(8.69)
P 2
= (5] | wom saema) @+ costtan)
and by use of a low pass filter we can extract the term
2

[ si6c-V) sa(c+Vy) d (8.70)

cell

This contains the amplitude information present in the correlation function but, unlike the

first heterodyning correlator described above, it contains no phase information.

8.9 Summary

There are many different space-integrating correlators described in the literature and
differing accounts have been offered to explain their operation. This chapter has developed a
general framework for the analysis of any one dimensional space-integrating correlator for

which the diffraction process at the acousto-optic cell(s) can be described by Raman-Nath or
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Bragg diffraction. The most important expression in this chapter is equation 8.15, from which
the operation of all the various possible correlators can be derived as special cases. This has
been illustrated by applying equation 8.15 to a representative, though not exhaustive,
selection of different correlators. The analysis offered here is significantly different from that
offered by some papers, such as [9,32]. These more recent papers made approximations that
lead to ignoring the zeroth diffraction order and a theoretical model that could not explain the
operation of all possible correlators. The experimental work presented clearly demonstrates
that a zeroth order correlator does produce the true correlation function as predicted, although
the signél bandwidth is limited by the speed of response of the large area photodiode required

to capture all of the diffraction sub-orders containing the signal information.

As far as the correlator output is concerned, the difference between Raman-Nath and
Bragg diffraction is simply one of output signal amplitude, and hence output signal to noise
ratio. Where possible, using high Q cells operating in the Bragg mode can be expected to give
better results than operating low Q cells in the Raman-Nath mode. The type of modulation
used to impose the information signal onto the carrier input to the acousto-optic cells is more
critical. The results achieved when double sideband large carrier (DSBLC) modulation is
used will not be obtained when double sideband suppressed carrier (DSBSC) modulation is
used and vice versa. The zeroth order correlator, for example, only works if DSBLC
modulation is used. Rhodes [9] describes only heterodyning correlators as-giving the true

correlation function. This is because he assumes DSBSC modulation throughout his paper.
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9. Time-integrating correlators - theory

9.1 Introduction

Time-integrating acousto-optic correlators can form the true correlation function
without the requirement for time reversal of one of the input signals that is such a drawback
in spacé integrating correlators. In time-integrating systems, the correlation function is
formed as a spatial function at a photodetector array which integrates the light incident on it
over a period of time. If the time taken to transfer the information off the array and clear the
integrating elements is short relative to the integration time then successive integrations can
be added to give longer effective integration times. It can give a true continuous correlation
function over an indefinitely long integration time. This is an extremely important advantage
over both space integrating acousto-optic and FFT based digital correlators, as discussed in

section 2.2.

A number of different time-integrating correlators have been described in the
literature. This chapter discusses three different correlators. The material presented here is
based mainly on Vanderlugt’s descriptions ([11] - chapter 14), but with some significant
additions and with some differences of approach to the analysis introduced in order to bring

out points important to the concluding discussion.

9.2 Correlator due to Montgomery

The first time-integrating correlator described was due to Montgomery [9,11,36]. This
uses either two acousto-optic cells positioned one after the other (optical sequence) as close
together as possible, or one cell with two transducers causing acoustic waves propagating in
opposite directions so that a broad collimated laser beam interacts with first one acoustic
signal and then the other, as shown in figure 9-1. It can be shown [32] that the required cross
correlation function is formed by time integration at the photodetector array as the amplitude
modulation (DSBSC) envelope of a spatial carrier. It is possible to filter out this modulated

carrier and then recover the required correlation function by demodulation. However, this
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makes the system more complicated and requires a larger number of elements in the array to

sample the modulated carrier rather than just the baseband ccf.

Spatial
Beam vi(t) filter Spaltial
expander U filter and
photodiade
Laser array

I

UL

Figure 9-1. Time-integrating correlator due to Montgomery.

Another disadvantage is that the acousto-optic cells must be aligned normal to the incident
light, in the Raman-Nath mode, since the correlator works by summing the composite plus
one and minus one diffractions orders from the acousto-optic cell combination. This offers

much lower diffraction efficiency than the Bragg mode.

9.3 Correlator due to Sprague and Koliopoulos

The second time-integrating correlator architecture described is that due to Sprague
and Koliopoulos [19 ] and also described by VanderLugt [11] and Rhodes [9]. It is shown in
figure 9-2.

Beam Bragg
expander cell
Directly *p
modulated B n
laser
H CCD array
T v \
Ist signal I/P carrier Spatial
filter
. Digital
Bins Signal
Processing
2nd signal 1/P

Figure 9-2. Time-integrating correlator due to Sprague and Koliopoulvs.
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9.3.1 Use of an acousto-optic cell for the first signal input

The original description given by Sprague and Koliopoulos uses an acousto-optic cell

for the first signal input as shown in figure 9-3.

Bragg
cell
Spatial filter
- selecting first
- diffraction
Laser — order
1st signal

input

Figure 9-3. Use of Bragg cell for first signal input.

The signal bandwidth is severely limited if this method is used. For this method to be
effective the width of the laser and the acoustic wavelength in the acousto-optic interaction
medium must be such that the laser beam is sampling a small part of a cycle of the baseband
signal. Young and Yao ( [35] - figure 4) give a theoretically derived graph of normalised
output intensity in the first diffraction order against modulation frequency. Tﬁis graph shows
the 3 dB modulation bandwidth to be such that f,, T = 0.75, where f,, is the modulation -

bandwidth and t is the transit time of the acoustic signal through the Gaussian optical beam,

found by dividing the iz intensity diameter of the optical beam by the acoustic velocity. For
e

a HeNe laser with a —12— intensity diameter of 0.75 mm and a TeO, acousto-optic cell with
e

an acoustic velocity of 617 m/s this gives a modulation bandwidth of 617 kHz. Brooks [37 ]

plots experimental results for the modulation frequency response of a TeO, cell showing a 3

dB modulation bandwidth of 800 kHz, using a slightly narrower laser beam with a Lz
e

intensity diameter of 0.5 mm. This bandwidth can be improved by focusing the laser to a
smaller spot size and by using an acousto-optic interaction medium with a higher acousto-

optic velocity. However, the narrowness of the spot to which the laser beam can be focused is
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limited by diffraction, especially since it is the average spot size over the full thickness of the
active part of the acousto-optic cell that is important. Using a GaP cell, with an acoustic
velocity of 6320 ms™ could, in principle, increase the bandwidth by a factor of 10, but, as will
be shown later, the limited diffraction efficiency of GaP cells is such that it may not be
possible to impose the correct type of modulation (intensity modulation as opposed to
amplitude modulation) onto the laser beam. It is therefore clear that this technique cannot
provide for the bandwidths of the order of 1 GHz that we ultimately need to achieve. Further
disadvantages are waste of the laser output due to the limited diffraction efficiency of the
acousto-.optic cell and the considerable increase in complexity size and cost of attempts to
increase the bandwidth. Introducing the first signal by means of an acousto-optic cell is not a
viable option. It is not surprising that, as laser diodes capable of direct intensity modulation
have become available, VanderLugt and Rhodes both describe much simpler and cheaper

systems using direct intensity modulation of the laser.

9.3.2 Analysis of operation

We now demonstrate that the correlator shown in figure 9-2 will produce the required

ccf of two signal s,(2) and s,() . The laser is intensity modulated and so its output intensity is

L) = a(B +5()) | (9.1)

where B, is a bias term and a is a gain term. This modulated beam is expanded out and forms
the input to the acousto-optic cell. At the acousto-optic cell, adjusted to operate in the Bragg
mode, we use the first diffraction order. The amplitude of this first diffraction order is given

by [11,33]

A6) = J10 sin(ﬁ[Bzhc,(r—%)D\/Wx) 9.2)

where B, is a bias term and f is a gain term or modulation index, x is measured from the
centre of the illuminated portion of the acousto-optic cell, V is the acoustic velocity and W(x}
is an intensity window function due principally to the profile of the laser beam. It is assumed
that the signal to the laser has been delayed by the time taken by s,(2) to propagate across the
acousto-optic cell to the centre of the illuminated portion. The intensity of the first diffraction

order is therefore
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L) = 10) sinz(ﬁ[32+sz(t—%)jD W) ©93)

To achieve the required correlation we need 7,(2) to be a linear function of sz[l —%] . lLe. we

need the first diffraction order to be intensity modulated by the acousto-optic cell. The d.c.

X

bias must be adjusted so that sinz(ﬁ [Bz + s{t—%]D is a linear function of sz(r-VJ . If we

consider the d.c. bias condition, in the absence of the ac signal, we have, omitting the

spatial windowing term for the sake of clarity
I, = Isin’(BB,) (9.4)

By considering the shape of the sin® function we see that I, is a linear function of the input

signal amplitude at 50% diffraction efficiency, when pgB, = % . 50% diffraction

efﬁcienﬁy is usually the most that can be achieved in practice. (Taking the drive power to
the acousto-optic cell above this point will usually destroy the cell.}) This means that, in
practice, we want to drive the cell at its maximum power rating, obtaining the highest
available diffraction efficiency. This is easy to set up as, at 50% diffraction efficiency the
intensity of the first diffraction order is the same as that of the zeroth order. Now, equation

9.3 can be rewritten as

L) = ’T(’) {1—cos(2ﬁ[32+sz(:—%):|]} W) 9.5)

Expanding out further

Lxd) = A0, {l—cos(ZB Bz)cos(Zﬁsz(!—gJ]+sin(2ﬁ Bz)sin(Zﬂsz(t—%D} w(x) (9.6)

2

Now, if B8, =% , then 28 8, =% , cos(2fB,)=0 , sin(2BB,)=1, and
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L) = I'T(') {1+ sin[zﬁsz(t—%))} w(x) 9.7)

Substituting equation 9.1 into equation 9.7

Lix1) = -;—a(B|+sl(t)) {1+ sin[Z,Bsz(l—%D} w(x) (9.8)

or

Lx1) = @{B‘ « s() + B sin(2Bsz(t—%)) + s,(t)sin(Zﬁsz(r—%D} (9.9)

This first diffraction order is imaged onto the photodetector array. The sense of x is reversed
and the scale of x is changed according to the ratio of the focal lengths of the two imaging
lenses. The incident light intensity is integrated over a period of time AT by the array. The

total light energy stored by the array in time AT is

E) = [h(i)d (9.10)

AT

Now, the first of the four terms in the large brackets on the right hand side of equation 9, B1,

integrates over time to give a spatially invariant term

jBa = Bar ©.11)

AT

The second and third terms integrate to zero, if AT contains many cycles of s5,(?) and s,(?) and

they have zero means. Hence
Ey(x) = Ela B ATW(x) + %a w(x) I sl(r)sin[ZB sl(z-%D dt (9.12)
AT

If Bs,(t) is small relative to 8B, , so that variations in the intensity of the first diffraction

order stay in the linear part of the sin’ curve, then
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]

wfor-3)

28 sz(t—‘—t-) (9.13)
and

Ey(x) = %a BATW(x) + af W(x)js,(t) s,(r—%J dt (9.14)

The first term is a spatially invariant d.c. level proportional to the integration time, that can

easily be subtracted in post processing. The second term is the required ccf,

9.4 The electronic reference correlator

One disadvantage of the correlator due to Sprague and Koliopoulos is that if the two
received signal are reduced to baseband, then two correlators are required to handle the I (in
phase) and Q (quadrature) channels. A variant is possible, however, in which both signals are
left on low frequency carriers, preserving both amplitude and phase information in both
signals. One electronic reference correlator can then perform a single complex correlation, the
output of which is the same as that achieved by summing the outputs of the I and Q baseband
correlator outputs. Consider the signal arriving at one receiver input. If the receiver
bandwidth is small relative to its centre frequency then it can be shown (see e.g. [13]) that the

received signal can be described as

s,(t)cos(a),t) - sQ(t)sin(a),t) (9.15)

where 5/(1) and s5p(1) are baseband signals and , is the centre angular frequency. If two
baseband correlators are to be used, then splitting the signal and multiplying by cos(w, )} in
the I channel and sin(co, t) in the Q channel will yield the baseband signals s,(1) and s(2).
[f one electronic reference correlator is to be used then the received signal, which can also be
expressed as s{t)cos [a), t+ 9(!)] , can be downconverted to some IF frequency, o, , by
multiplying by cos ((D L t), where @, =0, —w, , and low pass filtering to give
s(t)cos [0) ,{+0 (t) . For the electronic reference correlator, the IF frequencies used for the

two inputs differ by a frequency w,. If the IF frequency used for the laser input is w,, the IF

frequency used for the acousto-optic cell input is o, + .. A d.c. bias is added to the laser
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input and a carrier tone bias component, at frequency w, is added to the acousto-optic cell

input. Hence the input to the laser is
B, + 5,(t) cos[w, 1 +6,(1)] (9.16)
and the input to the acousto-optic cell is
B, cos(w, 1)+ s,(1) cos[(wo +w, )t + Bz(t)] (9.17)

A second major difference between the baseband correlator and this correlator lies in the
signal power input to the acousto-optic cell. For the baseband correlator the acousto-optic
cell must be intensity modulated by the input signal, requiring that it be operated at 50%
diffraction efficiency. For the electronic reference correlator the acousto-optic cell must be
amplitude modulated, requiring operation at 10 to 20% diffraction efficiency. Following

the operation of the correlator through as before, we obtain the intensity of the laser output

L) = a B +s()cosfw, +0,O]} 9.18)

The expression given above for the input to the acousto-optic cell can be expanded out to

Bycos(w, 1) + () cos[m g+ Bz(t)]cos(co 1) - 50) sin[u)ot +0, (t)]sin(mct)
= {82 + () cosfo 1 +8, (r)]}cos(mct) - 5,()sino,¢ + 8,(1)]sin(w.2)
= R()cosfo, + ()] (9.19)

where R*(f) = {32 + 5,(t) coslo ¢ +92(t)]F . s3(f)sin’[o £ +8,(7)]

The amplitude of the first diffraction order from the acousto-optic cell is therefore
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4,00 = JL0) sin[ﬁ R(t - %ﬂ J7E) (9.20)

For low diffraction efficiency (small ) this approximates to

4,00 = J1,0) BR[!—%] @) 9.21)

Hence, the intensity of the first diffraction order output from the acousto-optic cell is
L) = 1) B R (r - T’}) w(x) (9.22)

= ap W) {Bn +5()cosw, ¢ + Bl(r)]}

Alweslp) ool D) - L)ool ool

= apw(x) {B, +5,{t) cos [cuo r+ B,(t)]}

a2 - mefefole-nf-2)])
(8,8}

+ B 2(,_£J
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L(x,t} is then integrated over a period of time AT at the photodetector array. This time
integration has different effects on the six terms making up the above expression. The first
term will give a “d.c.” spatially invariant term proportional to AT . The second will also
produce a spatially invariant term proportional to the power of s,(1) as well as AT. The third,
fourth and fifth terms are sinusoidal functions of time and will integrate to zero. The final

term expands out to give

B, 5,(1)s, (:— 5) {cos[w;x +6,(1)- 6, (1 —%)] + cos[2 o, - “’;x +6,()+6, (:-%)]} (9.24)

the second part of which will again integrate to zero. Hence, the photodetector array output is

E,r (x)

Ia p? W(x){B, B} +B s, (z—%) + B, s,(t)sz(t—-:;-) cosl:w;;x +6,()-9, (r—%ﬂ } dt

ar

(9.25)

or

E,r (x)

CW(x)AT + af’B, W(x)j 5(0)s, [1-5) Cos[w;x +6,()-6, ("%ﬂ dt

(9.26)

where C is a constant. Hence, the required complex correlation function, the second term in

the above expression, appears as DSBSC amplitude modulation of a spatial carrier of spatial

angular frequency a[;". This can be separated from the constant background terms by

. T @ .
bandpass filtering. Demodulation, by multiplication by cos(%) and low pass filtering,

then yields

I 5:(t)s; [: - %) cos[ 8,()-9, (r - ;ﬂ dt (927)

aT

By considering the complex signals
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s, (t)ejex(')

s, ()
5,(1)

(9.28)
s, (,) LNG)

we have

Re{s,()s;(- %)}

Re {'1 (t)eﬂi:(r) s, (t _ ﬁ)e-ja’("%)
Rl 5 s - p)e O}

(9.29)

Hence, the complex correlation function (equation 9.27) can also be written as

Re{ .[s,(r)s;(r ——;—)dt} (9.30)
By writing s(t)=s,(0)+ j So (¢), so that

Refs,(Ds; (- %)}

Re {(s,, (O)+ jsy (l))(s,2 (t — =) JSga (t - %))}
SII(I)SIZ(I_T}) + 5@1(’)392(’_5)

(9.31)

we see that the real part of this complex correlation function is equal to the sum of the I and

Q correlations obtained in a system using 2 baseband correlators.

9.5 Discussion

The use of a time-integrating acousto-optic correlator for detecting and analysing
wide bandwidth spread spectrum signals has recently been described by an American team
working jointly in the Electro-optics Department, Dynetics, Inc., Hunstville, AL, USA and
the US Army Research Laboratory (The Harry Diamond Laboratory), Adelphi, MD, USA.
[39,40,41] This team describes a system in which a time-integrating acousto-optic correlator
is used to generate the acf of a single receiver channel. They have not, so far, considered
cross correlation of two receiver outputs or the signal processing involving the TDFCSD
described here. However, the correlator described is exactly what is required to generate the

initial time windowed ccf. The correlator described is the electronic reference correlator and
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while neither this American team nor VanderLugt spell them out, there are a number of very

good reasons why the electronic reference correlator is preferable to the baseband correlator.

It has already been pointed out that, since it performs a complex correlation, one
electronic reference correlator can be used where two baseband time-integrating correlators
would be required. The electronic reference correlator is a little more complicated and
requires more sophisticated post detection processing but the baseband correlator system
requires two channels. In terms of complexity the two systems do not differ greatly. A much
more irriportant advantage lies in the achievable bandwidth. For the baseband correlator, the
acousto-optic cell must be infensity modulated - it must be operated at around 50% diffraction
efficiency. This can readily be achieved with TeO; cells, but these only have bandwidths of
the order of a few tens of MHz. To achieve wider bandwidths we need to consider other
materials such as GaP. GaP cells with bandwidths of the order of 2 GHz are advertised, but
even the most optimistic of manufacturers claims for diffraction efficiency do not exceed
30%. A good baseband time-integrating acousto-optic correlator cannot therefore be built
using GaP cells. The electronic reference correlator, however, relies on amplitude modulation
and 10 to 20% diffraction efficiency is therefore perfectly acceptable. It is therefore possible
to build an electronic reference correlator with a bandwidth of the order of 1 GHz. Anderson
et. al. [39,40,41] give a detailed description of the system to be built with specifications of the
various components, but no practical results. The design presented is for-a “brassboard”
system with a bandwidth of 500 MHz and the specifications are very high. The acousto-optic
cell, a shear GaP cell with a bandwidth of 1 GHz has been custom designed and fabricated,
and a high laser power of 100 mW is required because of the low diffraction efficiency of the
acousto-optic cell. The team’s 1994 [41] paper states that “an acousto-optic correlator has
been designed and will be fabricated.” An interim proof-of-concept demonstration of the
correlator was planned for summer 1994 with a modularised demonstration scheduled for
1995. No results have been published to date, but they will be of considerable interest when
they are. The work of this American team clearly compliments the work described in this

thesis.
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10. Experimental results from a time-integrating

acousto-optic correlator

10.1 Introduction

Two similar time-integrating correlators, of the type described in section 9.3, were
built. They are shown in figures 10-1 and 10-2. They both used the same TeO, Optilas
OPT1 acousto-optic cell with a centre frequency of 45 MHz and a bandwidth of
approximately 30 MHz. Since double sideband modulation is used in the acousto-optic cell
this limits the effective bandwidth of the correlator to approximately 15 MHz. The input
signals were generated using 2 Analogic D2045 polynomial waveform synthesisers, one
triggered off the other. They generated identical FMCW signals, by repeating an up chirp, but
with the signal fed to the laser delayed by the time taken for the signal fed to the acousto-
optic cell to travel across the acousto-optic cell to the centre of the laser beam. This delay was
achieved by using a marker pulse from the D2045 driving the acousto-optic cell to trigger the
D2045 driving the laser. Noise was added to both input signals using the D2045 software
noise generator. By selecting different noise seeds the two sets of noise at the correlator
inputs can be made different and independent. The repeat time for both signals and noise was
100 ps. The actual integration time of the CCD array was somewhat longer, at 2.5 to 5 ms,
taking in 25 to 50 repeats of the input, but since the noise in the synthesiser outputs repeated
every 100 ps, then the effective integration time of the correlator is still 100 ps. This is

discussed further in section 10.4

Both correlators used a directly modulated diode laser for one signal input, but the
lasers used were different. Principles were first tested using a Uniphase diode laser with a
modulation bandwidth of approximately 20 MHz. This diode has a narrow output beam,
with a 1/e” diameter of 0.37 mm, and therefore a beam expansion stage had to be included.
This correlator is shown in figure 10-1. A second correlator was then built using fewer, but

higher quality, lenses and a Spectra Diode Laboratory laser supplied by Melles Griot.
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This laser has a modulation bandwidth of approximately 300 MHz and was supplied in a
package including controllable thermoelectric cooling, dc current or output power control and
beam cicularisation and expansion. The output beam has a maximum power of 15 mW and a
1/e* diameter of 7 mm. Hence further beam expansion was not required, enabling a simpler
system with fewer lenses. This correlator is shown in figures 10-2 and 10-3. The lenses were
chosen with focal lengths of 200 and 600 mm to give a magnification of 3, so that the beam

diameter at the CCD array was 21 mm.

The CCD array, and all the other components, were the same for both correlators. The
CCD array comprises 2048 elements with a pitch of 10 um. Hence, the beam diameter at the
array (21 mm) just exceeds the array length of 20.48 mm. Since the acoustic velocity in the
acousto-optic cell is 617 ms”, the time shift range covered by the array can readily calculated
to be nominally 11.06 ps. Signals with bandwidths of the order of 1 MHz will have acfs of
the order of 1 pus wide and hence this range of 11 ps will comfortably include such acfs, with

some scope for further zooming in if wider bandwidth signals are used.

The CCD array camera was controlled by the PC via the installed Dipix P360F
framegrabber board. This enabled the CCD array to be “read” at fixed, software controllable,
integration periods. A programme written in the framegrabber system interpreter language
grabbed and stored a number of frames from the CCD array on demand. A gbasic programme
was then used to convert the data so that it could be imported into a Mathcad file for
presentation and analysis. A sample printout of the Mathcad file is shown in appendix G. It is '
the results from the second correlator, using the higher modulation bandwidth laser with

integral beam expansion, which are presented here, and in appendix H.

10.2 Removal of background from ccf

Equation 9.14 shows that the CCD array output is a spatially invariant dc. level,
proportional to the integration time plus the required ccf. This assumed uniform illumination
of the acousto-optic cell. The laser beam incident on the acousto-optic cell has a Gaussian
profile and hence this background level has a Guassian profile. In order to subtract it, this
background was recorded before inserting test signals into the correlator. This is illustrated in

figure 10-4. The upper and middle plots shows a ccf and the pre-recorded background, as
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tones and two different noise seeds were chosen, which were different from those used for the
subsequent test signals. The tones would not correlate, but the noise inputs did create a noise-
noise cross correlation term equal in power to the noise-noise correlation in the subsequent
correlation of test signals. When the background is subtracted from the ccf this means that the
noise-noise correlation power in the output is effectively doubled. For this experiment,
equation 3.9, which gives the SNR at the TDFCSD output in terms of the correlator input
SNR, must be modified to give

Ie10)

(%)m,, S, z(s)

Clearly, this doubling of the noise-noise cross correlation power is undesirable. In a
production system the background would be obtained by averaging over a large number of
frames making the noise-noise cross correlation term in the recorded background as small as

required.

There was considerable spatial noise in the background, as can be seen from the
ceﬁtre plot of figure 10-4. This spatial noise is time invariant and arises from the
imperfections of the optical components of the correlator. The output of the laser assembly
itself had considerable spatial noise, possibly introduced by the anamorphic prism pair used
to expand the beam. The lenses introduced very little noise. The largest source of spatial
noise was the acousto-optic cell. This spatial noise varied significantly with the position of
the cell, and the horizontal and vertical position of the cell was adjusted to minimise it. In
principle, since this spatial noise is time invariant it will be removed completely when the
background is subtracted. However, the experimental correlator described here was a little
temperamental. It was constructed on an optical table and its physical length was such that it
overhung the table at both ends (see figure 10-3). The mounts used for all the components
had some “play” in them. In order to get sufficient power onto the CCD array a cylindrical
lens was used to focus the laser beam onto the array. Since the array pixel size is 10 pm this
tended to make the output extremely sensitive to the slightest movement or drift in the
parameters of any component in the system. Care and continual adjustment were required to

obtain consistent results. Hence, any recording of the background had to be made just before
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recording the ccf with test signals. A more compact and robust brassboard version should not

suffer these problems.

10.3 Frequency response

10.3.1 Calibration of time and frequency scales in the output

Each data set pulled into the Mathcad file comprises a sampled time domain signal of
2048 points. Both time and frequency scales can be established from the temporal length of
this data set. This time was calculated above at 11.06 ps. This value was checked by
inserting a 10 MHz test tone into the correlator and adjusting the scale in the Mathcad file so
that the peak in the TDFCSD did indeed occur at 10 MHz. This calibration was also checked
at a range of other frequencies from 1 MHz to 16 MHz. As a result of this calibration process
the temporal length of the captured signal was estimated to be 11.00 ps, a difference of 0.5%

from the value calculated above.

10.3.2 Measurement of frequency response

The frequency response of the correlator was obtained by measuring the rms.
amplitude of the output ccf for input tones, from 2 to 21 MHz. The ccf output was processed
using a slightly modified version of the Mathcad file shown in appendix G. The output was
bandpass filtered using a brickwall filter with a bandwidth of 2 MHz centred on the
frequency of the input tone, and the rms. value of the whole, 11 ps long, ccf was then
calculated. The results are shown in figure 10-5. The 3 dB bandwidth was approximately 16
MHz. The quoted, double sided, bandwidth of the acousto-optic cell is 30 MHz, and so it
would seem that the limiting component as regards bandwidth is the acousto-optic cell, as

expected.
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Figure 10-3. Frequency response of experimental time-integrating correlator.

10.4 Quantisation noise at the framegrabber

There are a number of points at which noise is added by the correlator itself, so that
the final output SNRs will be less than those predicted for a perfect correlator in chapters 2
and 3. The amount of temporal noise introduced by the laser and the acousto-optic cell is
negligible, for a receiver system that includes sufficient gain to be front end noise limited.
Noise can be expected at the CCD array itself but if the array approaches saturation before
being read, the SNR at the CCD is quoted as 70 dB (see appendix I). This condition was
ensured by integrating over sufficient repeats of the basic 100 ps outputs from the waveform
synthesiser. The actual integration time used for the CCD array varied between 2.5 and 5 ms,
including 25 to 50 repeats of the input. Integrating over a longer period of time reduced the |
effect of background light in the laboratory entering the array, and ensured that the array
approached saturation before reading. This made the making of adjustments and
measurements easier since some laboratory lights could be left on, and ensured that the SNR
at the array output approached its quoted value of 70 dB. In a brassboard version, outside
light would be eliminated by enclosing the correlator in a lightproof box, and the laser and
optics would be chosen to ensure that the CCD array approached saturation after the required
integration time. Hence, the CCD array is not a major source of noise in either the

experimental correlator described here or in a brassboard version.

One significant source of noise in the experimental correlator described here arises

from the time invariant spatial noise introduced by the optical components of the system. As
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discussed earlier, perfect elimination of this spatial noise was not possible. The amount of
noise this introduced into the output could not be quantified and was variable. Fortunately, it
was obvious, from inspection of the ccf output after subtraction of the background, when drift
in the correlator had led to a very poor subtraction. Results badly affected in this way could

then be rejected. In a brassboard version, this type of noise should be negligible.

By far the largest source of noise in the correlator is that arising from the quantisation
involved in digitising the video signal from the CCD array in the framegrabber. The video
signal is quantised into 256 levels, but because of the large background light level the output
ccf signal spans no more than 50 levels (and often less). Thus, the effect of quantisation noise
is considerable and dominates all other noise sources in the correlator. The expressions for
the SNRs in the correlator output and in the TDFCSD can be modified to account for this.
Signal values are passed out from the framegrabber and imported into a Mathcad worksheet
for processing in digital form, such that the difference between quantisation levels (the
significance of the least significant bit) is one (arbitrary) quantisation unit. The peak to peak

range of the system is 256 quantisation units. It is readily shown that the mean square value

. . . .
(variance) of the random error due to quantisation is I where A is the size of a

quantisation unit. The SNR depends on the size of the output signal. The theoretical peak
output signal power of a perfect correlator with unit gain is (S, T, )2 . If the peak amplitude

of the output ccf as measured in the Mathcad worksheet is measured as S‘n qauntisation

units, then the power gain of the correlator can be defined as

o2
So

= —0 10.2
5 T) (10.2)

We know that for a perfect correlator of unit gain the total energy of the noise-noise and

signal-noise correlation terms (from equations 2.23 and 2.29) is, for a CW signal,
2 2

T
i (10.3)

5

The total energy in a correlation section of length —= in the actual time-integrating
Y

correlator output 1s
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The energy of the quantisation noise contribution in the same ccf section is

T
> (10.5)
12y

Following the approach taken at the start of chapter 3, we obtain the mean power of the noise

terms in the TDFCSD by dividing by 2 B,,, to give

2 2 2
Gnl, [ GaL's | T (10.6)
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while the mean power of the signal terms in the TDFCSD is given by
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acf peak may be fairly small. Experimentation showed that the largest acf peak amplitude
that could realistically be obtained, even when the inputs contained no noise, is about one
fifth of the full quantisation range. i.e. the number of qauntisation levels spanned by the
signal acf peak generally less than 50 and less than 10 for Jower input SNRs. Quantisation
noise can therefore be expected to reduce the output SNR in the TDFCSD be an amount of
the order of 1 dB

10.5 Results: variation of SNR, with SNR;

10.5.1 Generation of inputs with specified SNR

The Analogic D2045 arbitrary waveform generators used to generate the correlator
inputs, have the facility to add noise of specified power and bandwidth to the output signal.
(The settings required are explained in detail on page D-4 of the user’s manual.) The

spectrum of the noise is not flat and takes the form

Ve ! .
Palf) = ENBW [D-(D-1)e™>*/" sinc(/T) (10.12)

where V,,, is the rms amplitude, ENBW is the “effective noise bandwidth”, T is the sample
period of the generator, and D is an integer constant. Setting 7, V,,,, and the noise bandwidth
(NBW - different from ENBW) automatically fixes the other values including D. A noise
bandwidth of 22 MHz was used ( D = 2, ENBW = 23.2 MHz) and values of V,,, were
calculated so as to give the same noise power spectral density, at the centre frequency of the
signal, as would arise from bandpass white noise with a bandwidth of 16 MHz. In practice
this meant that for (e.g.) an effective input SNR of 0 dB the value of ¥, was set so that the
total SNR

A2
212

rms

= 068 = -1637dB (10.13)

where A is the signal amplitude. i.e. since some of the noise fell outside the correlator
bandwidth, the synthesisers were programmed to produce more noise than required so that

the correct amount would fall within the correlator bandwidth.
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10.5.2 Measurements taken

In total 25 sets of data were recorded, using the time-integrating correlator shown in
figure 10-2, each set enabling a measurement of the SNR in the output TDFCSD. Input SNRs
used were 10, 6, 3, 0, -3, and -6 dB, with 4 sets of data taken at each value (and an extra set
obtained for SNR; = 0 dB) The laser dc drive current was 45 mA, and the input signals were
based on a repeated up chirp rising in frequency from 6 to 10 MHz in 100 ps (BT product =
400). The signal amplitudes set on the D2045 waveform generators were set to the maximum
values that could be used to drive the correlator without being significantly distorted in the
input devices (laser and acousto-optic cell). For example, the levels used to provide an input
SNR of 10 dB were: to the laser, a signal amplitude of 1 V peak and an r.m.s. noise voitage of
0.27 V and, to the RF modulator driving the acousto-optic cell, a signal amplitude of 0.1 V
and an r.m.s. noise voltage of 0.027 V. The CCD integration time (line sync. period) was 2.5
ms when the input SNR was 10 dB and 4 ms for all other values of input SNR. In all
measurements taken 2 successive frames were added so that the effective integration times of

the CCD array were 5 and 8 ms.

One set of graphical results is shown in appendix H for each value of input SNR - 6
sets in all. One set is shown here for an input SNR of 10 dB. Each data set comprised 3 pairs
of 2048 point frames “grabbed” from the array. First the background CCD array output was
recorded (ccf0) with the waveform generators set to produce noise using.diﬂ'erem noise
seeds. Then the generators were set to produce the repeated up chirp, with a different pair of
different noise seeds, and the CCD array output recorded (ccfl). Then the noise seeds were
changed again, a length of coaxial cable causing a delay of approximately 60 ns was inserted
into the acousto-optic cell input, and the CCD array output recorded again (ccf2). The two
recorded ccfs should then have a 60 ns difference in their positions, which should be
measurable from the slope of the differences between the phase terms of their associated
TDFCSDs. All three pairs of CCD output frames were then converted into ASCII format and
imported into the Mathcad file shown in appendix G. A typical set of outputs, as imported

into the Mathcad file is shown in figure 10-7,
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The TDFCSDs were then obtained by FFT and bandpass filtered between 1 and 20 MHz. The
magnitudes of these TDFCSDs are illustrated in figure 10-10.

Magnitudes of TDFCSD (arbitary units)
3

P e e = | D NI =
0 2 4 6 2 10 12 14 16 18 20

Frequency ( MHz)

Figure 10-10. Magnitude of TDFCSDs

The SNR in the TDFCSDs were then estimated by comparing the mean square values of the
magnitude terms of the TDFCSDs within the signal bandwidth of 6 to 10 MHz and the
adjacent 4 MHz band from 10 to 14 MHz. The differences in the phase terms of the
TDFCSDs were then calculated and a straight line fitted to the resulting phase difference
terms in the range 6 to 10 MHz, as illustrated in figure 10-11. The time delay caused by the

coaxial delay line was then estimated from the slope of this line.

Phase ( radians )
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| 1 | ] l ] ]
0 0.5 1 1.5 2 25 3 35 4

Frequency relative to 6 MHz ( MHz)

Figure 10-11. Difference between phase terms of the TDFCSDs, with straight line fitted.
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10.5.3 Results: variation of SNR, with SNR,

The results from the 25 sets of measurements of the output SNR and estimated time
delay for the 6 different input SNRs are given in table H-1 in appendix H. Predicted values
of output SNRs are also tabulated, calculated using equation 10.11 to allow for
quantisation noise. The mean measured values of output SNR, for each value of input
SNR, are then compared with these predicted values in figure 10-12. The predicted values
are plotted as a line, the mean measured values as points. The close agreement shown by
figure 10-12 gives considerable confidence in all the analysis presented here. The
difference between measured and predicted output SNR is generally less than 1 dB. In the
estimation of output SNR in the Mathcad simulation, described in detail in abpendix D, the
output SNR was seen to vary with noise seed used and to have a standard deviation of
approximately 1 dB. The agreement is therefore well within the expected random

deviation.

SNR out vs SNR in for time-integrating correlator
35 -

30 4 [

] Measurement

Prediction

SNR out {dB)

£ -4 -2 Q 2 4 6 8 10
SNRin (dB})

Figure 10-12. Measured and predicted output SNRs in the TDFCSD for a range of input SNRs

10.6 Accuracy of time delay measurement

Each of the 25 sets of measurements described above was used to estimate the length
of the delay line. Table H-1 includes these measured delays. As was shown in chapter 5, the
accuracy of estimate of this delay, or time difference of arrival (TDA), depends on the SNR

in the TDFCSD. Equation 5.11 gives the variance of the phase errors for one TDFCSD
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= — (10.14)

where (%) is the SNR in the TDFCSD. The phase terms used to estimate the time delay in

o

this experiment were obtained from the phase differences between 2 TDFCSDs and hence

their variance is doubled

G, = S (10.15)
)
Using equation 5.34,
12
ol = B’I" o, (10.16)

and noting that the phase slope m = 2 ., where t; is the TDA, we obtain the variance of the

time delay

s}, = 3 (10.16)

For the parameters used in this experimental work (y =32, B;=4 MHz, T, = 100 us ), this

gives the standard deviation in the time delay estimation as

152 x 107°

()

o

(10.17)

Substituting the measured values of (%) (see table H-1) into equation 10.17 gives the

o

predicted standard deviation of the time delay estimation for each value of SNR at the
correlator input. Figure 10.13 shows the measured values of time delay plotted against the
values of correlator input SNR used when they were obtained. The two curved lines show the

mean estimate of time delay ( 61.1 ns ) plus and minus one predicted standard deviation of
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the estimation. Statistically, we would expect 32 % of the measured values to fall outside the
plus or minus one standard deviation limits. 11 out of the 25 measurements ( 44 % ) do
actually fall outside these limits, but 25 measurements is not a large enough number upon
which to base any strong conclusions. Without obtaining a very much larger number of
estimates, we cannot state categorically that the predicted accuracy of the TDA estimation,
derived in chapter 5, is confirmed experimentally, but the results displayed in figure 10-13 do

give some confidence in the analysis.

Estimates of delay fine length

Length (ns)

*8

% -4 <2 0 2 4 6 8 10
Input SNR (dB)

Figure 10-13. Estimates of delay line length plotted against the correlator input SNR used when the estimates

were abtained, The two curved lines show the predicted plus or minus one standard deviation in the estimates.

10.7 Conclusions

The experimental correlator described here was not mechanically robust but, with
care and continual adjustment, did yield results which clearly showed that a time-
integrating acousto-optic correlator can be used to generate both the amplitude and phase
terms of the TDFCSD. Both measurements of the SNR in the TDFCSD and the estimates
of time delay between ccfs showed very close agreement with the predictions, once

quantisation noise at the framegrabber had been taken into account.
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Quantisation noise at the framegrabber was the dominant source of noise in the
correlator and its effect was shown to be very much as predicted. It can have a significant
effect on the SNR in the ccf and the TDFCSD and, if we want a high performance system,
8-bit quantisation is clearly not good enough. Examination of figure 10-6 shows that we
need to ensure that the correlation peak spans at least 40 quantisation levels. 10-bit
quantisation is the absolute minimum requirement for this, and 12-bit quantisation would
be desirable. 12-bit quantisation would also be compatible with the 70 dB SNR at
saturation offered by the CCD array.

The process of getting results was slow and laborious because the waveform
generators took some time to recompute the input signals before each ccf could be recorded
and the signal processing was not automated. The processing of the data from the CCD
array was carried out using Mathcad since this made the processing very easy to modify. In
a production system, in which no further changes to the processing is required, the

processing could be done by a real time DSP system.

192



11. Conclusions and recommendations for further work

11.1 Conclusions

The increasing incidence of LPI radars and communication systems using spread
spectrum techniques presents a serious problem for existing surveillance receivers and
ESM systems. CW signals, or pulsed signals with a high duty cycle, enable the use of low
transmitter powers and can be very difficult to detect, particularly when power
management techniques are employed. Crystal video receivers or radiometers cannot be
expected to offer the required sensitivity, which is of the order of -110 dBm. The rapidly
varying low antenna elevations of ESM systems on mobile platforms will create
fluctuations in received noise power that will mask the weakest signals (In a receiver of
bandwidth 500 MHz, a -110 dBm signal is equivalent to a noise temperature of 1.5 K). A
cross correlation receiver, applying threshold detection to the ccf or TDFCSD derived from
the outputs of two adjacent receivers, can provide the required sensitivity and the TDFCSD

offers the additional benefits of spectral information and high resolution direction finding.

The signals arriving at two adjacent receivers from a single point source will be
spatially coherent, while the signals due to a uniformly distributed incoherent notse source
will not. Hence, in a cross correlation receiver, the two sets of receiver system noise will be
uncorrelated and the output of the correlator will contain a uniformly distributed noise
signal made up of noise-noise, signal-noise and noise-signal cross correlations. If the input
signal to noise ratio is not too low, the narrow time shifted acf of a signal from a point
source can be detected against the noise background by a threshold detector. Reliable
detection (e.g. Py, = 107, P, = 0.99) requires a correlator output SNR of approximately
17.5 dB. The required system sensitivity of around -110 dBm can be achieved in a system
with a bandwidth of 1 GHz using an integration time of 10 ms. The equations for output
SNR in the ccf are independent of the form of the spread spectrum signal and Mathcad
simulation produces results in very close agreement with these predictions. Even in the

absence of antenna noise fluctuations, a ccf receiver has a sensitivity advantage over the
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radiometer of at least 1.5 dB, for CW signals. For pulsed signals a ccf receiver can obtain
an advantage over a crystal video receiver by coherently integrating over a number of

pulses before applying threshold detection.

The TDFCSD, formed by windowing a small central portion of the ccf and taking
the Fourier transform (by FFT), is the central and most important feature described in this
work. Its use allows determination of the signal spectrum and can give better sensitivity
than the ccf. By windowing, or applying a low pass time domain filter to the ccf, most of
the noise is removed. This gives rise to enormous improvements in the SNR in the
TDFCSD in comparison to the CSD derived directly from the ccf before windowing. The
improvement is equal to the zoom factor, i.e. a zoom factor of 1000 gives an improvement
of 30 dB in the output SNR. The wide bandwidths (hundreds of MHz or more) of spread
spectrum signals causes their acfs to be very narrow (of the order of 10 ns or less).
Receiver separations of the order of a few metres may be used so that the TDA is of the
order of a few nanoseconds at most. Hence, the narrow acf peak is not displaced far from
the centre of the ccf and very large zoom factors, typically 1000 or more, can be used. The
relative bandwidths of the signal and the receiver determine whether use of the TDFCSD is
more or less sensitive than use of the ccf. In wider bandwidth systems, where B; < 0.3 B,
the TDFCSD offers greater sensitivity. The statistics of the magnitude terms in the
TDFCSD follow Rayleigh/Ricean statistics and the output SNR required for reliable
detection performance is 15 dB. The sensitivity offered by the TDFCSD is independent of
receiver bandwidth. For example, a system using an integration time of 10 ms and a |
bandwidth of several GHz would have a sensitivity of approximately -112 dBm to a signal

with a bandwidth of 100 MHz.

Useful AOA estimation can be achieved with a receiver antenna separation of only
one metre. Errors of the order of 5 to 10 degrees can be expected at the absolute limits of
detection, but rapid improvements to resolutions of a small fraction of a degree can be
expected with a modest increase in signal strength. For a signal bandwidth of 100 MHz and
a power of -70 dBm at the surveillance receiver inputs, a | m baseline and an integration

time of 10 ms can give a theoretical bearing accuracy of one thousandth of a degree!
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The signal processing operations required to produce the TDFCSD in real time for
wide receiver bandwidths cannot be achieved using digital electronics, but are possible
using acousto-optic correlation. Two types of acousto-optic correlator have been
considered in detail. An analysis of Raman-Nath diffraction, from first principles,
demonstrates the presence of information in the zeroth diffraction order of an acousto-optic
cell. This leads to a general theory of space-integrating acousto-optic correlators which
explains the operation of a zeroth order correlator not explained by the analysis usually
offered in previous work on space integrating correlators. Experimental work confirms the
predictibns made by this theory. Unfortunately, the space-integrating correlator suffers
from a number of disadvantages making it unsuitable for use in a cross correlation

surveillance receiver.

The time-integrating acousto-optic correlator is ideally suited to the task of forming
a windowed ccf in real time. It forms a true continuous correlation function and can handle
broadband (500 MHz or more) signals. Experimental results clearly show that such a
correlator does produce the true correlation function, that the TDFCSD can readily be
derived from its output, and that the output SNR and TDA estimation accuracy are as
predicted by analysis. The experimental correlator described in this thesis is a baseband
correlator. Two such correlators are required for the analysis of the I and Q channels from
an RF signal, and the bandwidth is limited by the TeO, acousto-optic cell used. Digital
signal processing is carried out in Mathcad and is not real time. The correlator architecture
that should be employed, in an operational system, is the electronic reference correlator,
performing a complex correlation on IF signals and using a GaP acousto-optic cell. The
output should be processed by a real time DSP system. A brassboard version of such a
correlator, with a bandwidth of 500 MHz, is being built in the USA, though not, at present,
with the intention of generating the TDFCSD.
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11.2 Recommendations for further work

11.2.1 Multiple signal sources

Section 5.7 and appendix C demonstrated the ability of the TDFCSD to identify
and direction find independently on two separate FMCW signals in the presence of a single
large pulse. If a large enough receiver separation is used, it may be possible to separate
some signals in the ccf before taking the FFT. Indeed, the ccf could be split up into a
number of windows each one corresponding to a different AOA range. The TDFCSD for
each window would then provide fine resolution on AOA and the ability to separate signals
with similar AOAs but different spectra. Clearly, any system operating in a real EW
scenario can expect to be faced with a number of LPI signals as well as a large number of
pulses from other radars. Any signal entering the system must degrade the system’s ability
to detect other signals. The work carried out has done no more than demonstrate that it is
possible to detect and direction find independently for multiple signals. An analysis of the
performance of the system in the presence of multiple signals would be of considerable
value. Such an analysis would also include a consideration of how large the separation, in
AOA and frequency, of the signal sources must be for them to be identified separately.
The first, and perhaps most difficult, problem would be to devise a meaningful and useful
way of classifying multiple source performance; signals will vary in sbectrum, AOA,
power, pulse length, repetition interval. Any such evaluation of performance must be
carried out in the context of realistic scenarios, and the best approach may be via computer

simulation using real data.

11.2.2 Complete prototype system

The experimental time-integrating correlator described here demonstrated the
principle of using an acousto-optic correlator to generate the TDFCSD. However, it was a
laboratory baseband correlator with a very limited bandwidth. As explained in chapter 10,
the correlator used in a real system should be an electronic reference correlator. The
correlator being built by an American team, Anderson et al. [39,40,41], a brassboard

electronic reference correlator with a bandwidth of 500 MHz, is almost exactly what is
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