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DEVELOPMENT OF WATER RESOURCES
IN BAHRAIN: A COMBINED
APPROACH OF SUPPLY-DEMAND ANALYSIS

by

Mubarak Aman Al-Noaimi

Bahrain is an arid country with acute water shortage problems. The demand for water has
increased substantially over the last four decades, leading to over-exploitation from the
already scarce renewable groundwater resources. This has caused a significant decline in
groundwater levels, a drastic storage depletion, and sericus deterioration in groundwater
quality. The imbalance between the available water supply and the projected water demand
has been growing rapidly, imposing a major constraint on the country’s socio-economic
development. Resolving these problems or at least mitigating their adverse impacts
primarily requires a major shift from the supply-oriented approach to water planning,
which is currently being emphasised, towards a greater emphasis on demand-side
management policies. In this thesis, a combined approach of supply-demand analysis is
employed to investigate the water and management problems in the study area, with the
ultimate objective of establishing a supply-demand analytical framework to aid in the
formulation of an integrated water management policy.

The existing water resources are comprehensively assessed in terms of availability and
development constraints. The water use patterns and demand characteristics are
systematically analysed. The results of these analyses are shown to have important
implications from the water resources planning and management perspective. Using data
from cross-sectional surveys, separate water demand functions of both linear and log-linear
functional forms are estimated for the major water use activities. The empirical evidence
presented in this research suggests that certain socio-economic, demographic, physical,
climatic, and technological factors affect water use.

The variables household size and household/per capita income are found to be the most
important determinants of residential water use, with a priori expected signs. Average
price, however, does not have a statistically significant effect. Estimated income elasticities
vary from 0.12 to 0.22; household size elasticities range from 0.30 to 0.41. Empirical
estimates for summer and winter residential demand functions suggest some interesting
findings with respect to the seasonal variability in water use. Per capita income elasticities
of municipal demand of between 0.15 - 0.33 are estimated. Both the residential and
municipal income elasticity estimates appear to correlate favourably with some estimates
found in the literature. Not surprisingly, average price elasticity of per capita municipal
demand is estimated to be -0.066, indicating an extremely inelastic demand. In general, the
empirical findings from both the non-residential and agricultural surveys give less reliable
statistical results, perhaps owing to the insufficiency of data and/or lack of specific
explanatory variables. However, the variables number of bathrooms and presence of
swimming pool may be adequate indicators of the non-residential water use, while gross
cultivated area appears to be the best single predictor of the agricultural water use.




Industrial water demand is shown to be significantly and directly related to the variables
measuring production level, number of employees, and factory floor area. Validity tests for
the selected analytical models are made.

The water supply and demand relationships are examined and water balances for the
specified planning period are computed. The improved trend forecasting procedures
provide encouragingly accurate results when compared to the actual water use. Three
alternative water management scenarios are developed. Comparison among these scenarios
indicates that Scenario C, which integrates the supply and demand management policies, is
the most efficient option for achieving optimal water resources development and
management. Policy recommendations to enable effective formulation and implementation
of this option are presented. -
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INTRODUCTION

Bahrain is an archipelago consisting of 33 low-lying islands situated on the south-western
coast of the Arabian Gulf at approximately latitude 25° 32’ and 26° 20’ North, and
longitude 50° 20’ and 50° 50" East, about halfway between Saudi Arabia in the west and
the Qatar Peninsula in the east. These islands occur in two unequal-sized group; namely,
the Bahrain Islands and Huwar Islands groups, with an area of 710.9 km’ and a population

of 650,604 inhabitants (CSO, 2002).

Bahrain is classified as an arid to semi-arid region. Its climate is characterised by low
rainfall, high relative humidity, high temperature, relatively low evaporation rates, and the
domination of the north-westerly winds. Rainfall is erratic and variable, and it mainly
occurs in the form of short duration rainstorms, with an annual average of 78 mm. The
monthly means of potential evaporation vary from 82 mm in January to 280 mm in June,
with a daily average of about 5.75 mm. Relative humidity ranges from 74% in January to
59% in May and June, and averages at 66%. Temperatures are high, with monthly means
ranging from 17.2°C in January to 34.2°C in July and August. Mean monthly sunshine
hours range from 7.3 to 11.3 hours per day in January and June, respectively. Prevailing
winds are of northwest direction, with a mean daily wind speed of about 9.5 knots. The
calculated average atmospheric pressure is 1,009.8 hectapascal (hpa); but this includes

ranges from 997.6 hpa in July to 1,018.7 hpa in January.

Bahrain is a flat area in which altitude ranges from slightly above mean sea level in the
coastal areas to about 122.4 m in the central part of the main island; the average altitude is

about 20 m above mean sea level. Physiographically, the study area can be divided into



four regions, namely: the coastal plains, the multiple escarpment zones and backslopes,

the interior basin and jabals, and the sabkhah lowlands.

Bahrain is a surface expression of an approximately 30 x 10 km, elongated, slightly
asymmetrical north-south trending anticline known as the Bahrain Dome. This dome is
one of several north-south trending anticlinal structures that represent the major oil fields
in the Arabian Peninsula. It is a periclinal structure developed in the Tertiary carbonate
sediments of the Lower - Middle Eocene. The core of the dome is formed by the
carbonate deposits of the Lower Eocene (Rus Formation - Ypersian), which represent the
oldest rocks outcropping in the country. The crest of the Bahrain Dome was eroded
during the Late Eocene - Oligocene period to form inward facing escarpments of

carbonate - shale units belonging to the Middle Eocene (Dammam Formation - Lutetian).

Varnious minor shallow seated flexures are imposed on this dome and are generally
regarded as due to slumping consequent upon the removal and solution of the anhydrite
from the Lower Eocene - Rus Formation (Wright, 1967). In the northern part of the main
island near the Hamala area, reversal of the regional dip is noticeable at the surface along
an east-facing escarpment of north - south trend. In the sub-surface, this scarp is shown to
be coinpident with a shallow seated monoclinal flexure or a shallow fault, possibly
associated with slumping or fault movement caused by dissolution of the evaporites

(gypsum and anhydrite) from the Rus Formation (GDC, 1980b).

The Lower and Middle Eocene carbonate rocks are the dominant rock types in the study
area, and are predominantly limestones and dolomitic limestones with subsidiary chalky

limestones and argillaceous deposits of marls and shales. Depositional environment



associated with these sediments include lagoon and shallow to normal marine
environments. The Miocene - Pliocene time marks the transition to more likely shoreline
clastic deposition, which produced flat-lying arenaceous sediments of calcareous
sandstones or sandy limestones, mainly along the peripheral islands, and coral limestone
cap rock near the core of the main dome. The coastal areas are covered by shell-rich
limestone and calcarenite facies, unconsolidated quartz sands, and sabkhah deposits,
forming prominent raised beaches, extensive sabkhah flats, sand sheets, and dunes of
Pleistocene - Recent age, typical of deposition under shoreline and aeolian conditions.

Such depositional environments prevail in the area up to the present time.

Bahrain depends primarily on groundwater as thé only renewable natural source to meet
its water demands. The configuration of the catchments area and the prevailing arid
climatic conditions preclude any surface water resources in the country (GDC, 1980b;
Khater e7 al., 1991). The aquifer systems in the study area are primarily developed in the
Tertiary (Paleocene - Middle Eocene) carbonates rocks that are considered part of the
Eastern Arabian Aquifer System; a regional aquifer system that runs from central Saudi
Arabia to the Arabian Gulf waters, where Bahrain is located, and regarded as its major
discharge basin (GDC, 1980b; Zubari, 1987). The Tertiary aquifer systems of Bahrain
crop out to the west in Saudi Arabia to receive meteoric recharge, implying that the
groundwater flow regime has a north-west to south-east direction under an eastward
dipping hydraulic gradient. Local recharge is minimal and only occurs at the interior
basin area where the Lower - Eocene crops out and, to a lesser extent, at the surface

exposures of the Middle - Eocene aquifers in the western area.

The Tertiary aquifer system in the study area consists of two aquifers: the Dammam



referred to hereinafter as the Rus - Umm Er Radhuma aquifer). The Dammam aquifer is
the principal aquifer and is developed in the limestone/dolomite rocks of the Middle
Eocene - Dammam Formation. It consists of two aquifer units termed the Alat Limestone
and Khobar limestone/dolomite aquifers. The Alat Limestone is a secondary aquifer,
with an average transmissivity of about 350 m” day”, and a permeability averaging at
14 m day”’ (GDC, 1980b). The Khobar is the major source of groundwater, providing the
country with more than 75% of its groundwater supply. It has an average transmissivity of

about 6,000 m*day', and a mean permeability value of 314 m day™.

The Rus - Umm Er Radhuma aquifer is less important, and is developed in the chalky
limestone/dolomitic limestone of the Rus Formation - Lower Eocene and the dolomitic
limestone/calcarenite rocks of the Upper Umm Er Radhuma Formation - Palaecocene -
Lower Eocene (Montian? - Thanetian). This aquifer system occurs virtually under the
whole study area in the form of a large lens, with. an average transmissivity of
14,000 m® day”’, and a mean permeability value in the region of 25 m day™ (GDC, 1980b;

1983a).

Groundwater salinity in the Dammam aquifers increases in the direction of the regional
groundwater flow. The Alat Limestone aquifer has a normal salinity level of between
2,400 - 4,806 mitligrammes per litre (mg I'') as total dissolved solids (TDS). The Khobar
aquifer contains water of a normal TDS concentration of between 2,200 - 4,500 mg I
The salinity distribution within this aquifer is, however, extremely complicated by locally
high salinity values attributed to the upward migration of saline water from the deeper Rus
- Umm Er Radhuma aquifer. Groundwater in the Rus - Umm Er Radhuma aquifer has a

normal TDS distribution of between 7,000 - 15,000 mg "', coupled with a marked



presence of hydrogen sulphide. In both the Dammam and Rus - Umm Er Radhuma
aquifers, groundwater is of a sodium-chloride type, and has a predominant cation sequence
of Na* > Ca?* > Mg?', and a predominant anion sequence of ClI' > SO4> > HCOs,

indicating old brackish groundwater typical of a discharge area.

It follows from the foregoing discussion that even the country’s best groundwater quality
obtained from the Dammam aquifers is unfit for potable purposes and of marginal quality
for irrigation. This water is also considered hazardous to plant growth, having an average
Sodium Adsorption Ratio (SAR) of 12, and excessive chloride levels. Only the salt-
tolerant crops, with specific and careful on-farm management, can survive when irrigated
with such water. The high salinity of the Rus - Umm Er Radhuma groundwater, and the
presence of high levels of hydrogen sulphide, renders it unsuitable for conventional direct
use, except for some industrial uses. As a result, it has been primarily used for feéding

desalination units with their raw water.

Statement of the Problem

Rapidly increasing urbal-lisation, extensive economic and social developments, rapid
population growth, improved standards of living, and the influx of a large number of
expatriates during the last four decades have substantially increased the demand for water,
causing over-exploitation from the already scarce renewable groundwater resources far
beyond their safe yield. Groundwater withdrawal from the Dammam aquifers for
municipal, agricultural, and industrial uses has increased significantly from about
63.2 million cubic metres (Mm’) in 1952 to about 187.7 Mm® in 2001, an increase of
almost twofold. This has resulted in serious reduction of the piezometric levels and a

severe deterioration in groundwater quality. Results from the present investigation



indicated that almost 70% of the groundwater of usable quality has been either depleted or
lost to salinisation, thus leading to soil and land degradation and abandonment of most of
the cultivated land. Yet, agriculture remains the largest user of the renewable groundwater
resources, generally accounting for more than 70% of the total abstraction from these

resources.

The per capita water availability from the renewable groundwater resources dropped
considerably from 220.5 m® per capita per year in 1991 to 172.2 m’ per capita per year in
2001 (below 500 m® per capita per year is considered to be an absolute scarcity in the
semi-arid countries (Falkenmark and Lindh (1993)). This is expected to further decrease
to 136.8 m® per capita per year by the year 2010, if the current rate of groundwater
withdrawal is continued. Water use per capita (including system leakage) increased from
91.3 gallons per capita per day (gpcd), or 414.5 litres per capita per day (Ipcd), in 1981 to

113.9 gped (517.1 Iped) in 2001, corresponding to an increase of approximately 25%.

The Government of Bahrain has responded to this acute water situation in two ways: (i) by
augmenting the supply capacity through a phased construction of desalination and
wastewater treatment plants to provide additional water supplies, and (ii) by adopting
various demand management measures 10 conserve the existing water supplies. The
emphasis, however, has been placed on the supply augmentation policy. Considerations
of efficiency in water use and the effect of other demand management regulatory

instruments have always been given a secondary importance.

Up to 1975, water use in the study area was almost exclusively met by groundwater

resources. Since then, millions of dinars have been invested in the development of



extensive desalination and treatment facilities, and water supply and treated wastewater
distribution networks to provide water of high quality standards for drinking and irrigation
purposes. For example, as stated in Abdullgaffar (1999), the total capital investments in
wastewater treatment during the period from 1977 to 1993 amounted to Bahraini Dinar
(BD) 223 million or US$ 588.7 million (1 BD = 2.64 US$). A total of BD 30 million
(US$ 79.2 million) is allocated for the treatment work currently being carried out under
the Phase II expansion of this project. In 1984, the government spent about
BD 42 millions (US$ 110.9 millions) for the construction of the Ras Abu-Jarjur Reverse

Osmosis Desalination Plant (MEW, undated).

Furthermore, throughout the period 1989 — 1997, about BD 123.9 million (US$ 327.1
millions), or 17% of the total public expenditure in the 1999 fiscal year, was devoted to
investment in the water sector (Abdullgaffar, 1999). Additional public water investment
of about BD 13.1 million (US$ 34.6 million) is allocated for the transmission, storage, and
pumping works, and other support facilities associated with the Alba Coke Calcining
Desalination Plant. Another BD 10 million (US$ 26.4 millions) will be invested between
2004 and 2006 for expanding the desalination capacity of the Ras Abu-Jarjur Reverse
Osmosis Desalination Plant. Planned investment in water supply installations and
desalination facilities is expected to increase substantially with the development of

Phase I1 of the Hidd Power and Desalination Plant.

While it is true that these resources have significantly contributed to alleviating the stress
on the available groundwater resources, the large capital investments needed for their
provision render them costly substitutes. For example, the total cost of producing,

transmitting, and distributing one unit of desalinated water at the subsidised energy price



is estimated at 0.370/m> - US$ 0.98/m’ (Al-Mansour, 1999), compared to an average unit
cost of about BD 0.020/m’, or US$ 0.05/m® for the irrigation water from wells as
calculated by the FAO (2002). The average unit cost of tertiary treated wastewater
reaching the end-user is estimated at BD 0.046/m’, equivalent to US3 0.12/m’, for the
1997 output level, and at BD 0.045/m’ for the anticipated output level for year 2010 (PES,
1995). The average cost of_' delivering one unit of both desalinated water and treated
wastewater is increasingly rising, imposing a heavy burden on the country’s financial

resources.

It must be emphasised here that, while the country’s economic base during the 1980s and
1990s allowed continuous investment in expanding the water supply facilities, the current
economic situation associated with the drastic drop in oil revenues, as well as the
significant reduction in the country’s oil reserve, suggest that such an investment practice
can no longer be afforded. Indeed, developing additional expensive non-conventional
water supplies represents one of the major challenges confronting the water resources
planners. Privatisation of municipal water supplies and services is considered to be a
potential economic solution to reduce the financial burdens associated with such costly
water supply installations. The Alba Coke Calcining Desalination Plant, for example, is a
BOO (Build-Own-Operate) concession governed by a water purchase agreement between
the Government of Bahrain and the Bahrain Aluminium Company. Meanwhile, the
government is also exploring the possibility of privatising Phase II of the Hidd Power and

Desalination Plant.

In 2001, abstraction from the Dammam aquifers amounted to 187.7 Mm?®, or about

75.7 Mm® more than their total annual inflows (estimated at 112 Mm’), indicating a



groundwater deficit of nearly 68%. More recent data on groundwater withdrawal suggest
that demand for groundwater is likely to increase significantly at least up to the year 2007.
The total output from the desalination plants reached about 118.7 Mm’ in 2001, and is
expected to increase to 195 Mm” by the year 2006, assuming full output from the Ad-Dur
Desalination Plant. During the same period (2001), a total of 15.4 Mm® of reclaimed
wastewater was used for agricult}lre_ and urban landscaping. It is projected that around
73 Mm® of treated sewage effluent will be available for reuse by the year 2006. However,
because of the limited renewable groundwater resources, rising costs of new non-
conventional supplies, and the inefficiency of the demand management measures in
conserving water use, the imbalance between the projected water demands and the
available water resources is expected to be intensified. Apparently, this situation will
aggravate the water shortage problems in the country, thereby threatening the sustainable

development of all sectors of the economy.

Water planning efforts for forecasting future water demands have relied on the traditional
method of projecting the historic trends in per capita consumption and population. By
ignoring the effects of the socio-economic, technological, environmental, and
demographic (other than population) factors that might have influences on water demand,
this demand forecasting approach normally tends to overestimate the supply requirements,
misleading capital investments plus wastage and misallocations of both financial and

water resources.

Further, the demand management measures employed to conserve water and limit the need
for new expensive supplies, such as leakage control, metering and tariffs, groundwater

legislation, water use restriction and rationing policies, and institutional re-structuring,



have been rather fragmented and have failed to achieve the antiﬁipated objectives. This
situation occurs because the policy objectives of these measures, when analysed
collectively, are inconsistent with the principle of sustainable water resources
development and management strategies (see OECD, 1989). Secondly, most of the
legislations enacted to govern the use of groundwater lack the required legislative force.
Thirdly, the fragmentation and weakness in the institutional framework, particularly with
respect to the lack of effective coordination mechanisms and enforcement procedures, and
the absence of public participation in the decision-making process, has placed major

obstacles on the establishment of well-defined short and long-term water policies.

Objectives

The objectives of this research stem from the belief that the combination of the supply-
oriented approach and the various measures emphasising demand management, have
proved to be ineffective in solving the water shortage problems in the study area. It is
evident that the main reason for this policy failure is that the adopted supply and demand
management policies have not been properly integrated and coordinated in the form of an
integrated water management plan. The basic requirements for such a plan are: a
comprehensive assessment of the available water resources, a systematic analysis of the
water use patterns and efficiencies, and a preparation of water use forecasts for a specified

time horizon (United Nations, 1976; OECD, 1989).

This research is not intended to solve the water problems in the study area by formulating
the required an integrated water management plan. Instead, the intent has been to provide
a comprehensive supply-demand analytical framework that could serve as a basis for

establishing such a policy. More specifically, the main objectives of this research were:
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to provide a thorough diagnostic understanding of the water problem through a
comprehensive assessment of the available conventional and non-conventional
water resources, with emphasis on the quality, environmental, and socio-economic

constraints that influence the development and utilisation of these resources. .

to analyse critically the historical trends of water use and consumption patterns,
including evaluation of water use efficiencies.
to evaluate systematically the water demand charactenistics and to develop

analytical water demand forecasting models for the major water use activities.

to examine the water supply and demand relationships and to suggest alternative
future development scenarios in terms of criteria that reflect a different set of

policy decisions and choices affecting water use.

Methodology

In order to ascertain the above objectives, the study entailed four integrated research

activities as fotlows:

the available conventional and non-conventional water resources were
comprehensively assessed (the supply side), through a combination of field
investigations, and inventory and analysis of existing information. This involved
availability assessment and evaluation of the various constraints facing the
development of these resources. Extensive investigation programmes, including
water sampling and analysis, construction of hydrogeological and hydrochemical
databases, and mapping activities were carried out to aid in the overall assessment

process.
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e the past and current trends in water consumption were evaluated and analysed in
their sectoral context. This analysis, together with the systematic analysis of the
demand characteristics from surveys data, was considered to be the basis for

modelling and forecasting future water demands.

* survey questionnaires Were designed and administered to obtain information on the
various factors influencing the demand for water in the municipal, agricultural, and
industrial sectors. Cross-sectional surveys were designed and conducted to gather
the required information. The surveys data were subjected to a brief descriptive
statistical analysis, and were then used as inputs for developing analytical water

demand forecasting models (the demand side).

e the water supply and demand relationships were examined and water balances for a
specified time span were computed. Alternative scenarios were developed against
a range of possible future and policy assumptions affecting water use (supply-

demand analysis).

Organisation of Thesis

This thesis is organised into an introduction, nine chapters, conclusions and
recommendations, and five appendices. Chapter One provides a thorough review of the
literature dealing with the water resources assessment, use, and management in the study
area. Approaches to water demand modelling, issues raised, and methodologies adopted
are also reviewed in order to set out a reasonable methodological framework for Chapter
Eight. The review of literature is meant to be somewhat comprehensive, reflecting the
broad scope of this research. Chapter Two presents a considerable insight into the

physical conditions of the study area, including detailed description of its climatic
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characteristics, geomorphology and geology. The prevailing land use patterns are also

discussed in an attempt to establish a possible link between the land and water uses.

Chapters Three to Five are intended to provide a comprehensive assessment of both
conventional and non-conventional water resources. This is essential to present a
thorough diagnostic understanding of the problem and to prepare a basic document needed
for any future re-assessment efforts, considering that updating the assessment of the water
resources on a continuous basis is a pre-requisite for the formulation of a water resources
management strategy. The detailed coverage of the relevant physical conditions in

Chapter Two also serves this purpose.

Chapter Three assesses the groundwater resources in terms of their availability and
development constraints. Particular emphasis is placed on the aquifer geometry, aquifer
charactenistics, analysis of water level behawviour, analysis of recharge/discharge
relationship, and estimation of groundwater budgets. Chapter Four discusses the
hydrochemical characteristics of groundwater in the study area. The contents of this
chapter include hydrochemical representation, spatial and temporal vanability in water

chemistry, and groundwater characterisation and chemical speciation.

The assessment of non-conventional water resources is the subject of Chapter Five of this
thesis. This includes quantitative and qualitative evaluation of these resources, including
the techno-economic feasibility, social, and environmental and public health constraints
associated with their development. Chapter Six considers in some detail the analysis of
past and current trends of water use patterns in the major water use activities. The

systematic micro-component analysis of water demand characteristics is addressed in
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Chapter Seven along with the methodological issues adopted for conducting the cross-
sectional surveys. Chapter Eight deals with the development of water demand forecasting
models for residential, municipal, agricultural, and industrial water uses.. Chapter Nine
briefly examines the water supply and demand relationships, including identification of
future water use levels, supply sources, computation of the water balance, and the
possibility of bringing supply and demand into balance through alternative future

scenarios. This chapter is followed by the conclusion and recommendations of the study.

Limitations

The limitations of this research are basically inherent in the analytical modelling side.
With respect to the municipal water use survey, the assumed tolerable error of 10% is
undoubtedly large, which result in uncertainties inherent in using a relatively small sample
size (n = 1,106) compared to the total population. This appears to limit the ability to
develop more accurate water demand models. However, decreasing the desired tolerable
error to 5%, for example, would raise the sample size to (n = 4,443). Collecting a sample
of this size would obviously be a task beyond the budgetary and time resources made

available for this research.

The rather hypothetical consumer’s willingness to pay for increase in water prices was not
considered in this research. The best evaluation of the price/water use relationship is
desired whenever data such as before tanff is available or where different water pricing
systems (in a competitive market) are applied. Both cases are not valid for the study area
where an ineffective tariff structure has been imposed for the last 12 years, and water is
supplied by a single water utility.  Alternatively, however, an average price specification

based on total bills was tested. Although the land use patterns have been briefly addressed
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as part of this study, the developed water demand models ignore the interdependencies
between land and water uses, primarily because of data limitation on the anticipated

changes on land use patterns.

In evaluating the agricultural water use, the effects of the climatic factors (i.e. potential
evaporation, average annual rainfall, wind, sunshine hours, etc.) upon the quantity of
water consumed for agriculture were not incorporated in the agricultural water demand
models due to time and budgetary constraints. In a small area such as the area under
study, however, weather vanables are unlikely to vary considerably cross-sectionally

(relatively uniform at a point in time - see the detailed discussion in Chapter Two).

The agricultural water demand models have also the shortcoming of not accounting for
postulated explanatory vanables such as crop production and agricultural inputs
(fertilize-rs, labour, seeds, machinery, etc.). Attempts to obtain data on these vanables at a
later stage failed because of time and cost constraints. No consideration is given to the
effects of water costs on the agricultural water demand. For one thing, there is no
aMﬂerd licensing system for -allocation and charging for imgation water in the study
area (i.e. water is available to farmers from their own wells and the amount of water used
is not paid for); for another, the plans for implementing such a licensing system for the use

of TSE for irrigation are yet to be finalised.

Factors widely known to have an impact on the demand for water by industry, such as
technological and overall structural changes and economic growth, were not taken into
account in this discussion. Because of their anticipated complex relationships with the

quantity of water used for industry, examining the effect of these variables requires
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specific research on modelling industrial water demand. Tt is believed that the low price
of water does not provide any sort of incentive for industrial consumers to adopt water-
saving technologies. Therefore, the potential influence of water saving schemes (other
than water recycling) on industrial demand was also not addressed in this analysis.
Industries obtain water from different sources with mixed supply being a common source.
This, gqgether wnh the assumption that water price in industry represents a very small part
of the total production costs, means that the value of water is unlikely to Be a significant
determinant of industrial water demand. This perhz;ps justifies the exclusion of water

price from the industrial water use analysis.

This means that water demands for the agricultural and industrial purposes have not been
dealt with in a strict economic sense, where the term water demand implies that price of

water is a necessary or a primary determinant.

This study has used crude criteria for estimating some components of groundwater
recharge. Clearly, employing more sophisticated methods for recharge quantification is
likely to increase the accuracy of the groundwater budget estimates, which will allow for
better supply-demand analysis. Piezometric data for some wells cutting deep into the
Umm Er Radhuma Formation were not corrected for fresh water heads. This point
warrants further attention, as GDC (1980b) noticed that piezometric heads are often

depressed by high salinity of the formation fluid in such wells.

Implications for Future Research
As far as the water demands modelling is concerned, this research is of an explanatory

nature in that it marked the first endeavour to analyse systematically water demand
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characteristics in the study area, and to develop water demand forecasting models using
data from cross-sectional analysis. Regardless of the above limitations, the empirical
results presented here provide a clear indication that certain socio-economic, socio-
demographic, physical, climatic, and technological factors do affect water uses. Inclusion
of these variables in demand forecasting models is likely to result in improved projections

of future water demand.

However, because this research has followed a broad approach in addressing the water
situation and management problems in the study area, additional specific research in the
areas of analysing and modelling water demands are needed for each water use sector to
define precisely the sectoral demand relationships. It is necessary that these models be
developed appropriately with improved sampling strategies, larger sample sizes if
possible, and due consideration of the inclusion of more parameters to study their relative
importance on water demands. Greater emphasis in these models should be put on
examining the impact of price on water use with more appropriate specifications, given
that price of water plays a fundamental role as a policy instrument. Further research is

also required to address the interaction between land use change and water demand.
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CHAPTER ONE
LITERATURE REVIEW

Interest in the geology, hydrogeology and water resources of Bahrain dates back to the
early stages of the last century (see Pilgrim, 1908; Rhoades, 1928, Heim, 1924). The
1940s and 1950s marked continued interest in the water resources of Bahrain as
evidenced by the vast numbers of unpublished reports chiefly prepared by the Bahrain
Petroleum Company (BAPCO) geologists (e.g. Hurry, 1940; Guimon, 1941; Steineke,
1942; Bramkamp, 1942; Godfrey, 1948; de Mestre and Hains, 1958). These reports have
focused on the hydrogeological conditions of the underground aquifers, with special

emphasis on water level behaviour and water quality deterioration.

Urbanisation, an increase in levels of economic and social development, the nsing
standard of living, rapid growth in population, and influx of a large number of expatnates
during the past four decades have led to further quantitative and qualitative exhaustion of
the available groundwater resources. This has marked a shift in the approach to dealing
with water resources problems, in which more detailed and systematic studies on the
assessment, and development and management of the water resources of the country have

been produced (e.g. Wright, 1967; Italconsult, 1971; GDC, 1980; Al-Noaimi, 1993).

Given the broad nature of this research, it seems more reasonable to review the literature
in five sections that adequately cover its contents. It should be noted, however, that for
the sake of convenience, the hydrogeological and hydrochemical aspects related to
groundwater resources will be reviewed together with the non-traditional water resources

under a broad heading (Water Resources Assessment). Literature related to water use and
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management is reviewed under separate headings. The final section of this review

considers the methodological issues relating to water demand forecasting.

Geomorphology and Geology

Contrary to the geological studies, the geomorphology, physiography and landform
development of Bahrain have received less attention in the literature. Geomorphological
mapping activities include: a topographic map of Bahrain at a scale of 1:100,000
combiled by Italconsult (1971); a map series sheet of terrestrial superficial deposits for
Bahrain main island, and terrestrial and submarine superficial deposits and bedrock
exposures for western and eastern offshore areas produced at a scale of 1: 20,000 by
Messrs Sandberg (1974); simplified physiographic maps compiled by the Arab League
for Education, Culture and Science Organisation (ALECSO) (1975) at a scale of about
1: 250,000; and a geomorphology and superficial materials map sheet series produced by
Brunsden et ;zl. (1976) at scales of 1: 10,000 and 1: 50,000 for the larger group of islands,

and at a scale of 1: 30,000 for the Huwar Islands group.

The earliest account of the geomorphology was produced by de Mestre and Hains (1958),
whose main conclusion was that the present land surface of Bahrain has been denived
from erosion of Eocene and Miocene deposits. This was followed, in 1975, by extensive
topographic and geomorphic fieldwork undertaken by ALECSO. The study area,
including the Huwar Islands, was divided into nine geographical regions and two
morphological groups based on their relief. The extent and geomorphological

characternistics of these features and regions were described in some detail.

A very detailed account on the geomorphology, geology, and pedology of the study area,
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coupled with extensive field surveys, was conducted by a research team from some
United Kingdom universities working under the Bahrain Surface Materials Survey
Project, sponsored by the (then) Ministry of Development and Engineering Services.
The outcome of this survey appeared in volumes of unpublished reports submitted to the
Government of Bahrain (Brunsden et al., 1976), and later in 1980 in a published work
(Dooml_camp et al, 1980). The survey involved comprehensive and systematic
investigations into the geomorphological and landform development, including detailed
mapping of the superficial materials, geomorphic features, and soil units. It confirmed
ALESCQ’s postulation that despite the apparent simplicity of the Bahrain surface and the
fact that over half of its surface rarely rises to more than 20 m, an extraordinary diversity
of desert landforms and complexity of pluvial features combine to form complex
landscape patterns. They also noted that most of the present-day landforms owe their
occurrence to aeolian activities, though many of the geomorphic features reflect fluvial
processes, indicating less arid conditions in the past. The study are;a was divided into
five physiographic regions; the occurrence of which is closely controlled by geologic

outcrops, lithology, and geologic structures.

Further valuable contributions to the geomorphology, physiography and land use patterns
in the study area can be found elsewhere in the literature (e.g. ERCON, 1973; Brunsden
et al., 1979; Bridges and Burnham, 1980; Larsen, 1983; MOH and UNCHS, 1988).
Larsen (1983), in particular, gave a short but significant account of the fluvial
geomorphology and distribution of the wadi systems in the study area, and drew attention

to the relationship between the distribution of fresh water and land use patterns.

Literature dealing with the geological aspects of the study area is abundant, possibly
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reflecting the importance of Bahrain as the first oil producing country in the Arabian Gulf
region. Geological mapping in the study area invloves the following activities: a
geological map compiled by Willis (1967) at a scale of about 1: 250,000, primarily based
on the 1: 2,000,000 regional map of the Arabian Peninsula prepared by the United States
Geological Survey; a geological map of Bahrain at a scale of 1: 100,000, and three
geological cross sections at scales 1: 100,000 hqrizonta] and 1: 5,000 vertical produced by
Italconsult (1971); photogeological maps showing the bedrock exposures in the area at
scales of 1: 20,000 and 1: 10,000 compiled by Messrs Sandberg Consulting Materials
Engineers in 1974 and 1975, respectively. These activities also involve a geological map
of Bahrain and neighbouring islands prepared by Dames and Moore (1974) at a scale of
1: 50,000; geological maps at scales of 1: 10,000, and 1: 50,000 compiled by the Bahrain
Surface Materials Resources Team; and a geological map of Bahrain at 1: 50,000 scale,

along with three geological cross sections prepared by GDC (1980).

Pilgrim (1908) prepared the earliest memoir document on the geology and stratigraphy of
the Bahrain Islands. Pilgrim divided the rock of Bahrain into three units: limestones and
marls of Eocene age; a milliolitic formation, probably of Pleistocene age; and sub-recent
sands, coral limestones, and littoral conglomerate. He presented a short, but significant,
note on the fossil assemblages of the Eocene and Miocene Formations. A more detailed
contribution to the geology of Bahrain was provided by Rhoades (1928). The aim of his
work was to investigate the area as a potential oil producing locality, and much of his
effort was devoted to explaining the geologic structure and irregularities within the main

domal structure, particularly with respect to its southern plunge and western flank.

Between 1940 and 1958, BAPCO geologists (Hurry, 1940; Gulmon, 1941; Steineke,
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1942; Bramkamp, 1942; Godfrey, 1948, de Mestre and Hains, 1958) produced numerous
unpublished hydrogeological reports, in most of which the stratigraphic sequence, rock
outcrops, and structure of the geological formations of Bahrain were described. Steineke
(1942), for instance, provided an excellent discussion on the structural growth of the
Bahrain Dome, and studied in some detail the origin of the minor structural features in the
Buri area. Gulmon (1941) constructed a schematic cross section that shows th_e slumping
features at Buri - Hamala, Hajar, and south of Manama areas, whilst the configuration of
the shallow structure at the north of the Bahrain offshore area (Fasht Al-Jarim) was well
demonstrated by Bramkamp (1942). de Mestre and Hains (1958) devoted part of their
work to discuss the initiation and growth history of the Bahrain Dome, and to outline the

depositional history of the geological formations in the study area.

The regional geological work of Powers er al. (1966) contained references to the
structural growth and the relationship between the Bahrain and Dammam Domes. The
paper by Willis (1967) produced the most systematic discussion on the geology of
Bahrain, with emphasis on the depositional environments, and structural aspects of the
geological formatioﬁs and their possible correlation with those in the Saudi Arabia
mainland. Wnght (1967) envisaged the minor shallow-seated flexures imposed on the
main structure as slumping features resulting from removal of anhydrte from the Rus

Formation by solution.

Italconsult (1971) claimed that a few limited outcrops of the Palacocene are probable
within the central basin; a supposition that was opposed by Brunsden et a/., (1976b) and
GDC (1980b). Their work led to the identification of two sedimentary cycles; the first

one running from the Upper Cretaceous to the Middle Eocene, and the second from the
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Miocene to Recent. BAPCO, in 1974, studied the economic aspects of the geology of
Bahrain, in which the occurrence, lithologic characters, and the depositional setting of the
geological formations were briefly outlined. The subsurface geological conditions near
the Bahrain Refinery site were investigated by Dames and Moore (1974) in an attempt to
evaluate the possible subsurface oil contamination below this site. The study revealed
valuable information on the surface outcrops of the Alat Limestone and Orange Marl
Members of the Dammam Formation. Although it was chiefly concemed with the
economic geology of the study area, the report furnished an informative review of all work
related to the matenials aspects of the geological and resources studies carried out between

1908 and 1974.

Brunsden et al. (1976b) conducted extensive geological investigations, in which they
suggested a new stratigraphic nomenclature for the Eocene — Miocene successions of
Bahrain that complétely differs from that proposed by Willis (1967). Fuller discussion on
the differences between these classifications is presented in section 2.4.3 of Chapter Two,
and summansed in Table 2.20. GDC (1980b) showed that the subsurface extension of the
low scarp which runs southwards from Saar is associated with both the easterly Khobar

downthrow and loss of anhydrite in the Rus section to the east.

A further contribution relevant to the geologic structure of the area was made by Larsen
(1983) who presented an excellent discussion on the structural configuration and evolution
history of Bahrain and the adjacent areas, based on the interpretation of the detailed
structural work of Kasster (1973). Perhaps one of Larsen’s major geological
achievements is his valuable analysis of joint and fracture types, orientation and

distnbution, particularly with respect to their possible control on the occurrence of
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groundwater and natural springs. Larsen also re-affirmed the Italconsult supposition that
a complex normal faulting does exist in the cultivated areas of the noﬁhem coastal plain.
Supporting evidence to his conclusion included a surface topography map, a surficial
geology map, and a cross section passing through the northemn and northeastern coastal
plains. His work also contains a useful discussion on the evolution and changing sea
levels and paleoenvironmental history of the Quaternary system. Deep drilling carried
out by BAPCO (see, for example, Samahiji and Chaubi, 1987) allowed more systematic
growth analysis of the Bahrain Dome and other similar structures in the region such as the

Ghawar anticline in Saudi Arabia and the Dukhan anticline in the Qatar Peninsula.

Water Resources Assessment

There has been a wealth of hydrogeological and hydrochemical information on the étudy
area accumulated over the I_ast five decades or so. The geometry, subsurface geology,
and aquifer/aquitard boundaries are well defined from deep structural and shallow water
well drillings. Hydrogeological mapping activities include: a structural contour map on
top of the Khobar aquifer, a 1970/71 piezometric and water quality contour map of the
Dammam aquifers at a scale of 1: 100,000 presented by Italconsult (1971); and a series
of nine structural contour maps for the Eocene aquifer and aquitard units at a scale of
1: 48,000 prepared by Messres Sandberg (1974) based on information made available

from BAPCO borehole data files.

The Groundwater Development Consultants (GDC) has undertaken by far the most
extensive hydrogeological mapping work for the study area. This includes a set of
structural and isopachyte contour map series for the various aquifer and aquitard units at

a scale of 1: 50,000; a set of piezometric and salinity distribution maps for the Khobar and
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Rus - Umm Er Radhuma aquifers for 1979 at the same scale; and a Khobar - Rus Umm Er
Radhuma piezometric difference map at a scale of 1: 250,000. Their mapping activities
also involved three schematic hydrogeological cross sections at a horizontal scale of
1: 100,000, and a venicd scale of 1: 5,000, and regional (including the coastal belt of
Saudi Arabia) observed early piezometry, transmissivity and permeability distribution
contour maps for the Khobar and Rus - Umm Er Radhuma aquifers at a scale of
1: 500,000. Al-Noaimi (1993) produced TDS distribution contour maps for the Khobar
aquifer for the years 1966 and 1990 at scales of 1: 50,000 and 1: 100,000, respectively.

The former map was compiled based on data made available from BAPCO data files.

Much information on the aquifers and aquitards hydraulic characteristics, and water levels
and quality is available from pumping and specific capacity tests, core analysis, dnlling
operations and systematic monitoring at various times. The earliest account of the subject
is dated back to 1940, when P. Hurry of BAPCO prepared his report. Hurry was the first
to recognise the “A”, “B”, and “C” groundwater zones, corresponding with the Alat
Limestone, the Khobar aquifers of the Dammam Formation, and the Rus - Umm Er
Radhuma aquifer, respectively. Gulmon (1941) described th;a groundwater conditions in
individual areas, and presented case histories for a selected number of wells. He
suggested that water levels and quality in the Dammam aquifers be monitored quarterly in

a network of observation wells; a network that was initiated in the same year.

Steineke (1942) was among the earliest to remark on the difference in water levels and
quality between the northern and southern parts of the study area. In his view, this
difference resulted from the erosion to sea level of the Dammam strata in the southemn

parts, and salinisation by seawater invasion. The relatively lesser salinisation in
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the southwestern area is ascribed to the presence of relatively thick Neogene cover.
Godfrey (1958) commented on the rapidly declining hydraulic head and the associated
salinity increase in the Dammam aquifers, and drew the first regional piezometric map for
Bahrain and the coastal belt of Saudi Arabia. The main feature in that map, as noted by
Zubari (1987), was the presence of a high piezometric contour of about +8 metres that

extends from the coastal belt to Bahrain, indicating a flow and discharge in that direction.

In 1958, de Mestre and Hains provided an interesting and detailed review of all the
previous reports and memorandums on the hydrology and groundwater resources of
Bahrain prior to 1958. They analysed the water level and quality trends in various
regions and produced a piezometric map for the Khobar aquifer for the year 1957,
together with graphical representations of typical water analyses from the Dammam and
Rus Formations. This was followed, in 1965, by an updated contribution by
N. J. Hamilton. Although it contained some invalid assertions concerning the recharge to
the Dammam aquifers, the report included two salinity (as NaCl) maps for the Alat

Limestone and Khobar aquifers of some useful historical interest.

Wright (1967) commented on the regional flow pattern and the relationship between
groundwater conditions in Bahrain and the Saudi Arabia coastal area. He reproduced and
remarked on the previously mentioned regtonal static water level map compiled by
Godfrey (1958), and presented a piezometric map for the Khobar aquifer for 1966.
Aquifer salinity was shown to increase with decreasing heads, with minor salinity
modifications attributed to localised pressure releases. Recommendations with regard to
upgrading the existing quarterly observation network in terms of the number and design

of wells, and equipment to obtain more reliable water levels and quality data, were
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presented.

One of his main considerations was to study the salinity gradient in the Sitra/Refinery
area. He elucidated that a saline wedge was developing along the southeastern coast and
that salinity deterioration in the Sitra/Refinery area suggested a progressive westwards
and northwards inland advancement of the seawater front with inflow occurring through
the aquifer’s seabed outcrop. These findings were consistent with those of BAPCO
geologists, but Wright further elaborated that vertical flow from the deeper brackish
formation might also be contributing. Some methods to halt or reduce the rate of the

saline wedge advancement were suggested.

Attempts to provide recharge estimates to the Khobar aquifer using a simple flow net
analysis failed to produce reliable results. A transmissivity value of 1,500 m’ day’, a
hydraulic gradient of 1: 4,400, an aquifer width of 19.3 km, and a 76 mm rainfall over the
‘recharge area were assumed for this analysis. This produced a throughflow figure of
about 2.4 Mm® year”', which does not correspond well with the historical natural flow and
well abstraction estimates. The most likely reasons for this underestimation were errors
in static heads measurements that affect both gradient and aquifer width, but another
possible form of recharge, particularly vertical flow, that might contnibute to this

discrepancy could not be discounted (Wright, 1967).

Later studies (GDC, 1980b; Zubari, 1987) show that Wright’s calculation was not
definitive and that there is a much greater flow to the Dammam aquifers, clearly
evidenced from the discharge history. Wright has also attempted to visualise the head

change for the period 1942 — 1966 by plotting the average heads against time, and noted
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that there was no indication of head stabilisation, and that extrapolation of the curve to
sea level resulted in an intersection of the time axis at about 1987. Italconsult (1971)
presented conclusive evidence of contamination by seawater to the Dammam aquifers on
the basis of a salinity contour map and Ca/Mg ratios. However, their conclusion relating
to contamination by irrigation returned flow in parts of the northern area was criticised by
GDC (1980b) on the basis that such supposition seemed inconclusive, considering the
combined nature of the map (i.e. it represented salinity trends in both Alat and Khobar
aquifers). The lumping together of Alat and Khobar piezometric data for mapping was

also seriously questioned by GDC (1980b).

Ttalconsult presented two controversial viewpoints with regard to the occurrence and
behaviour of water resources of Bahrain: the first one is related to the presumed hydraulic
inter-communication between the Eocene and Cretaceous aquifer systems. The second,
and most debatable viewpoint, is the so-called “Natural Depletion Concept”. This
concept states that analysis of the linear recession of static head data in the Eocene aquifer
system seems to indicate that the lowering of groundwater levels is mostly due to-
uncontrollable natural discharges rather than to extraction from wells, with no sign of
reaching equilibrium, indicating that the Dammam aquifer system is naturally depleting.
This would imply that the creation of a more rational system of groundwater extraction
through conservation to allow water levels to recover would probably not improve the
groundwater problem in Bahrain in the long-term, because this recession is mainly linked
to natural causes (Italconsult, 1971). As a consec-|uence, the study concluded that

groundwater levels in Bahrain would fall to sea level by the end of the twentieth century.

This view was disputed by Wright (1972; 1977) on the grounds that, although natural
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depletion seemed probable, indications of localised responses to abstraction were evident
from the piezometric map of 1966, where a significant cone of depression was shown

around the major abstraction areas.

Wright (1977) also argued against this concept on the reasoning that there were some
slight indications of a possible equilibration as shown by the analysis of head hydrographs 7
of some observation wells for the period 1942 — 1971, where re-equilibration in response
to changes in discharge regime was evident. In his view, this demonstrates the
significance of local wells abstraction on head levels that would effectively refute

Italconsult’s contention.

A contrary standpoint to this concept was also presented by GDC (1980b) who disagreed
with the evidence presented in support of a naturally decaying hydraulic gradient. They
further demonstrated that the rate of water level change experienced in Bahrain during the
last few decades could only have been in response to recent changes in the
recharge/discharge relationship resulting from development of groundwater by artificial
pumpage. Moreover, groundwater salinity evidence indicated that saline groundwater
invasion had taken place only as a direct result of over-pumping in particular areas;
therefore, according to (GDC, 1980b) groundwater depletion and salinisation were

viewed as entirely due to abstraction from wells.

Larsen (1983), too, refuted Italconsult’s concept of natural depletion and added valuable
support to the traditional throughflow theory. He revised Italconsult’s findings regarding
the depletion rate for Bahrain based on archaeological and changing sea level evidence,

and concluded that their interpretation was an obvious oversimplification, and that there is
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no simple case for natural depletion of the Eocene aquifers since the Late Pleistocene.

The Food and Agriculture Organisation of the United Nations (FAO) completed a
comprehensive survey on the shared water resources in the Gulf States and the Arabian
Peninsula. The principal objectives of the study were to review all hydrogeological
reports available for the area in order to provide an up-dated assessment of the system’s
behaviour, and to determine whether water resources are shared between these countries

(FAO, 1979).

The FAO report has seriously questioned the traditional hydrogeological view that there
has been a dynamic tongue of fresh water which flowed to and sustained the aquifer in
Bahrain, through a regional aquifer system. Its main argument was that the existing
piezometric and hydrochemical data were inconclusive to suggest a regional flow system.
Instead, the report viewed the groundwater of the Eocene aquifer system in Bahrain and
Saudi Arabia as local discontinuous lenses-type aquifers (termed Aquifer System B)
floating on top of saline Umm Er Radhuma’s groundwater, sustained by recent meteoric
recharge. This would mean that abstraction from the Umm Er Radhuma aquifer in Saudi
Arabia could only disturb the interface between the fresh water lens and the saline Umm
Er Radhuma water, and that the possibility that such an interface would spread to Bahrain
needed to be further investigated. Supportive evidence for this argument included
hydrochemical and isotopic data, and a simple flow net exercise that envisaged an
unconfined aquifer lens condition, and it was further asserted that although these data
were insufficient to produce conclusive evidence, they demonstrated a probable lens-type

aquifer.
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In his comments on the report findings of FAO (1979), Wright opposed this theory by
stating that although the occurrence of local recharge into the aquifers in Bahrain was
well documented, most apparently in the central basin into the Rus and in localised areas
in the northern part into the unconfined Dammam, a great deal of work was required to
further examine the FAQO’s contention, and that the rates of the recent recharge and
accumulated storage were unlikely to be sufficient to support the lens-type aquifer theory.
Further, he questioned the isotopic chemistry evidence presented by the FAO and the
validity of their calculations regarding the probable pumping history of the presumed
aquifer lens, particularly with respect to the application of the northern coast data to the
whole of Bahrain. He pointed out to some inconsistent features that contradicted this
theory and concluded that water levels and chemistry appeared more consistent with

normal throughflow conditions from the Saudi Arabia mainland.

The FAQO’s theory was also rejected by GDC (1980b) who affirmed that such a
hypothesis was merely based on indirect and somewhat dubious geophysics and isotopic
evidence, while it ignored the direct piezometric evidence of a regional flow system.
They also considered the occurrence of tritium in water samples from all the aquifers in
Bahrain analysed by Italconsult and used to support the FAO’s concept, to be quite
inconsistent with the generally accepted throughflow theory, and simply viewed this
occurrence as possible sample contamination. Their main contention was that, although
recharge by recent rainfall exists in parts of Bahrain, freshwater in the Dammam aquifers
in Bahrain are derived from regional throughflow and then upward leakance from the
Umm Er Radhuma Formation, suggesting that such a system does involve sharing, and
abstraction from Saudi Arabia does affect Bahrain.  The degree of the hydrogeological

interdependence between the two countries was further investigated by the use of
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groundwater mathematical models (e.g. GDC, 1980b; Zubari, 1987).

In 1980, GDC completed detailed hydrogeological and hydrochemical investigations,
inclﬁding aquifer testing and sampling for both the Khobar and Rus - Umm Er Radhuma
aquifers, well inventory, and construction of regional groundwater models for Bahrain
and the coastal belt of Saudi Arabia. This has provided substantial insight on the aquifer
system’s behaviour and geometry, aquifer parameters, grbundwater chemistry, isotope
analysis, and recharge/discharge quantification. Their hydrochemical investigations
reveal that the Dammam aquifers in Bahrain receive relatively low salinity throughflow
water from Saudi Arabia, but this is salinised around the eastern coast as water travels
down the flow path, and in the north central part because of contribution from seawater
invasion and upconing of saline water, respectively. An advancement rate of saline front
to the Dammam was estimated at between 60 to 139 m year", and the ver_tical upflow rate
was estimated using a computer simulation model. Isotopic dating using tritium proved
the probable recent meteoric recharge at Bahrain core, and initial isotope measurements
using radiocarbon methods suggest that the age of Bahrain’s throughflow groundwater

ranges between 6,000 to 22,000 years.

Wright et al. (1983) published a brief but useful account of the hydrogeology and
hydrochemistry of the study area. The investigators paid considerable attention to the
controversial points regarding the origin of Bahrain’s relatively fresh groundwater,
particularly the one related to the lens theory versus the traditional throughflow concept.
In their view, the generally accepted lateral throughflow concept is more reasonable to
describe the hydrodynamics of the Dammam aquifer system in the area. As they put

it “.... development of the aquifer systems in coastal Saudi Arabia and Bahrain has had,
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and will continue to have, mutual repercussions”.

In 1983, the Rus - Umm Er Radhuma aquifer was evaluated by GDC as a potential water
source fora proposed reverse osmosis desalination plant. The effects of the proposed
large-scale development on the Bahrain’s overall groundwater was investigated, both in
terms of quality and quantity. The results of the computer simulation models suggested
that the aquifer could be viewed as a limited, non-renewable lens-type aquifer of brackish
water of a salinity of between 8,000 - 15,000 mg I'' TDS. It has been concluded that
development of this aquifer to feed the proposed 46,500 m’ day” reverse osmosis plant is
feasible. However, since this lens is of limited lateral extent, with this continued large
abstraction, the aquifer salinity would eventually reach that of the sea water or even
worse; long-term monitoring of the system behaviour and periodic updates of the models

to investigate its future response to this abstraction was therefore recommended.

The more recent work by Zubari (1994) up-dated and recalibrated the multi-layered
mixing cell strip models developed by GDC. This embraced a transient-condition
calibration based on the observed transient data accumulated from 1984 - 1993, which
were checked against the initial forecasts made by GDC. Analysis of the aquifer
piezometry and salinity changes indicated that a uniform depletion of the brackish water
lens was taking place, though no major variations in the total dissolved solid
concentration of the produced water within the intervening period was observed.
Zubari’s main conclusion was that there was an upward movement of the mixing zone of
more than 15,000 mg I"' of dissolved solids into the brackish water zone, indicating that

the salinity of the produced water might show an increase over the coming years.
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An extensive assessment- of the water resources of Bahrain was carried out by Al-Noaimi
(1993). The spatial and temporal variation trends in total dissolved solids, and water
level changes were discussed. The results of this investigation re-affirmed the critical
position of groundwater resources in Bahrain. Al-Noaimi (1993) also analysed the
recharge/discharge components for the Dammam - Neogene aquifer system and was able
to prepare a groundwater budget for this aquifer system for the year 1990, which showed

an imbalance of 96 Mm? of outflows over inflows.

In general, the assessment of non-conventional water resources has received less attention
in the literature of the study area, although the Associated Consultant Engineers (ACE)
have evaluated the TSE as a potential and viable source for re-use for irmgation in z; series
of reports (see, for example ACE, 1984; 1989; ACE-Al-Moayed, 1997). Al-Noaimi
(1993), however, provided a comprehensive assessment of the non-conventional water
resources, er}compassing desalinated water, TSE, and agricultural drainage water, with
emphasis laid on the quantitative and qualitative aspects of these resources, including the

economical, environmental, and technical constraints facing their development.

Water Use and Management

Literature dealing with historical trends of water use patterns in the study area is
abundant. This normally includes time series data on discharge from springs, abstraction
from wells, and estimates of non-traditional water resources utilisation. Heim (1924)
presented the earliest estimates on the water use in the study area, where he identified
16 land springs, discharging about 57 Mm®.  This survey was considered incomplete,
and Heim’s figure was later reviewed by several researcherss BAPCQ launched a

comprehensive programme aimed at measuring discharge from the land and offshore

34



springs, and abstraction from wells. As part of this programme, Ferguson and Hill (1953)
surveyed the land springs and found that only 47 out of the 153 springs surveyed were
flowing, with a total flow of about 42 Mm’ year". This was followed by an offshore
spring survey made by Hill in 1953, in which 20 sources were identified, discharging
about 9.6 Mm® year’. In both the land and offshore spring surveys, discharge estimates

were made based on measured flow.

Abstraction from wells began in 1925, and accelerated through the 1940s and 1950s.
The first artesian well survey was conducted in 1953 by Porritt, who inventoried some
311 water wells, with an estimated total abstraction of 64 Mm?® year’ (Porritt, 1953).
These estimates were based on metered abstraction, with only a few wells being indirectly
estimated. Abstractions from shallow hand-dug wells were omitted. This abstraction
figure was considered very high, and must reflect high application rates in agriculture
(calculated at about Sm per year). As described by Porritt (1953), this application rate is
well in excess of the average irrigation demand plus leaching requirements, and implies a

considerable waste of irrigation water.

In 1967, Sutcliffe studied the abstraction history in the study area, and estimated the total
discharge for the year 1966 at about 153.2 Mm?, of which 115.6 Mm® was withdrawn
from groundwater. Sutcliffe noted a progressive decline in total spring flows to about
37.6 Mm®, of which 28 Mm® were from the land springs and 9.6 Mm® from the offshore
springs. The municipal and BAPCO abstractions were obtained fror_n the authorities
concerned, and the irrigation uses were estimated indirectly on the basis of the total
consumptive use, plus a 25 to 50 % allowance for leaching requirements. The areas of

the irrigated land were identified from the 1964 air photomosaic and the climatic data
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were obtained from the Muharraq and Budaiya meteorological stations. Sutcliffe also re-
estimated Heim’s figure by assuming that the total discharge in all springs declined at a
fixed linear rate as in the four major springs. Accordingly, he assumed that 70 Mm® was
a more reasonable estimate for the incomplete 1924 survey. In order to complete the
discharge picture of 1924, Sutcliffe assumed that the submarine spring flow had remained
unchanged between 1924 and 1952 (i.e. at 9.6 Mm?), implying that the total discharge in

1924 was about 79.6 Mm’.

Italconsult (1971) presented discharge estimates for 1971. Their estimates were based on
actual watering rates on selected sample farms and measured cultivated areas, with
abstraction from hand-dug wells being considered. The study showed that between 1966
and 1971, the abstraction from wells increased by 11.5 Mm’® year", to a total of
127.1 Mm* year", whilst the offshore spring flow dropped by 8.6 Mm® year, to a total of
29 Mm’ year”'. Italconsult argued that the 1966 well abstraction figure estimated by
Sutcliffe was an obvious overestimation resulting from a miscalculation of total irrigated
land. They discovered that out of the flowing 47 springs identified during the 1953

survey, only 9 springs were then flowing at a gross rate of 7 Mm?® year™

Wright and Ayub (1973) carried out a valuable study on groundwater abstraction and
irrigation in Bahrain, in which they postulated that both the 1924 and 1952 estimates
were likely to be low by at least 10 %. They also opposed the Italconsult view of the past
consumption level (between 250 and 300 Mm® year before 1924) on the basis that the
6.6 m watering rate assumed by Italconsult might be representative for farms irrigated by
wells, but seemed very high for farms supplied by springs. They found, based on actual

measurements, that an application rate of about 2.6 m was a more reasonable estimate.
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Wright and Ayub (1973) measured the groundwater abstract.ion in representative selected
farms with different application rates and found that the total groundwater withdrawal for
1972, including water used by abandoned date palms was about 159 Mm®. Their findings
indicated that total water use in agriculture was in excess of beneficial requirements by at
least 50 Mm® year’. A follow-up fnvestigation into consumptive use and possible

metered abstraction measurements is proposed.

As part of their comprehensive well inventory and spring surveys of 1980, GDC located
1,422 water points, including 1,386 drilled and dug wells, 12 land springs and 24 offshore
springs. Abstraction from wells was estimated at about 138 Mm® year™, and the land and
offshore springs were reported as yielding 8.1 Mm® and 6.6 Mm® year, respectively.
The land and offshore spring discharge estimates were based on direct flow
measurements, while well abstraction was based on actual discharge on sample wells and
the number of seasonal watering hours. GDC shared Sutcliffe’s view concerning the
incomplete Heim survey, but suggested that a 13 Mm® for offshore spring discharges was
a more credible estimate for 1924, assuming allowance for diffuse flow. They also took
care to correct what they considered to be underestimated figures of land spring flow of
Hill (1953) and Italconsult (1971), from 9.5 to 12.8 Mm® year', and from 7 to
23 Mm® year”, respectively. In 1990, the total discharges from springs were predicted to
be approximately 5 Mm®, out of which 1.5 Mm® were from the land springs and 3.5 Mm®
from the offshore springs (Al-Noaimi, 1993), against a total groundwater withdrawal of

219.3 Mm’,

The supply/demand relationship was evaluated by Al-Noaimi (1993), who made a water

budget estimate for the year 1990, basing his calculations on the analysis of the available

37



and exploitable water resources. His water budget analysis revealed a total available
resource of 245.8 Mm’® against a utilised amount of 258.3 Mm®. 1t should be noted,
however, that the estimate for the available supply includes about 31 Mm® from
potentially unusable sources (e.g. agriculture drainage water) owing to its high salinity.
Al-Noaimi and Khater (1995) adopted a similar approach to produce a water-use analysis

update and a water budget for the year 1993.

Froment, in 1965, published his article on the water supply of Bahrain in which he
suggested that for any water conservation programme for Bahrain to be effective, it must
begin with the principle of public ownership of the water resources, accompanied with a
controlled licensing system for privately-owned wells. Wright (1967; 1972) and GDC
(1980b) suggested an agreement with the Government of Saudi Arabia for exploitation of
shared aquifers, with which a programme of bi-lateral investigation and development

between the two countries could be agreed upon.

Wright (1967; 1972) noted that agriculture was consuming about 85 % of Bahrain’s
groundwater, and that normal irrigation practices in the study area waste large amounts of
water.  An irrigation and agricultural efficiency programme of studies was undertaken to
ascertain the irrigation efficiency in a number of selected experimental sample farms.
Fuller discussions of this programme, including methods of investigation, constraints
encountered, and results obtained are contained in Wright (1972) and Wright and Ayub
(1973). A communal wells scheme to substitute the numerous private irrigation wells,
and a new water management organisational structure that involved establishing a Central
Water Authority and Water Resources Board were envisaged as vital managemént options

to solve the water resources problem in Bahrain.
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The multi-layered three-dimensional regional flow model developed by GDC in 1980 for
the Dammam Aquifer System in Bahrain and the coastal belt of Saudi Arabia, as part of
the Umm Er Radhuma Study, was runin predictive mode to investigate the available
management options. These predictive runs were based on the GDC’s groundwater
demand projections for the year 2000. Nine development options were considered to
predict the system response to various abstraction regimes. It was concluded that all
options that maintained or increased the current level of abstraction increase the
salinisation hazard, which meant that only a major reduction in abstraction could prevent

resources from further exhaustion.

The aquifer system was found to be responding rapidly to the changes in abstraction
regime, and that throughflow to Bahrain could only be preserved by cutting abstraction
from the Dammam aquifer to the level that would raise the piezometric head in the
northwestern coast by at least 1.0 m. This could not be achieved unless the total annual
abstraction from the Dammam is reduced to 90 Mm’, the figure that represents the annual
throughflow from Saudi Arabia mainland and considered to be the groundwater safe
yield, and the abstraction in the coastal Saudi Arabia is kept at its 1979 level. These
management recommendations led to the enactment of the Amiri Decree No. 12/1980
(a legislation that governs the use of undergroundwater), and the creation of the Supreme
Council for Water Resources in 1982 with the main duty of setting up the country’s

overall water policy.

Considering that agriculture is the major consumer of groundwater, the Government of
Bahrain has adopted a five-year plan (Agricultural Development Plan 1981 — 1986)

(MOCA, 1980), aimed at reducing groundwater abstraction for irrigation and to enhance
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its efficient use, mainly through the introduction of modern irrigation techniques,
provision of agricultural advisory and extension services, and the use of treated sewage
effluent in imgation. Although the plan accomplished some of its objectives, there
has been, as described earlier, an increasing trend in groundwater withdrawal, particularly
for agriculture purposes, indicating that further water management efforts are still

required.

The idea of communal wells was, once again, proposed as part of the Central Irrigation
Project. The aim of this project was to define management strategies to reduce
abstraction from the Dammam aquifer and secure its long term availability, while at the
same time optimising agricultural productivity by re-using TSE for irrigation (RMI,
1984). The consultants suggested three groundwater management alternatives. These
included: a centralised supply and distribution scheme; an individual bore management
scheme that embraces metering and licensing, supported by charging policy for excess
water use; and a composite water management scheme that combines the first two
alternatives, with a centralised system to be confined to the zones of higher abstraction.
Despite the fact that the composite option was favoured over the other options because of
its relative social, political, economic, and technical viébility, it was not tmplemented.
Instead, individual bore management scheme was adopted in the mid-1980s, but

unfortunately without a licensing system or imposition of charges for excess water usage.

Khater et al. (1991) suggested a planning framework for the development of water
resources in Bahrain, stating that water use analysis based on the most probable
future conditions, water saving measures, public awareness, and alternative sources of

water were key issues in the planning for the development of such limited water supplies.
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In view of the increasing cost of providing domestic water because of the introduction of
a desalinated supply, water demand management has become a necessity. Measures that
have been adopted to control the demand for domestic water involvé leak detection,
distribution network rehabilitation, metering and pricing mechanisms, a consumption
ceiling policy, and educational campaigns on water saving (see for example Al-Mansour,
1992; Qamber, 2001; Al-Maskati, 2001). As disclose_d by Al-Mansour (1992), these
measures have contributed significantly to restraining the domestic water demand. The
enhancement of the institutional arrangements was also considered essential for
legislation enforcement and improvement of the institutional functions within the water

sector (Al-Noaimi, 1993).

Previous works on the water management in Bahrain include an attempt by Khater
(1994a) to re-allocate the water resources based on actual water requirements, taking into
account the country’s limited resources. He stressed the need for an urgent groundwater
management programme in order to prevent the otherwise inevitable total loss of the
remaining relatively fresh Dammam aquifers groundwater. By implementing such a
programme, the author argued, a gradual reduction in groundwater abstraction of about
100 Mm® is anticipated by the year 1997, out of which 66 % represents the expected gain

in the agricultural sector and 34 % in the domestic sector.

Water Demand Forecasting

GDC (1980b) produced a groundwater demand projection for the Dammam aquifers for
the year 2000 based on a simple extrapolation of historical trends. This represents the
earliest work on the projection of groundwater demand. The results indicated that a total

of 167 Mm® would be required to meet the overall demand by the year 2000, assuming
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that an additional amount of about 23.4 Mm® of desalinated water, plus what was then
available (8 Mm®) would be available for municipal consumption starting from the year
1985. No allowance was made for a possible increase in the desalination output beyond
this year. The projection also showed that if the desalination capacity remained at
8 Mm’ year”, the gross groundwater demand would reach 193 Mm® by the end of the
projection period. While both the municipal and industrial demands were projected to
continue increasing, the consultant assumed that the improvements in irrigation practices
would reduce agriculture demand by 10 Mm®. The probable contribution of TSE in
meeting part of the agricultural demand was not considered in this projection. The spring
flows were projected to decline to 5 Mm” in the year 2000, in line with the decline rate

observed since 1924.

The average daily per capita consumption, with the peak summer demand to the average -
annual daily demand ratio (peak factor) being taken at 1.25 was used to estimate the
municipal water demand for the year 1985 (MWPW, 1979). The per capita averages
were calculated at 318 and 272 lpcd, or 70 and 60 gpcd for the urban and rural areas,
respectively. The demand was projected as a direct product of the gross per capita and
the low population projection, which envisaged stabilisation of the Non-Bahraini
population at its 1978 level, and an annual increase in the Bahraini population by 3.2 %
from 1978 to 1985. Allowances had been made where appropriate to cater for the water
requirements of the existing and foreseeable industrial and commercial developments.
The generated average municipal demand for the year 1985 totalled about 50 Mm’, and

was projected to increase to 62.4 Mm”® during the summer peak.

In 1981, these estimates were reviewed and updated, and were extended up to the year
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2000 (MWPW, 1981). The water demand here was aliso treated as a simple linear
function of the per capita municipal water use and the population growth over the
projecﬁon period. The results showed that the projected total municipal demand is
expected to reach 79.6 and 142.7 Mm? for the years 1985 and 2000, respectively. This
included the industrial demand, which accounted for 14.2 % (11.3 Mm®) and 11.6 %
(16.6 Mm®) of the total municipal demand, respectively, for the years 1985 and 2000. It
should be noted here that although the report made some assumptions regarding socio-
economic and demographic factors that might have some influence on the water
consumption, the effect of these factors on the projected demand was not quantified.
Perhaps this was to allow some flexibility to the projection through theoretical but rather

implicit assumptions.

It is more likely that the assumed per capita daily consumption rates were not derived
from historical-trend values; alternatively, they were considered reasonable only if the
planned conservation campaign and the leak detection programmes were successfully
implemented. In fact, the per capita consumption in some areas such as Manama and Isa
Town was by then as high as 477 Ipcd (105 gpcd). The municipal water demand was re-
estimated through the year 2001 based on the historical water use patterns, taking the
peak daily demand as the projection criterion (MWPW, 1988). The projection showed
that demand would continue to increase by about 64.7 % from the base year level of
106.8 Mm® to 175.9 Mm® in the year 2000. When compared with the 1981 projection
results, these demand figures were, apparently, very high and did not reflect the actual
municipal demand. It appears that the peak daily demand criterion was adopted only
to emphasise the critical water supply situation witnessed during the late 1980s. As

possible explanation, it appears that the over-enthusiasm by the planners to promote their
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case led them to over-estimate the demand. Such a tendency can always be expected in

countries faced with severe water problems.

Al-Noaimi (1988; 1989) provided a groundwater demand projection for agricultural and
industrial water uses for the year 2000.  This projection was based on the historical
trend in groundwater abstraction, growth/decline in agricuitural land, and the planned
industrial developments. These were supported by some assumptions, including the
contribution of TSE and possible control of the new groundwater regulations on the
abstraction patterns. The total municipal demand resulting from the MWPW (1988)
projection, less the projected desalination capacity, was considered reasonable to
represent the groundwater municipal demand. According to Al-Noaimi (1988), the
irrigation demand was projected to continue increasing to a maximum of 140 Mm® in
1992, but would then decrease as a result of the probable contribution of TSE, coupled
with the anticipated reduction in agricultural land. Beyond this year, however, the demand
for irrigation water was expected to stabilise, and to remain at nearly the same level as the

base year demand towards the end of the projection period.

The annual municipal demand was projected at 102 Mm’, assuming no additional
desalination capacity above what was then available (63 Mm® - inclﬁding output from
Ad-Dur Plant) was achieved. The report anticipated that the abstraction from the
Dammam aquifers to meet the industrial demand would progressively decline at the same
rate as observed during the previous nine years to about 2 Mm’. In contrast, the industrial
withdrawal from the Rus - Umm Er Radhuma was projected to increase to 10.5 Mm’ in
the year 2000. This was because industrial water users were expected to switch to this

aquifer to meet their demand, in response to the groundwater regulations that encourage
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industrial consumers to tap this aquifer, and to retain the Dammam groundwater for
municipal and . agriculture purposes. Consequently, the total projected groundwater
demand was estimated at 264.5 Mm®, of which 224 Mm® was projected to be withdrawn

from the Dammam aquifers and 40.5 Mm? from the Rus - Umm Er Radhuma aquifer.

A water demand forecast model using the component analysis approach was employed to
forecast the municipal demand up to the year 2005 (Mott McDonald, 1997). Three
components were considered: legitimate consumption, unaccounted-for water, and other
water uses. The key inputs to the model were the trends in per capita water use and
commercial/industrial demands, population forecast, and growth in gross domestic
product (GDP). The per capita municipal consumption (including commercial 'and
industrial water uses and the unaccounted-for water) was taken at 424 Ipcd (93.3 gpcd) in
the base year (1996) and predicted to increase to 440 Ipcd (96.8 gpcd) by the year 2005
(Mott McDonald, 1997). The previously stated peak factor of 1.25 was adopted to

calculate the peak daily demand.

The total billed and unbilled commercial and industrial consumption, future planned
industrial developments, and the estimated total self-supplied consumption were used to
forecast the commercial and industrial demands. The unaccounted-for water from
leakage was estimated to reduce from 14 % of the total water supplied in 1993 to 8.6 % in
2001 in response to the leak detection programme. No further reduction was envisaged
beyond this date. The other unaccounted-for water was estimated to decrease from 1.5 %
in 1993 to 1.0 % in 1996. The forecast indicated that the municipal demand in 2005
would reach 209.6 Mm’, representing a net increase of 32.2 % over the base year demand

of 158.5 Mm’.
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The above figures represented the base case forecast, where a medium population and
GDP growth were envisaged. Three additional alternative forecasts were also
investigated: the high forecast, low forecast, and the demand management forecast. The
high forecast assumed high population and GDP growth, whereas the low forecast
envisaged low population and GDP growth. The demand management forecast adapted
the base-case forecast assumptions, plus making suitable allowances for impl_ementation
of certain demand management practices. The municipal water demands at the end of
the projection period for the three alternative scenarios were, respectively, 231.9, 192.8

and 189.7 Mm®.

Recently, a demand model was developed to forecast the groundwater demand for the
time span 1999 - 2020 (Abdulgaffar, 1999). The demand-determining variables were
chosen to be the historical trend values of groundwater abstraction and population growth.
The total demand for the year 2020 wa.;, predicted to be about 549 Mm’, indicating a net
increase by around 124.1 % from the base year demand of 245 Mm®. This prediction
assumed the medium population projection. A further two alternatives were examined to
represent the effects of assumed population policies on the total groundwater demand.
The first scenario assumed an annual reduction in the Non-Bahraini population from
3.39 % to 1 % from 1999 to 2020, while the Bahraini population continues to grow at the
same rate. The second scenario was based on the assumptions that the Non-Bahraini
population would remain constant at the 1998 level up to the year 2020, and that the
Bahraini population would increase normally. The groundwater demands for these

alternatives for the year 2020 were projected to be 451.7 and 423 .4 M, respectively.

Zubari (1999) projected water requirements for the agricultural and municipal sectors in
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Bahrain for the years 2005 and 2010, with contributions from groundwater, desalinated
water, and TSE being separated. The industrial sector cc;nsumption was assumed to
remain at its current level (i.e. less than 10 Mm® year'). The author assumed that all
available TSE would be used in irrigation, and that the annual increase in water
requirements observed during the previous 10 years would also continue during the
coming 10 years. Total water demand for the year 2010 was projected to reach
406 Mm®, of which 240 Mm’® represented the agricultural share, and 166 Mm’ was for

municipal demand.

Literature devoted to forecasting the irrigation water demand is scarce and is primarily
concemed with future irrigation requirements from TSE. An estimate of the TSE
irrigation .water requirements was first reported by McGowen (1975) at an average of
30,000 m® per hectare per year (m’/ha/year) for agriculture and 20,000 m’/ha/year for
landscape irrigation, but this was considered to be an underestimate. The utilisation of
TSE began in 1985, and since then, the potential of this source to meet the imgation
demand has been widely investigated (e.g. ACE, 1984; ACE, 1989; ACE; 1990; PES,
1995; ACE, 1997). ACE (1984), for instance, suggested that about 19.7 Mm? of the TSE
would be needed for agricultural uses in 1995. This amount was projected to increase by

85.7 % to 36.6 Mm® in 2010.

As ‘part of Phase Il expansion, a total irrigation demand (including landscaping
requirements) for the year 2000 was estimated at 57.6 Mm®, assuming an application rate
of 70 m* per hectare per day (m’/ha/day) (ACE, 1989). Later, in 1990, a separate
landscape irrigation demand figure of 10.3 Mm® for the same projection year was

presented by ACE (1990). PES (1995) produced the most detailed account on the
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irrigation water requirements, in which the total irrigation demand was projected to reach
80.7 Mm® by the 2010. Out of this figure, TSE was estimated to represent about 79.7 %
or 64.3 Mm®.  Higher estimates for the same projection period were reported by ACE
(1997). Evidently, such an overestimation is attributed to the increase in the
assumed application rate from 70 to 90 m*/ha/day. The generated demand for the year
2010, which was a product of the application rate and the total irrigafed area, was
computed at 93.7 Mm®. This level of demand represented a net increase of 35.6 % above

the year 2000 level of 69.1 Mm”.

Methodological Framework

In broad terms, there are two approaches documented in the literature to modelling and
forecasting water demands; namely, the statistical approach, and the
engineering/programming approach. The statistical approach embraces two major
techniques: namely, the extrapolative and analytical techniques. The former is concerned
with prediction of the future value of the variable under consideration from the projection
of past trends, using the so-called time-series analysis (Gardiner and Hernington, 1986).
The analytical‘technique attempts to explore the possible functional relationships between
the quantity of water demanded and other explanatory variables by infering from a set of
observations on many users at a point in time, using specific methods of analysis
(Gardiner and Herrington, 1986; Bower et al,, 1984; Kindler and Russell, 1982). The
engineering approach attempts to construct a water-demand relation from fairly detailed
engineering knowledge of the production or consumption unit processes, and the
associated substitution possibilities carried out by the activity (Kindler and Russell,

1982), using the mathematical (usually linear) programming procedure.
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The trend extrapolation method was widely used over the past decades, but is now in
increasing disfavour, primarily because it is often possible to obtain very different
predictions from trends which fit past data almost equally well, in addition, it is
intellectually indefensible to assume, as does most extrapolation, that past trends will
continue into anything more than the short-term future (OECD, 1989). The fundamental
shortcoming of the trend extrapolation analysis is that it does not incorporate certain
variables which might have significant effect on the forecast. For instance, Batchelor
(1975), presented proofs of the failure of the extrapolative forecasts in England because
of ignoring the importance of water-using appliances as demand-determinant variables.
He observed that water demand is significantly influenced by vartations in household
technology. Power et al. (1981) stated that predictions of water use with the extrapolation
of previous trends in per capita consumption are not able to account for changing patterns
in the various factors affecting consumption. Grima (1973) and Park (1986) highlighted
the importance of the policy and socio-economic vanables in forecasting water demands.
Archibald (1983) shared the same view, and found that trend projection normally over-
estimates future demand because it cannot reflect some important demand relevant
variables, such as a change in technology, and concluded that forecasts employing such

methods are often likely to be highly inaccurate.

Rees and Rees (1972), examined the simple trend extrapolation forecasts of 1966,
adopted by the Water Resources Board (WRB) for England and Wales, and observed that
the forecasts were well above the demand levels which would be expected from the best
estimate of past trends and, hence, resulted in needless excessive supply capacity
installations. Rees and Rees suggested an alternative forecast that also uses the past

trends in total consumption, but takes into account the effect of the weather conditions.
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The forecasting equations were obtained by least squares regression, with total water
consumption and per capita consumption being the dependent variables, and time and

mean summer rainfall as independent variables.

The problems associated with the use of extrapolative forecasts were also
investigated and seriously questioned by Herrington (1973), Kindler and Russell (1984),
and Archibald (1986). For example, by assessing the 1966 forecast of the Water
Resources Board, a significant overestimate of some 20% was uncovered (Herrington and
Tate, 1971 reported in Batchelor, 1975). However, although Herrington (1973) believes
that, in a general sense, extrapolative techniques are inferior to analytical techniques, he
observed that in the case of metered industrial consumption in England and Wales, the
former produced better explanations. His findings also suggested that for the metered
municipal consumption in the Trent River Area, both methods yielded almost consistent
results. Mitchell and Leighton (1977) presented a useful comparison of multivariate and
trend extrapolation forecasts with actual water use in Canada. They postulated that both
the muitivaniate and trend forecasting procedures provided encouragingly accurate results
when compared to actual water use, though multivariate procedure showed more

precision.

In a comprehensive empirical study that compared trend extrapolation with more
sophisticated analytical forecasts, Makndakis er al, (1982), confirm that more
sophisticated methods are not necessarily more accurate than simpler ones.
Dzegielewski and Boland (1989) compared the results of a per capita forecast and the
IWR-MAIN forecast, and concluded that the per capita method might often capture the

trend in water use but would not identify its causes. The United Nations (1976) argued

50



that the superiority of analytical models over extrapolative techniques lay not in their
greater accuracy, but in their capability of assessing the consequences of various
assumptions and policy options, which is the underlying principle of the altemative
scenario approach. Gardner and Herrington (1986) also believe that accuracy is not
the only criterion of interest, and that the choice of method must also depend upon the
type of data, type of series and time horizon of the forecast, as well as upon budgetary

constraints.

Recently, however, preference in the literature has been towards the rather more
sophisticated analytical techniques. Within the context of these broad analytical
techniques, a number of forecasting methodologies have been proposed by various
workers. Archibald (1983), for instance, suggested an approach that disaggregates the
water uses into different components; in each component the demand is calculated as
from its characteristics, and the total demand is made up from the sum of the component
demands. The importance of such disaggregation stems from the fact that the major
difficulty in forecasting water demand is its multiplicity of uses, each with a different
potential rate of growth in demand. This approach has been emp]oyeﬂ to forecast the
domestic and industrial water demands in England and has produced far better results

than the traditional time series and multiple regression methods.

An approach similar to the disaggregated (components) approach was also developed in
the United States (Power, et al., 1981), and is termed the deterministic approach. This
modelling approach, according to the authors, tends to divide total consumption into its
components and then allows for changes which affect these components separately. The

component demands are then combined to give the total predicted residential
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consumption. Such an approach was applied to forecast the residential water demand in
Townsville, Australia, by breaking it down into a lawn water requirement and an in-house

use, and proved capable of producing reliable results (Power, er al., 1981).

Another demand forecasting approach that resembles the previously described
components approaches in a methodological sense, but differs in its analytical technique,
was developed by the Institute of Water Resources of the U.S. Army Corps of Engineers
to forecast urban water demand. This approach is incorporated into a computerised
forecasting model, named the IWR-MAIN model. It disaggregates the water demand into
a large number of categories, each consisting of a relatively homogenous group of water
uses, and then links the water use in each category to the factors that determine the need
for water as well as the intensity of water use (Dziegielewski and Boland, 1989). The
researchers argued that the main advantage of this model is that it takes into account
several demand determinant factors, such as the price of water and wastewater discharge,
household income, number of persons per household, weather and conservation factors;

besides it allows for further inclusion of other variables.

A discrete choice approach, which investigates the effect of water source choice on water
demand in countries where several choices of public water supply are usually presented to
the consumers, was introduced in the water demand literature by Mu, et al., (1990). They
based their argument on the fact that models in developed countries can treat water as a
homogenous goods, but this is not possible, for example, in an African village because
water is a heterogeneous goods, with each source possibly providing water of different
quality, reliability, and convenience in terms of accessibility. They analysed the

functional relationship between the households’ source choice decision as dependent
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variables, and the other explanatory variables, based on a survey of a sample of
households in a village community in Kenya. The results suggest that the households’

source decisions are influenced by the price of water and collection time.

More recently, in 1997, Clarke er al. proposed a new methodology for estimating
household water demand using a modelling technique called microsimulation, which
involves the estimation of micro-level data using chain conditional probabilities.
Microsimulation has been successfully applied to the entire city of Leeds to estimate
water demand by wards and enumeration districts. It was shown (Clarke, et al., 1997)
that this method is data-efficient, capable of predicting demand for 200,000 households
by a small area, from a sample of 4,000 households, and has the potential to reflect

population dynamics and attributes.

A large number of analytical studies in demand forecasting have appeared in the literature
since the classic work of Howe and Linaweaver of 1967 has been published (Martin and
Thomas, 1986). The vast majority of the literature cited has focused on the modelling
and forecasting of residential and municipal water demands, whilst a relatively limited
amount of literature has dealt with the agricultural and industrial water demands. The
literature cited has shown that the demand for water is a function of a number of
demographic, socio-economic, physical, technological, climatic, geographical, cultural,
and attitudinal variables. The following paragraphs discuss some of the factors which
appear in the literature to have influence on water use in the various water use activities,
along with the main modelling approaches adopted and key methodological issues raised.
Because each activity of water use responsds to a particular set of variables, it would

seem wise to review the literature based on the influence of each of those variables
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separately.

Household Size

Water consumption is expected to increase as the number of persons per household

increases up to a certain point, beyond which per capita consumption decreases as the

household s_ize in_p_reasgs. This is because there are economies of scale of water use with
respect to household size (Grima, 1971; Morgan, 1973; Darr ef al., 1975; 1976; Ti-llman
and Bryant, 1988). The reason for the expected negative sign of the beta coefficient in
the case of this variable is that some uses of water (i.e. car washing, garden watering,
clothes washing, etc.) take place regardless of the household size (Darr er al., 1975;
Bannaga; 1979; Bhattacharya; 1982). Grima (1972) further elaborated that as the number
of persons in dwelling unit increases water uses are averaged over a larger number of

persons.

The number of occupants has been found to be a valid predictor in a number of domestic
water demand studies. For example, Howe and Linaweaver (1967) empirically showed
that the number of persons per household determines an approximate total domestic
usage, reflecting any economies of scale that may be possible in water use. Morgan
(1973) used models of linear and log-linear forms to estimate the domestic water demand
in Santa Barbara, California, based on analysis of a cross sectional data, supported by an
opinion survey of a sample resident. In all the models developed, the obtained
coefficients suggest that the number of people per dwelling unit is a significant
determinant of water demand per dwelling unit, with per capita water use decreasing as

family size increases.
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For a sample of 1,892 metered and unmetered residents in four urban areas in Israel, Darr
et al. (1975), stated that the number of persons per household is a valid predictor of water
consumption in three urban areas, with elasticity ranging from -0.28 to -0.53.  The total
number of persons per family is strongly associated with the average monthly
consumption per family in Panang Island, Malaysia, explaining almost 40% of the

variance in household water consumption (Katzman, 1977). A study by Feachem ef al.
(1978), quoted in Bhattacharya (1982), provided further evidence of a decrease in per
capita consumpt.ion with an increase in household size. According to Bannaga, (1979),
household size also appeared to be one of the important parameters affecting water
consumption in the town of Elobeid, Sudan; a unit increase in household size would
reduce the per capita consumption by 0.277%. The result was statistically significant at

the 1% level.

On the contrary, household size was found to be insigniﬁcant in explaining residential
water demand in two other water use studies: in Metro Manila (Palencia, 1988) and in
Central Pennsylvania (Seaker and Sharpe, 1988). Multiple regression techniques have
been used to analyse past water use data by customer class in San Francisco (Metzner,
1989). The derived function indicates that the number of persons per household is
strongly associated with average water consumption. Rather surprisingly, the number of
persons per household is positive and is significant only in the western region of the
United States; the other regions’ coefficients are also positive, although not significant
(Nieswiadomy (1992). In a cross-sectional survey of 473 family homes in Rammallah
City (West Bank), Mimi (1999) concluded that number of occupants per household is
statistically significant at the 0.05 level, with a slope coefficient of -8.374, though his

reported mode! includes a number of insignificant variables and possibly suffers from
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multicollinearity problems as indicated by its high R? value. Household size, according
to Gunatilake er al. (2001), also explains a significant portion of the water consumption in
Kandy, Sri Lanka, the obtained slope coefficient was significant at the five percent

probability level.

Hon_lsehol_dllfer capita Income

Many studies demonstrate a positive relationship between water use and income per
household or per capita (Larson and Hudson, 1951; Billings and Jones, 1996; Berry and
Bonem, 1974; Bryant and Tillam, 1988). Headley (1963) states that the income variable
represents not only an ability to buy but also stands as proxy for such influences as water-
using appliances, such as number of dishwashers and washing machines, the number of
bathrooms, and the area of lawns and gardens. Obviously, water consumers tend to own
more water-using appliances, swimming pools, and private gardens with the increase in
tﬁeir income. Also, water consumers tend to be less concerned about their water bills as
their income goes up. The responsiveness of the quantity of water consumed to inlcome
level is measured by the income elasticity of demand, which is the percentage change in
the quantity of water demanded, associated with the percentage change in household or

per capita income, holding other factors such as price constant.

Headley (1963) used the median family income per year as an independent variable to
study the relation of family income to the use of water for residential and commercial
purposes from time-series data in the San Francisco Metropolitan area. His linear model
yielded income elasticities of demand ranging from 0.0 to 0.40. Using a linear equation
from cross-sectional data analysis of domestic consumption in metered public sewer areas

in the United States, and the property value variable in thousands of dollars as a surrogate

56



for income, Howe and Linaweaver (1967) measured an income elasticity of
approximately 0.35. Average household income was shown to be a significant predictor
of the per capita municipal water demand in Chicago, with a correlation coefficient of
0.195, significant at the 0.02 level according to Wong (1972). A bivariate regression
model relating the average daily municipal water use to the per capita income was
developed by Berry and Bonem (1974), and yielded the regression equation of the form:
q = 25.1 + 0.059y, with R? = 0.766, where q is the daily municipal water use in gcpd, and
y is the per capita income in dollars. Darr et al. (1975) also noted that income per capita

is one of the principal factors influencing water consumption in Israel.

A cross-sectional analysis of a random sample of 1,400 households in Panang Island,
Malaysia, indicates an income elasticity of demand of zero for low-income families and
an elasticity of 0.2 to 0.4 for higher income families (Katzman, 1977). Hanke and de
Mare (1982.) argued that a pooled time-series cross-sectional analysis yields more
efficient estimators for regression equations than either pure time-series or pure cross-
sectional analysis because, among other reasons, pooling allows researchers to include
variables that vary over time or over household but do not vary over both dimensions.
The analysis of their pooled data for the city of Malmo, Sweden, derived a linear model

that showed a statistically significant income elasticity of 0.11.

Cochran and Cotton (1985) used simple linear and logarithmic equations from a
longitudinal survey in Oklahoma City and Tulsa, which indicated that average price and
per capita income were predictive variables for Oklahoma City’s water demand, while
only per capita income was found to be a valid predictor for consumption in Tulsa. Per

capita income was found to be statistically significant at the 0.01 level, with beta
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coefficients of 6.1852 and 0.5793, and R? of 0.94 and 0.93, for the linear and log—linear'
models, respectively. However, these high R? values for cross-sectional data may
indicate presence of multicollinearity. In a study by Bryant and Tillman (1988) using
time-series data from the City of Hays, Kansas, family income was shown to be the best
predictor for water demand in the area, explaining 39% of the vanation in water
consumption. Empirical evidence from the study suggests income elasticity of demand

in the range from 0.264 to 1.744.

A derived linear regression equation for time-series data from Metro Manila (Palencia,
1988) was in the form: RU = 20.129 + 0.0253Y - 18.926 - 1.776DP. The Y variable
(average income per month per household) was significant at one percent significance
level. The estimated elasticity of demand with respect to this variable was 0.541. In the
work of Gunatilake et al. (2001), a set of demand functions were tested, of whiéh the log-
log model was found to provide better statistical results. Income elasticity had a positive
sign, but was inelastic (0.08), indicating that income increase will only have a marginal
impact on water consumption. Using monthly aggregate data from 1994 to 1998, Hussain
et al. (2002) developed residential water demand models of both linear and log-log forms.
In the linear model, the income (per capita GNP was used as a proxy for income)
coefficient was 1,765.28 and was statistically significant at the 1% level. The resulting
income coefficient from the log-log specification was 0.47, again statistically significant
at the 0.001 level. The estimated income elasticities of demand were 0.43 and 0.47 for

the linear and log-log specifications, respectively.

Price of Water

On the basis of consumer demand theory, one would expect that water consumption at
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both aggregated and disaggregated levels is sensitive to price change. Empirical evidence
from numerous water demand literature suggests that, particularly in metered
consumptions, demand for water is price-inelastic, and is negatively correlated with
quantity demanded (the higher the price of water, the lower the water use will be). The
term elasticity refers to the responsiveness of the quantity of water demanded to a change
. in price (i.e. represents the percentage change in the quantity of water consumed divided

by the percentage change in its price).

The literature dealing with the price/water demand relationship has grown steadily in size
and sophistication throughout the past several decades (Carver and Boland, 1980).
Numerous water demand studies have investigated the impact and elasticity of price on
water demand (Gottlieb, 1963; Howe and Linaweaver, 1967, Wong, 1972; Young, 1973,
Turvey, 1976, Gibbs, 1978; Foster and Beattie, 1979; 1981; Griffin er al., 1981; Hanke

and de Mare, 1982; Billings, 1982).

A great deal of controversy in this literature revolves around the choice of the appropriate
price specification to include in regression equations. While some researchers (e.g.
Gottlieb, 1963; Wong, 1972; Young, 1973; Foster and Beattie, 1979; 1981) utilised
average price variable models, which yielded price elasticity of demand ranging from
- 0.33 to - 0.656; others, including Howe and Linaweaver, 1967, Turvey, 1976; Gibbs,
1978; Billings and Agthe, 1980; Griffin et al., 1981; Billings, 1982; Howe, 1982 have

developed marginal price variable models that also showed significant price elasticities.

More recent work shows that there has been a reluctance to use the average price

approach, especially when block rate pricing strategy is being implemented. For
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example, (Gibbs, 1978, Griffin er al., 1981) claimed that the average price is unsuitable
for use in investigating the effect of price on water consumption, on the ground that
average price models significantly overestimate the response of consumption to price
change. They consequently concluded that the appropriate measure of customer
responsiveness to increase in price is the marginal price. Foster and Beattie (1979, 1981)
opposed this. view by arguing that the results of the water demand studies support their
view that price specification conforming to marginal analysis is not necessary. This
school of thought, as explained by Young (1996), contends that because water represents
a small portion of expenditure, consumers do not find it in their interest to become
informed on the details of the rate schedule;, so marginal price is less relevant than

average price.

Billings and Agthe (1980), added another dimension to this debate by claiming that both
average price and marginal price alone were not sufficient to determine the demand
function in the case of block rate pricing structures. In their own words “.... while using
average price alone tends to produce large estimates of price elasticity in the block rate
system, using marginal price alone would result in income effects not properly accounted
for’. They, alternatively, suggested two price-related variables: the marginal price
variable and the difference price variable (which represents the difference between the
actual payment for water and what the payment would be at the marginal price). Foster
and Beattie (1981) rejected this argument by stating that the empirical work of Billings
and Agthe gave scant evidence that marginal price and difference price variables were the
proper specification in demand studies of an aggregate nature. They used an ordinary
least squares to estimate multiple regression coefficients using both maginal price and

average price specifications. Their results indicated that the average price model would
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appear to be superior in terms of the amount of variance explained, parameters estimates

and their significance, and F statistics.

The works by Gibbs (1978) and Nieswiadomy (1992) provided excellent and interesting
discussions on the difference in estimation between the average price and marginal price
models. While the former observed that average price models tend significantly to
overestimate the consumers response to change in price, the latter strongly indicates,
using Shin’s (1985) price perception model (a model that tests whether consumers react to
average or marginal price) that consumers react more to average price than to marginal
price. Ziegler and Bell (1984), tested the null hypothesis that there is no significant
difference in the estimates of industrial water demand using either average or marginal
prices. Their findings suggested that the use of average price provides a better estimate of

water use in terms of statistical fit and predictive capabilities.

Martin and Thomas (1986), questioned whether this emphasis on econometric precision is
necessary where policy-making rather than methods development or testing of theory is
concerned. They argued that irrespective of what model is the true model, important
policy conclusions might be made without econometric study or precise knowledge of
point price elasticities. At this point, it seems that the choice of a specific price variable
to estimate and forecast the demand for water, or perhaps even ignorance of price effect if

a given system or situation imposes such an approach, will remain an open issue.

Nevertheless, as already mentioned, water demand models with price variable included in
the specification are abundant in the literature. From cross-sectional data of 39 master-

metered residential areas in the United States, Howe and Linaweaver (1967) formulate
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models of residential water demand that differentiate not only between domestic (in-
house) and sprinkling uses but also among metered, flat-rate, septic tank, and apartment
areas. Domestic demand, which was estimated using a linear equation, was found to be
relatively inelast_ic with respect to price, with price elasticity of -0.231.  Sprinkling
demand was estimated using a log-linear functional form. The results showed a price
elasticity of -1.12 for all metered areas, and price elasticities of -0.70 for the western
region and -1.57 for the eastern region. The maximum day sprinkling demands were

found to be inelastic in the west but relatively elastic in the east.

Wong (1972) used an ordinary least squares regression model to study the municipal
water demand in Chicago, Illinois, using pooled time series and cross sectional data, with
the average price being an explanatory variable. For the time-series data, while price was
found to be an insignificant predictor (elasticity -0.02) in Chicago, it was significant at the
5% level for Chicago’s outside communities (elasticity -0.28). The price elasticity of
demand for the cross-sectional data was found to be higher than that of the time series
analysis, ranging from -0.26 to -0.82 for Chicago and outside communities, respectively.
Young (1973) demonstrated a shift in the price elasticity of demand using two sets of time
series data of Tucson, Arizona. Price elasticities of -0.63 and -0.41 were reported for the

1946 — 1964, and 1965 — 1971 data sets, respectively.

Bannaga (1979) noticed that water pricing in Elobeid, Sudan, varies between areas inside
the town; this variation is linked to the accessibility to water. The partial correlation
coefficient (-0.195, significant at 0.003 level) in his model indicates that a negative
relationship exists between water consumption and cost of water. Gibbs (1978) illustrated

the difference of price elasticities for two models: one utilised average price, the other

62



marginal- price. Elasticities estimated were -0.62 and -0.51 for the average price and
marginal price models, respectively; both coefficients were statistically different from

zero at the 0.01 level.

A dynamic model that explicitly took into account the dynamic relationship between the
currel'n and past data in a form of year-to-year linkage was developed by Agthe and
Billings (1980). This model, which was used to estimate the residential water demand in
Tucson-Arizona, allowed estimation of both long and short-run price elasticities of
demand using both linear and log-linear form equations. Hanke and de Mare, in 1982,
applied an ordinary least squares model to estimate the impact of price changes on the
demand for residential water in Malmo, Sweden, using pooled time series, cross-sectional
data. Their model showed an average marginal price elasticity of demand of -0.15, and
yielded a very low R? (0.259), which was considered satisfactory for such a pooled

analysis.

Thomas and Syme (1988) employed a survey-oriented approach, in which consumers are
asked to state their willingness to pay, or reaction to a possible increase in water price.
Although this method had been widely used to estimate the values of non-measurable
variables, Thomas and Syme found it very useful in identifying the demand-price
relationship of different components of household use. On the basis of cross-sectional
data from Rammallah District (West Bank), Mimi (1999), reported that price correlates
inversely to water use (elasticity -0.374, significant at 0.001 level). Time-series monthly
data for a six-year period (1994 — 1999) for randomly selected 40 households were
analysed by Gunatilake ef al. (2001) to estimate the demand for domestic water in Sni

Lanka. Price elasticity (marginal) was estimated to be -0.34, significant at 0.05 level
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Agthe and Billings (2002) examined the effect of price on water use per apartment.
Their model was developed using ordinary least squares regression for winter and
summer water demands in Tucson, Arizona. Water price was found to be significantly
and negatively related to apartment complex water use for both seasons. Price elasticities

of -0.73 and -0.45 were estimated for the summer and winter demands, respectively.

Investigations by Thompson and Young (1973), De Rooy (1974);» Ziegle;' and Bell
(1984); Renzetti, (1988); Hussain et al. (2002) and others, demonstrated that price had
also a significant effect on industrial water demand. De Rooy, in 1974, explained the
sensitivity of the industrial demand to changes in price. The application of his approach
(mix-fegression) yielded some important evidence that industrial firms generally respond
to an increase in water price by reducing their water use. In a study conducted by Stone
and Whittington (1984) for the Dutch paper industry, the authors found effluent charge (a
proxy for price of water) statistically different from zero at more _than 9;% conﬁ;ience
level and had the expected negative sign. William and Suh (1986) addressed the
price/water demand relationship in the commercial and industrial sectors. Their ordinary
least squares model of log-linear type showed that demand in the commercial class was

relatively price inelastic, irrespective of which price measure was selected, and that the

industrial water consumption was relatively more sensitive to price variation.

A double-log model (Renzetti, 1988) was used to model the industrial water demand in
British Colombié, Canada, for four aspects of demands; intake, treatment prior to use, re-
circulation, and treatment prior to discharge for four manufacturing sub-groups. The
resulting figures showed water intake price elasticities range from -0.12 to -0.54.

Separate water-demand functions for residential, commercial, and industrial sectors were
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estimated using monthly time-series data (Hussain ef al.,, 2002). In general, the price was
found to have a significant effect on water demand, and this effect was much higher for
the industnal sector than for the residential and commercial sectors. Estimated price
elasticities were -0.18, -0.17, and -1.34 for the residential, commercial, and industrial

water demand, respectively.

Property Value

Property value in the water demand literature is normally used as a surrogate variable for
income. Generally, a positive relationship is observed between water consumption and
household rateable value. In a comparison of per capita residential water use in five
towns in Detroit Metropolitan Area, USA, Bogue (1963) cited in Bhattacharya (1982),
showed that the average daily per capita water use increased from 75 gallons to
136 gallons as average home value increased from $11,000 to $28,000. In the model
developed by Howe and Linaweaver (1967) for domestic dgmand, market value of the
dwelling unit was found to be a significant predictor of water demand, with a correlation
coefficient of 0.76. Linear and log-linear equations were fitted to a sample of metered
single unit-dwellings (Grima, 1973). Assessed sales value of residence in hundred of
dollars was among a number of variables hypothesised to have an impact on total water

use, and was found to be statistically significant at the 0.01 level.

Thackray et al. (1978) observed that the average consumption within groups of similar
rateable values follows a reasonable linear trend, but the overall dispersion is very great
and the individual relationship between rateable value and consumption is found to be
very small. Average rateable value as an indication of group average consumption

explains 63% of the variation in water consumption, but rateable value as indication of

65



individual household consumption explains only 3% of the variation. Using pooled time
series cross-sectional observations for 261 residential households in Raleigh, North
Carolina, demand relations were estimated for total residential, winter, and sprinkling
demands (Danielson, 1979). The coefficient of house value was estimated to be 0.363

and was nearly identical to income elasticity for winter and total residential demands.

In a study of outside and total water uses of eight homes in Central Pennsylvania, it was
noted (Seaker and Sharpe, 1988) that there was a strong positive correlation between
assessed home value as a measure of income level and total per capita water use, with
more water being used in more expensive homes. Such a relation, however, appeared to
be insignificant in the case of outside water use. The analysis of winter data in metered
and sewered single-family homes from Anaheim, Southern California, using the TWR-
MAIN model, generated a statistically significant partial coefficient for the market value
of the housing unit (Dziegielewski and Boland, 1989). A unit ($1,000) increase in this
variable would produce a 0.994 increase in the quantity of water consumed (expressed in

gallons per day).

Type of Dwelling

Obviously, water consumption will vary depending on the type of dwelling, since the
latter normally reflects wide variations in factors such as plot size, number of rooms,
number of bathrooms, garden area, and diversity of household fixtures, etc. Age of
household may also be considered to be one of these physical factors. According to
Howe and Linaweaver (1967), a positive relationship appeared to exist between type of
dwelling and average annual quantity demanded for domestic purposes. Jenking (1973),

found that analysis of water consumption in Fylde, England, showed that 35% more water
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is consumed in private dwellings than in council properties. This was explained by the
additional water fittings in private properties. Thirty two percent of council dwellings
did not have any additional fittings compared to 13% in the private sector. In Malvern,
United Kingdom, privately owned dwellings consumption was 52% more than in council
dwellings, and that consumption per property per day showed a regular incremental

pattern with increase in plot size represented by the number of bedrooms (Jenking, 1973).

The type of dwelling on the contrary was not found to be a valid predictor in the case of
Eilat, Israel (Darr er al. 1976). Thackray er al. (1978), presented a useful comparison of
the per capita daily consumptions in different type of dwellings in Malvermn and
Mansfield, United Kingdom. Detached houses appeared to have more per capita daily
-consumption than other type of houses in both Malvern and Mansfield. This was also the
conclusion reached by Russac ef al. (1991) who discovered that detached houses had by
far the highest consumption, with bungalows using about half of that used by detached
houses, and flats and mixed accommodation using about 40% of the consumption of the

detached houses.

In their sprinkling demand model, Howe and Linaweaver (1967), reported that irrigable
area per dwelling unit was highly positively related to water consumption. Gardner and
Schick (1964) cited in Bhattacharya (1982), demonstrated that, in Northern Utah, per
capita garden area was a highly significant variable influencing the daily per capita
consumption. One percent increase in the per capita lot area was associated with a 0.15
percent increase in the per capita consumption. The responsiveness of the single-family
residential lot size as independent variable to the water use was estimated by Willsie and

Pratt (1974). Use of water by single-family residents was found to be highly responsive
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to changes in lot size.

In a double-log model developed by Clouser and Miller (1980) for two communities in
the United States, the number of bathrooms was found to be a weak predictor for per
capita water consumption. (Mimi, 1999), however, observed that the number of rooms,
garden area, and household area did not have a statistically significant effect on domestic
water consumption in the West Bank. In the case of number of rooms per dwelling, the
same conclusion was reached by Darr et al. (1976), who recognised that this variable was
highly correlated with the number of persons per dwelling unit; and found that it was
significant when included with the income vanable alone. Taher and Al-Saati (1999)
developed residential demand models on a cross-sectional survey of 195 randomly
selected households from the city of Riyadh, Saudi Arabia. The generated models
indicated that, although the obtained R? values were notably low, both the household type
and plot size were significant predictors. Consumers living in villas use more water than
those living in apartment buildings. In two of the three groups studied, plot size was the

major factor in explaining variation in water use.

Bhattacharya (1982) found that the influence of age of property on household water use is
a mixed one; for example, while old properties tend to have fewer fixtures which have a
negative effect, ageing increases leakage in the plumping system and, therefore, raises
invisible consumption. Howe and Linaweaver (1967) reported a very weak negative
relationship between tﬁe age of dwelling and the in-house domestic water use. The
relationship between the average per capita water consumption and the age of property
was well demonstrated by Thackray er al. (1978) in their Malvern and Mansfield study.

Their findings indicate that newer properties tend to use more water in terms of per capita
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consumption; this was primarily explained by the increase ownership of water-using
apphiances in the new dwellings. Hanke and de Mare (1982) also showed that the age of

the household was an important determinant of the quantity of water used per house.

Weather Variables

Factors reflecting climatic conditions appeared in the literature to have a major impact on
water use. This is particularly true in arid and semi-arid areas. Changes in these
variables are very significant when observed on a monthly or seasonal basis, such as
between summer and winter (Palencia, 1988). Wong (1972) noted that the average
summer temperature was an important correlate to residential water use in Chicago and its
outside communities. For the outside communities, outside average summer temperature
had the most significant effect; significant at the 0.02 level. By revising the WRD 1966
forecast for South-East England, Rees and Rees (1972) proved that inclusion of a weather
variable (mean summer-rai-nfall in ;his case) s;éniﬁcantly improved the forecasting
capabilities of the previous water demand models. Young (1973) observed that both
temperature and evaporation did not have significant effect on water use, while the
rainfall effect was found to be statistically significant at the 10% probability level for the
1946 — 1964 data set. The measured effect of rainfall implies a 4,000 gallons per year
decrease in consumption for each additional 1 inch of rain. For the 1965 — 1971 period,

however, the coefficient of rain was not statistically significant.

Willsie and Pratt (1974) developed a regression equation that relates average daily water
use to both average inches of precipitation per day, and average daily temperature. The
vanables explained about 91% of the variation in daily water use. Surprisingly enough,

climatological variables (rainfall and temperature) were found to be invalid predictors for
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the per capita water use in a number of New Mexico towns, but this finding was attributed
to insufficiency of precise data (Berry and Bonem, 1974). The work by Morgan and
Smolen (1976) focused on the use of various climatic indicators in estimating municipal
water demand. Three alternative climatic indicators were tested: potential evaporation
minus precipitation, temperature and precipitation, and monthly binary seasonal variables.
It was shown that temperature and rainfall provided the best climatic variables f9r a

model specification.

In his sprinkling demand function, Danielson (1979) noticed that the climatic variables
played a major role in estimating sprinkling demand. The obtained rainfall elasticity of
-0.206 indicates that an inch decrease in rainfall would increase water demand for
sprinkling by 5%. A 10% increase in average temperature was associated with an
increase in consumption of 51%, or over 14 gallons per house per day. Hansen and
Narayanan (1981) applied a time series regression model! for data from the Salt Lake City
Water Department; the average temperature, total precipitation, and percentage of
daylight hours were tested in the model as independent variables. All the weather
variables tested were significant, and all had the expected signs. Claborn er a/. (1988)
found that water usage is highly correlated with maximum daily temperature and
precipitation. Periods of significantly higher water use began when the maximum daily
temperature reached about 70 degrees F for a sustained period, and decreased suddenly in
response to rainfall. Using both maximum temperature and precipitation as independent

variables, a significant correlation coefficient of 0.725 was obtained.

Miaou (1990) examined monthly time series data from Austin, Texas, and noted that the

number of rainy days per month is a consistently better explanatory vanable, and that the
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proposed non-linear models outperform the linear models in describing water use
variations under different climatic conditions. Nieswiadomy (1992) also found that
rainfall and temperature variables were significantly different from zero in all regions of
the United States except the Northeast. The study by Hussain et al. (2002) estimated
demand functions for residential, commercial, and industrial uses, using cross-sectional
data from Sn Lanka. The average monthly rainfall and average monthly temperature
were among the independent vanables included in their models. For the residential
demand models, average monthly temperature was significant at the one percent level,
whilst rainfali, although it had an expected negative sign, was not significant. In the case
of the commercial sector, rainfall w;ls also statistically insignificant plus having a positive
sign, which was contrary to the expectation. In both the commercial and industrial
sectors, the average monthly temperature was statistically significant and had the

expected sign.

Ownership of Water-using Appliances and
Technological Changes

Ownership of water-using appliances, including the presence of a swimming poo! and
waste-disposal unit, connection to the sewer, and other household technological changes
has been reported in a number of water demand studies to have significant effects on
water use (e.g. Batchelor, 1975; Thackray et. al., 1978; Powers et al., 1981; Thomas and
Syme, 1988). The contention is that as usage or ownership of water-using appliances
increases, household water use should increase. For example, based on a random sample
of 1,388 households in Malvern, United Kingdom, (Batchelor, 1975), found that the
effects of the variation in household technology and appliances, except for bathroom
showers, on household water use were significantly positive. His-findings confirmed the
importance of durable goods ownership in shifting domestic water demand. Thackray
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et al. (1978) observed that the ownership of an automatic washing machine was
associated with a higher average consumption; the same cannot be said in the case of the
ownership of any other type of washing machine, which did not appear to be related to a

higher average consumption.

In a survey of 100 sample residents in Townsville, USA, it was disclosed, (Powers ef a/.,
1981), that the percentage of toilet flushing, bathing and showering, and clothes washing
were the major components of in-house consumption accounting for approximately 82%
of the total consumption. The in-house model was used to simulate the effect of changing
appliances ownership pattens. The resultant figures indicated that the average
consumption was relatively insensitive to anything other than really dramatic changes in
ownership level of some appliances (Powers et al., 1981). This is in line with the

conclusion reached by Thackray ef al. (1978).

A study to determine the effect of water intensive appliances or activities on household
water consumption in two communities during different periods was undertaken by
Clouser and Miller (1980). Activities included in the study were the use of washing
machines and dishwashers, and lawn watering. In the majority of cases, these activities,
particularly the use of dishwashers and washing machines, increased water consumption
and were statistically significant explanatory variables. The swimming pool variable was
significant at the five percent level in community A, and the one percent level in
community B. Key water-using fixtures and appliances, outside hose bibs and total
household water use were monitored by Seaker and Sharpe (1988) for a 28 day period in
eight homes in Central Pennsylvania. Mean daily per capita water use for toilet flushing,

showering and bathing, and clothes washing were found to be higher than literature
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values. Demand for in-house and outside uses appeared to be strongly dependent of water
using activities, while water use did not appear to be affected significantly by use of an
on-lot sewage disposal system. Presence of a swimming pool was found to be an

important determinant of outdoor water use.

The effect of lawn watering and sprinkling demand on total and outside water uses has
been widely investigated by various workers (e.g. Howe and Linaweaver, 1967,
Danielson, 1979; Clouser and Miller, 1980; Powers eral., 1981; Seaker and Sharpe,
1988). In most of the studies cited, these variables were significant and were indicative of
more consumption. Car washing was also found to be an important demand-determinant
variable in a number of water demand studies (see, for example, Batchelor 1975;
Thackray et al., 1978; Akintola and Areola, 1980). For data from Perth Metropolitan
Area, Australia, Thomas and Syme (1988), used a general linear model to forecast the
residential water demand, in which they used the percentage of households with a private
groundwater bore as an independent variable to examine the effect of technology, the
analysis indicated a satisfactory statistical result. It was found (Joseph, 1982) that non-

sewered consumers appear to consume less water than sewered consumers.

Household Composition

This variable is normally expressed in terms of the percentage number of children and
elderly people per household. Bannaga (1979) argued that it seems reasonable to assume
that a large number of children reduces the level of per capita consumption, because
children require less water than adults. With some exceptions, adults tend to use more
water than teenagers, and old people aged over 65 generally make less use of water for

personal purposes as compared to other adults (Bhattacharya, 1982). Therefore, the

73



relationship between household water use and household composition (represented by the
percentage of children per household) was expected to have a negative sign. Bennett and
Linstedt (1975) reported in Bhattacharya (1982) observed that the average daily use of
water by adults was 19.5% higher than by teenagers, and teenagers used 20.6% more
water than children. The analysis of cross-sectional data from Elobeid, Sudan, produced
a partial correlation coefficient of -0.163 (significant at the 0.01 level) betweenA the

number of children and the per capita consumption (Bannaga, 1979).

Hanke and de Mare, in 1982, also reported a highly significant result of this variable from
their pooled time-series cross-sectional analysis in Malmo, Sweden. Murdock et al.
(1991) found that households with a younger householder use more water than
households with an older householder (402.0 versus 354.5 gallons) and, according to
Mimi (1999), the number of children per household was shown to be an important
determinant (significant at the 0.05% level) of the average daily per capita consumption.
For the various user groups surveyed in the city of Riyadh, Saudi Arabia, the number of
children per household was found to be a significant predictor for water use (Taher and

Al-Saati, 1999). Their findings indicated an expected inverse relationship.

Mu et al. (1990) compared the results of the traditional ordinary least squares models with
the results of their proposed discrete choice model referred to earlier in this section. For
all functional forms of the traditional model, the number of adult women in the household
as a proportion of household size had the expected sign and was significant at the 5%
level of significance. In the discrete choice model, the explanatory variable number of
women (defined here as the number of adult women in the household, rather than the

proportion of women) was expected to have a negative effect on the probability of the
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household choosing a water vendor and a positive effect on the probability of the
household choosing a well. The analysis suggests that the number of women in a house
significantly affect a household’s decision on which source of water to use. The effect of
age distribution on water consumption was also investigated by Russac er al. (1991) who
noted a considerable difference in consumption for the single-person household between
the adults of working age and those who were retired. On average, the retired
householder uses almost 70% more water than the adult of working age; but this

difference is far less in the case of a household of two members.

Level of Education

The expectation is that there is a positive relationship between the level of education and
water use. Darr ef al. (1976) noted that per capita consumption and educational level
vary with each other. They found that when family size and income level were held
constant, in each group, except the small group, low-income families, families in which
the respondent had at least eleven years of schooling consumed more per capita than
families in which the respondent had ten or fewer years of schooling. The level of
education seems to be closely related to water use; with basic education achieved,
consumption per capita is likely to increase (Bannaga, 1979). For people relying on
public standpipes, the level of education was more closely related to water use (r = 0.623,
significant at the 0.001 level) than for those with house connection from the public supply
(r = 0.249, significant at the 0.001 significance level). Bannaga'’s linear model yielded a

partial coefficient for educational level of 0.146 (significant at the 0.02 level).

The sign of variable education expressed as the number of formal years of education of

household members was found to be negative (different than hypothesised), and was not
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significant in any of the four traditional functional forms tested (Mu ef al. (1990). For
the discrete choice model people with higher education (defined as in the traditional
model) were hypothesised to be more likely to avoid consuming poor quality water
because of greater awareness of the health risks. Therefore, households with higher level
of education were expected to choose a vendor. Although the signs of the education

variable were as expected, the reported coefficients were insignificant.

Conservation and Policy Variables

Water conservation practices and policy instruments variables in terms of pricing policy,
metering, by-laws on plumbing and fixtures, rationing and water use restrictions, and
peak summer charges, etc. are normally hypothesised to have significant impacts on water
consumption.  Apparently, conservation practices and policy intervention measures
encourage a substantial potential for water savings. Grima (1973) demonstrated that
residential water demand management aims at the conservation of water use as a means
of making a more efficient use of the available resources, and that, by influencing water
demands, management can affect the level and timing of additional plants required to
meet the demand. Therefore, according to Grima (1973), forecasting and designing of
water supply systems should take into account policy variables and conservation
measures such as metering, level of marginal commodity charges, and other non-price

alternative such as smaller plumping fixtures, use of water saving devices, etc.

Hanke (1970) analysed the effects on residential demand of changing from a flat rate
price structure to a metered one, using a time series data from Boulder, Colorado. The
evidence generated from the analysis demonstrated that water users did not return to their

old use patterns after meters were installed, and that water consumption in the study area
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grew less rapidly after metering was introduced. Rees (1971), reported in Batchelor
(1975), found that the rate of growth of demand in Malvern, England, fell in periods after
price increases were implemented. Berry (1972) reported that the actual reduction in
consumption in Honiara, British Solomon Islands, following metering was 43%, taking
into account the increase in the number of consumers. By allowing adjustments for the
government consumers who do not pay directly for the water they use, the actual
reduction in the commercial and domestic sectors during the first year of metering is

virtually 50%.

In a model developed for the Corps of Engineers, USA (Sonnen and Evenson, 1979), it
was shown that choosing a numerical conservation target to be achieved was more
meaningful and vyielded more predictable results than price or price elasticity
manipu]étion. A 10% conservation assumption for all land uses, with respect to both
indoor and outdoor uses of water, led to a greater reduction in demand than with a 50%
increase in price. A 40% conservation assumption showed a marked reduction (40%) in
total water demand predictions. Hanke and Mehrez (1979) developed statistical models
to assess the effects of water restrictions on water consumption using time series data
(1946 — 1975) from Perth, Western Australia. Water use restriction was introduced to the
model as a dummy variable, which received the value of 2 if restrictions were used during
a particular month, gnd 1 if restrictions were not used in a particular month. The resulting
figures indicated that imposition of water use restrictions reduces estimates of water use

by approximately 14%.

Clouser and Miller (1980) investigated the implications of conservation on water

consumption by asking households about their knowledge of water saving devices. Their
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findings revealed that households included in the study were not familiar with water
saving devices available in the retail market, and thus concluded that the potential to
decrease water use by households adopting water saving appliances was extremely high.
Martin and Thomas (1986) investigate the importance of short-run and ilong-run
elasticities on policy purposes for urban residential water demand. They conclude that
short-run elasticities give little information for policy purposés, but in the case of long-

run pricing policy decisions, the potential for price adjustments to affect use is enormous.

A statistical model to estimate the effects of short-term conservation measures on daily
water demand is applied in two case studies in southeastern United States (Little and
Moreau, 1991). In Case Study 1, Camden, South Carolina, the effect of conservation
was shown to reduce the daily water demand by 14.9%, whilst in Case Study 2,
conservation measures were shown to have negligible effects on the daily water demand;
a conservation saving of only 0.1% was estimated. In a survey of 430 (of the 600 largest)
U.S. utilities undertaken by Nieswiadomy (1992), the conclusion was that conservation
did not appear to reduce water use, but public education appeared to have reduced water
usage in the western region. Water use restrictions as a means for conservation were,
however, found to be a statistically significant predictor for water use in Perth, Western

Australia, for all fhe estimated five functional forms (Thomas and Syme, 1988).

From a detailed study of industnal and commercial water use undertaken byl the Severn-
Trent Water Authority, Thackray and Archibald (1981), reported that, in total, recycling
reduces water demand by 67%. Daziegielewski (1988) also presented figures to suggest
that substantial water savings could be achieved by investing in sophisticated re-cycling

techniques in manufacturing plants. Conservation opportunities in commercial and
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institutional establishments might also involve re-circulation of water used for cooling in

air conditioning systems.

Number of Employees

Some studies, which investigated the influence of the number of persons employed in
industrial andl commercial establishments, suggest that the number of employees closely
correlates with water use. For example, Klimek (1972) derived a demand function that
relates the daily withdrawal by industry to the intake per employee, and other variables
associated with employment and output per employee. A log-linear r.nodel of a
basic form: InQ = 4.42 + 0.81 In E, where Q is the predicted average annual establishment
water use in gallons per day, and E is the number of employees, was estimated by
Dziegielewski (1988) using a national sample of 3,397 establishments in the United
States. The independent variable (number of employees) was found to explain 34% of
the variation in water demand. The regression coefficient of 0.81 reflects economies of

scale within the establishments sampled with respect to water use per employee.

Malla and Gopalaknishnan (1999) conducted an empirical study to estimate the effect of
several explanatory variables on the quantity of water consumed in the food processing
and non-food processing industries in Hawaii, using ordinary least squares (OLS) and
general least squares (GLS) procedures. The number of employee was used as surrogate
for output level, and was found to be significant at the 5% level of probability in the food
processing industry. The coefficients of this vanable were positive in the case of total
water, but negative in the case of water per employee equations. The coefficients of
number of employees had positive signs and were significant at the 5% level in only the

OLS equations in the non-food processing industry.
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Level of Qutput

There is a positive correlation between industrial water demand and the level of
production, but economies of scale may operate at certain levels of output. According to
De Rooy (1974), demand for industrial water was found to be significantly affected by
ch;mges in output in a group of chemical plants in the United States. Thackray and
Archibald (1981) estimated the elagticity_ coefficient relating water demand changes to
output changes at about 0.5, implying that a 5% fall in output would reduce water demand
by about 2.5%. Investigétion into the character of water use in British Columbia, Canada,
suggested that industrial water demand is characterised by a significant degree of
sensitivity, in addition to the price of water, to the level of output produced by the firm
(Renzetti, 1988). Most of the estimated coefficients of this variable for the four types of
industries studied were significant at the 0.05% level, with the correct expected signs.
However, the same was not true for the study of the Dutch paper industry referred to

earlier (Stone and Whittington, 1984), where output did not have a significant coefficient

and was eliminated from further analysis.

Type of Production

The industrial water requirement is the direct result of the volume and type of industrial
activities (Joseph, 1982). Numerous water demand studies, including Thackray and
Archibald, 1981; Joseph, 1982; Stone and Whittington, 1984; Malla and Gopalakrishnan,
1999 have demonstrated the role of type of production on industrial water demand. Using
data from a sample of paper and chemical self-supplied firms in Arkansas, U. S, the
dummy variable representing the industrial type was found to be significant and, as

expected, inversely related to the use of intake water (Ziegler and Bell, 1984).
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Technological Improvements

Several water demand studies have concluded that demand for industrial water is
significantly affected by technological advancement. For example, from a survey of
water use by a group of large chemical manufacturing plants in northern New Jersey,
U.S., De Rooy (1974) estimated a demand function, which showed a highly significant
coefficient of the technological variable. Stevens and Kalter (1975) found that
technological factors were one of the major factors affecting the demand for water per
unit of petroleum refined. Intake water demands decrease with increase in the level of
process technology. Ziegler and Bell (1984) found that the technology vanable was
significant in determining the quantity of intake water used by a firm. The negative sign
in their models indicated that the quantity of intake water varied inversely with
technological improvements. A dummy variable representing the type of technology was
found to be an insignificant predictor of water intake per unit of product output in an
ordinary least squares regression developed to estimate a linear industria]'w;ter demand

function for the paper industry in the Netherlands (Stone and Whittington, 1984).

Economic Growth

Economic growth encourages industrial development a_nd raises the standard of living;
hence, increase water use in both municipal and industrial sectors. The effects of a rising
standard of living on municipal and residential water uses have already been implicitly
highlighted earlier. In the case of industrial demand, Lahr (1982), for example,
recognised a close link between water demand in the Dutch industry and the economic
growth. His rough estimates indicated that a 2% growth in the economy would mean a
growth of about 3.8% in industrial water demand, because the branches of industry,

which required large amounts of water were expanding faster than branches with low
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specific water requirements. Mitchell er al. (2000) also showed that both commercial
and industrial demands in the United Kingdom were highly sensitive to changes in the

economy.

In the case of agricultural water demand, a number of numerical examples; including
linear and non-linear programming techniques, have been reported in the ]iterargre for
investigation of many variables that are recognised to have influence on the irrigation
water demands (Kindler, 1988). These include, among others, crop patterns; crop yield,

soil moisture and type; climatic factors; size of cultivated area; irrigation systems; price of
irrigation; and factor inputs of agricultural production such as seed, fertilizers, machinery,
labour, etc. For example, in 1967, a linear programming model was developed to forecast
the agriculture water demand in the United States (Heady, 1967, quoted in United
Nations, 1976). The model was formulated as a linear programmme whose solution gave
the least costly distribution of agricultural production by crop type and region, under
different assumptions about resource availability and costs, farm support programmes and

consumer demand for agricultural products.

Gisser (1970) applied parametric linear programming methods to estimate the agricultural
demand function for imported water in the Pecos basin, New Mexico. The main inputs
to the model were land area, total profit, prices of local and imported water, and irrigation
techniques used. Vartous agricultural demand functions were obtained for the basin.
These functions illustrated the expected quantities of imported water that would be
demanded at different prices and under a variety of constraints. Based on the model
results, the author concluded that the model was able to set price ranges to which farmers

would react to use either local water or imported irrigation.
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In a study conducted by Maidment and Hutchinson (1984), a simulation model was
developed to assess the water demands for large irrigation areas in New Zealand. Per unit
area imrigation demands were first. estimated for each identified unique combination of
soil, crop type and irrigation strategy using daily soil moisture balance simulation over a
number of seasons of recorded climatic data. These were then combined using crop
areas and efficiency weights to give tjme patterns of areally aggregated irrigation water
demand. Using a multiperiod mathematical linear programming model to estimate

demand for supplemental irrigation in the Lower Mississippi Valley, projections of
demand for supplementary irrigation were made for three parishes in northern Louisiana
at 5-year intervals, with 1985 as the base year, up to the year 2000 (Henning, 1989). The
objective function of the model was to maximise the net .retum for each parish. The
inputs to the model were crop water requirements, yield potentials of the different soil
units, and irrigation costs. The results indicated significant economic potential for
expan_ding supplemental irrigation in the region, and the model could be used to evaluate
alternative scenarios for agricultural water use due to changes in the allocation process,

conservation of soil and/or water, and water quality.

Bailey and Minhinick (1989) conducted a quantitive analysis of irrigation requirements in
different climatic areas of England and Wales. The analysis takes accounts of the
differing requirements of various crops and variation in soil texture. The results include
an estimation of irrigation requirements in an average year, a typical dry year, and an
exceptional year such as 1976. It was found that the developed model was capable of
obtaining an approximate irrigation requirement for a range of crops, grown in a range of
soils, in each of the designated climatic areas 2-7, except Area 1, for which the model

indicated that no irrigation was required.
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CHAPTER TWO
PHYSICAL CONDITIONS

2.1 The Study Area

Bahrain is an archipelago consisting of thirty three low-lying islands, situated in a shallow
bay of the Arabian Gulf known as the Gulf of Salwa, approximately halfway between the
eastern coast of Saudi Arabia to the west and the northern coast of the Qatar Peninsula to
the east (approximately latitude 25° 32" and 26° 20 “North, and longitude S0° 20" and 50°
50° East). The location of the study area is shown in Figure 2.1. These islands occur in
two unequal-sized groups; namely, the Bahrain Islands group, and Huwar Islands group;
with a total area of about 710.9 km’ and a population of 650,604 inhabitants (CSO, 2002).
This gives a population-density of about 916 inhabitants/lkm®, which is one of the most

densely populated countries in the world.

The larger group includes Bahrain Island itself, Muharraq Island to the northeastern coast,
and Sitra Island - just off the eastern coast of the main tsland. The other important islands
are Umm Nassan, Nabih Saleh, Jiddah, and Umm As-Suban Islands (Figure 2.1). The
largest and most important island in this gx'oup is the Bahrain Island itself, which accounts
for more than 84% of the country’s total area, and accommodates- the major commércia]
and urban centres. It has an elongated shape of about 50 km from north to south and from
12 — 18 km from east to west. Both Muharraq and Sitra Islands are connected to the main
island by short causeways, and since 1986, the main island is linked to the Saudi Arabia

mainland through a 25 km long causeway (The King Fahad Causway) that also connects it
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Figure 2.1 The location of the study area (inset map shows its regional location)
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with the northern tip of the Umm Nassan Island to the west. This group also includes
numerous islets, which are merely shoals and patches of coral reef and some of them are

covered by seawater during high tides.

The Huwar Islands group lies further off the southeastern coast of the main island adjacent
to the northwestern coast of Qatar Peninsula (Figure 2.1). This group also forms a north-
south oriented archipelago, with a total area of approximately 17 km®>. The largest island
in this group is the Huwar Island itself, which also has an elongated shape, extends for
26 km and attains a width of 4.4 km at its widest point. Huwar Island is surrounded by
smaller flat-lying islands, including Suwad As Shamaliyah, Sawad Al-Janubiyah Rabad

As Sharqiyah, and Muhazwara.

2.2 Climate

The climate of Bahrain Islands is typical of arid and semi-arid zones, where the mean
evaporation considerably exceeds rainfall However, this supposedly dry weather is
modified under the influence of the surrounding sea to produce high humidity levels
throughout the year. The Bahrain climate is characterised by low rainfall, high relative
humidity, high temperature, relatively low evaporation rates, and the domination of the
north-westerly winds. The climatic year can be divided into two periods, separatéd by two
transitional ones. The summer period (June — September) is normally hot and humid,
while the winter (December — March) is mild with some scanty rainfall. The transitional
periods are (April — May) and (October — November), and are characterised by somewhat
moderate weather. Although these are normally referred to as the spring and autumn

transitions, respectively, autumn and spring seasons are not clearly defined in terms of
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significant weather vanations.

The mean value of relative humidity is 66 %; this includes monthly means ranging from

74 % in January to 59 % in May and June. Temperatures are high, with monthly means
ranging from 17.2°C in January to 34.2°C in August. Rainfall is low, erratic and variable

and it mainly occurs in form of short duration rainstorms, with an annual average of about
78 mm. The monthly means of potential evaporation vary from 89 mm in January to
280 mm in June; the calculated daily average is 5.75 mm. Prevailing winds are of
northwest direction, and meaﬁ daily wind speed is about 9.5 knots. Mean monthly
sunshine hours range from 7.3 to 11.3 hours per day in January and June, respectively.

Annual average atmospheric pressure is approximately 1,010 hpa. Monthly mean sea
temperature varies from 17°C in February to 33°C in August. The average number of

days per year that visibility is reduced to one kilometre or less by fog is 6.6 days, and by
dust haze is 4.5 days, with January and July representing the highest monthly fog and dust
haze at 1.7 and 1.1 days, respectively. The medium-to long-term climatological means are
summarised in Table 2.1, whilst the relation between the monthly mean temperatures,

rainfalls, relative humidity, and evaporation is expressed diagrammatically in Figure 2.2.

Substantial climatic data were made available from different meteorological stations; but
most of these stations provided short, irregular, and, in many cases, unreliable records. An
important exception to this generalisation is the Bahrain International Airport Station
where moderately reliable medium to long-term meteorological data (some of which date
back to 1931) exist. The Agricultural Authority keeps climatological records at Budaiya

Experimental Garden on temperature, relative humidity, rainfall, evaporation, winds, and
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Table 2.1 The medium to long-term climatological means at Bahrain Intemnational Airport 1960 — 1999

Parameters Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Mean temperature ("C ) 17.2 18.0 21.2 253 30.0 32.6 34.1 342 325 29.3 24.5 19.3
Mean daily max. temp. ('C) 200 212 247 292 341 364 379 380 365 331 278 223
Mean daily min. temp. ('C) 14.1 14.9 178 215 260 288 304 305 286 255 212 162
Mean daily max. rel. hum. (%) 880 880 850 820 790 780 800 830 860 880 850 870
Mean daily min. rel. hum. (%) 590 550 S00 440 390 400 410 440 450 460 520 570
Mean daily M.S.L pressure (hpa) 1019 1017 1014 1011 1007 1001 998 999 1005 1012 1017 1019
Mean daily vap. pressure (hpa) 14.8 15.2 169  20.1 250 279 318 344 321 2713 21.6 16.9
Prevailing wind direction NW NNW NNW N NNW NW NW NW NNW NNW NNW NW
Mean daily wind speed (Knots) 10.3 10.7 10.0 9.2 9.6 11.0 84 8.5 72 78 8.9 9.7
Mean evaporation (mm}) 890 99.0 1319 1705 241.7 2801 2663 2390 2045 1602 1242 925
Mean daily hours of sunshine (h/day) 7.3 79 7.1 85 99 11.3 10.7 10.7 104 98 8.7 1.3
Mean total precipitation (mm) 14.6 16.0 13.9 10.0 1.1 Nil Nil Nil Nil 0.5 38 10.9
Mean number of rain days (> 1mm) 2.0 1.9 1.9 1.4 0.2 Nil Nil Nil Nil 0.1 0.7 1.7
Mean number of days per month with:
Fog (visibility | km or less) 1.7 1.2 04 * 0.2 0.1 0.1 * 0.3 0.7 0.9 1.0
Dust (visibility 1km or less) 2 0.3 0.5 6 0.2 0.8 1.1 0.3 0.1 0.1 0.1 0.2
Thunderstorms 1.1 0.9 1.7 1.9 0.6 Nil Nil Nil Nil 0.2 0.6 0.8
Notes:

1-  (*) Less than 0.05 but more than zero.

2- Prevailing wind 1973 - 1999,
3. Wind speed 1980 - 1999,
4-  Sunshine hours 1968 — 1999,
5-  Evaporation 1983 - 1999,

SOURCE: Meteorological Services

6- Mean daily vap. pressure values rounded to the nearest deciinal point. 7- Table cntries for M.S.LL. pressure have been numerically rounded for presentation.
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Relative Humidity (%) and Evaporation (mm)

Figure 2.2 The relation between the main climatic parameters
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sunshine hours. Although it contains some abnormalities, the first set of these data (1970
through 1979) of this station is relatively reliable; the recent records, however, appear to

be less accurate plus containing several gaps.

Bahrain Refinery and Awali Authority were collecting limited meteorological data, but
these records were discontinued in 1983 (A. Al-Qaraan, Bahrain Refinery, personal
communication). The United States Navy also keeps records on relative humidity,
temperature, and wind speed as part of their navigation requirements, but these data were
not made available for this research for processing and interpretation. One year’s
observations (1978 — 1979), with the measurement of air and soil temperatures, relative
humidity and evaporation were obtained from Umm Nakhila Station. The recent
meteorological station established in 1991 at Sheikh Isa Air Base produces reliable records
on temperature, - relative humidity, and wind speeds. More recently, in 1997,
meteorological facilities were established at Howrat Aali Agricultural Project 10 measure
air and soil temperature, rainfall, and relative humidity. Climatic records from this station
were, however, discontinued in 1998 due to technical problems. The locations of the
existing and abandoned climatological points are shown in Figure 2.3, and their climatic

parameters and length of records are given in Table 2.2.

Because of its relatively long-term and reliable records, the meteorological facilities at
Bahrain International Airport will be considered more representative, and most of the
previous and following discussion is based on data provided by the airport authority. For
the purpose of investigating possible micro-climate modifications around Bahrain, these
data were compared with the first set of records at Budaiya Station and the observational

data obtained from Sheikh Isa Air Base, which were considered of adequate quality.
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Figure 23 The locations of the existing and abandoned climatic stations
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Table 2.2 The existing and abandoned climatic stations in Bahrain and their peniod of records

Climatic Station Airport Budaiya Refinery Awali Umm- US Navy Sheikh Isa Howrat
Nakhila Air Base Aali

Temperature 1948 — Pres. 1970 -Pres. 1960-1969 1976-1984 1978 - 1979 1978 - 77 1991 - Pres. 1997 - 1998
1993 - 97

Rainfall 1902 — Pres. 1974 — Pres. 1960 - 1984 --- --- - - 1997 - 1998

Relative humidity 1964 — Pres. 1974 - Pres.  1960-1969 1976-1984 1978 - 1979 1978 - 77 1991 -Pres. 1997-1998
1993 - 97

Evaporation 1983 - Pres. 1970 - Pres. .- 1998 - 1998

Wind speed 1968 — Pres. 1974 - Pres. --- Not known - --- 1991 - Pres. ---

Sunshine 1968 — Pres. 1970 - Pres. - --- - -- --- ---

Soil temperature --- - - -- 1978 — 1979 -- - 1997 - 1998

Atmospheric 1931 - Pres. - - Not known --- - - ---

pressure

Vapour pressure 1931 — Pres. - .- --- - - - -

Visibility 1946 — Pres. - - -—- --- --- - -

SOURCE: Adapted and updated after GDC (1979b).

Notes:

(1) Budaiya record contains severn! gaps, with also gaps in particular parameters.

(2) US Navy records re-initiated in 1993, The end of the first period of record is not known.
(3) Temperature & Relative humidity periods of record at Awali obtained by personal communication.
(4) A dash indicates parameter not recorded. Pres. = Present.
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Short-term data acquired from the existing and abandoned minor stations will only be

referred to complete the climatic picture.

In broad terms, the micro-climatic analysis shows slight weather modifications when
departure from densely vegetated to desert conditions exists; for example, where sheltered
conditions_ prevail, the relative humidity tends to be higher. On the contrary, the average
wind speeds are greater in the desert dominant areas than in the sheltered places. The
analysis also reveals that the open places are relatively cooler and experience greater
evaporation rates. Rainfall variability and density are homogenous, although localised

rainstorms may somewhat alter this pattern of rainfall distribution.

Temperature

Temperatures are generally high; the mean value at Bahrain International Airport is about

26.5°C. This varies from a mean daily minimum of 14.1°C in January to a mean daily
maximum of 38°C in August. The highest temperature so far recorded was 46.7 °C in

July 1972 and the lowest was 2.7°C in January 1964. The mean daily maximum, mean

daily minimum, highest and lowest monthly temperatures, and the monthly means are given

in Table 2.3.

Climatic data on the maximum and minimum temperatures have been recorded at Bahrain
International Airport since 1948. For the purpose of comparison, these data were used to
calculate the average monthly means for the period 1969 — 1980 (Table 2.4). Table 2.5
shows the monthly mean temperatures at Budaiya Station for the same period. It can be

inferred from the tables that airport record shows values highér than those of Budaiya, of
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the order of 1 — 3 °C.  Similarly, the one-year record at Umm Nakhila Station (partially

vegetated area) shows temperatures cooler than those in the airport by at least 1 °C. This

clearly indicates temperature modification as a result of sheltered and vegetationally

covered locations (Oasis effects as termed by Wright and Ayub, 1973).

Table 2.3 Temperatures, mean values and highest and lowest recorded

Temperature records (° C)

Months

Mean dailly Mean daily Monthly Highest Lowest

maximum minimum mean recorded  recorded
January 20 14.1 17.2 317 2.7
February 212 14.9 18.0 34.7 7.9
March 247 17.8 21.2 38.1 7.8
April 292 21.5 253 417 14.2
May 34.1 26.0 30.0 46.7 18.7
June 36.4 28.8 32.6 45.7 227
July 37.9 304 34.1 45.6 25.2
August 380 30.5 34.2 - 457 26.0
September 36.5 28.6 325 428 235
October 33.1 25.5 293 41.4 18.5
November 27.8 21.2 24.5 35.0 13.5

December 223 16.2 19.3 294 6.4
SOURCE: Meteorological Services. l

The Sheikh Isa Air Base records, being influenced by the desert conditions, have larger
temperature range throughout the year than that at Bahrain Airport (Meteorological
Services, 1995). Table 2.6 gives the means monthly temperature at Sheikh Isa Air Base
during the period 1991 — 1997 compared with the corresponding means at airport. The

mean maximum temperature at Sheikh Isa Air Base has been found to be always
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Table 2.4 Monthly mean temperatures at Bahrain International Airport 1969 — 1980

Months Monthly mean temperatures (° C) Average
monthly
1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 . means
January i85 182 174 169 157 164 176 180 154 197 194 178 17.6
February 215 198 185 183 228 193 180 185 187 208 209 19.0 19.7
March 270 240 224 201 237 234 219 185 240 226 232 234 229
April 280 289 268 245 294 275 263 265 269 283 276 278 274
May 319 309 304 340 321 312 315 323 310 307 313 322 316
June 322 315 336 329 333 340 328 334 351 341 372 358 338
July 338 358 341 342 349 362 363 333 357 358 358 365 35.2
August 347 341 336 357 350 352 340 336 356 346 351 354 34.7
September 330 313 328 327 333 342 346 327 329 322 344 344 33.2
October 316 285 286 300 299 290 276 305 296 299 305 301 29.7
November 244 256 245 258 250 291 231 245 248 237 238 246 249
December 209 187 179 172 179 184 191 208 204 213 186 188 19.2

SOURCE: Calculated from the maximum and minimum temperature data provided by the Meteorological Services.
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Table 2.5 Monthly mean temperatures at Budaiya and corresponding averages at airport 1969 - 1980

Month Monthly mean temperatures (° C) Average  Corresponding
1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 monthly average at
means airport
January 1717 173 165 15.0 - 161 168 161 148 169 17.1 225 16.9 17.8
February 155 180 17.0 15.1 - 174 175 162 170 176 193 213 17.4 19.4
March 236 214 208 202 - 215 209 209 215 202 205 236 21.4 22.8
April 234 265 233 242 - 258 249 233 240 252 253 217 249 272
May 277 281 295 2738 - 293 300 282 290 277 286 293 28.7 31.6
June 303 302 301 32.0 - 321 322 291 31.0 295 327 325 31.1 339
July 318 329 325 320 - 335 323 316 315 325 343 383 33.0 35.2
August 31.8 320 328 329 — 339 328 314 325 311 360 365 33.1 34.7
September 295 298 306 307 - 318 328 295 305 300 361 374 31.7 33.2
October 289 265 268 274 -- 277 303 294 280 268 296 389 29.1 29.6
November 23.0 236 232 236 - 236 222 231 205 218 278 250 23.4 244
December 198 180 175 16.1 -~ 195 187 191 198 198 217 215 19.2 19.3
SOURCE: Compiled, adapted and calculated from data made available by Agricultural AfTairs and Meteorological Services,
Notes: [1] No records were kept for 1973.

(2] Average means are rounded to the nearest decimal point.
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Table 2.6 Monthly mean temperatures at Sheikh Isa Air Base and corresponding averages al airport 1991 - 1997

Monthly mean temperatures (°C)

Year Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec
1991 22.1 18.8
1992 13.1 15.1 16.9 234 299 339 336 34.0 31.5 26.7 229 17.5
1993 14.5 16.1 203 242 29.7 327 344 344 315 288 22.7 18.3
1994 174 16.8 20.2 - 30.7 335 35.1 334 320 285 25.0 16.7
1995 16.1 17.4 19.6 241 30.0 335 339 337 31.1 27.8 223 17.0
1996 16.0 --- 20.1 249 31.1 329 354 34.7 320 279 222 19.0
1997 16.7 16.1 18.2 23.0 30.3 335 349 33.9 321 28.9 223 18.1

Average 15.6 16.3 19.2 239 303 333 34.6 34.0 317 28.1 228 17.9

monthly means

Corresponing 17.2 18.7 20.9 26.4 31.9 345 348 354 326 29.7 243 19.5

avergs. at airport

SOURCE: Modilicd afler Meteorological Services, 1995.
A dash indicates no record.
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higher than at the airport, while the mean minimum is always lower. For instance, at

extremes, the July mean daily temperature at Sheikh Isa exceeds Bahrain Airport by 4°C,

whereas the December and January mean daily temperatures are nearly 2°C lower at the

former station (Meteorological Services, 1995). This may suggest that the weather is

generally cooler in the south of Bahrain where desert condition is predominant.

Furthermore, GDC (1980a) have processed the nine-year temperature record (1960 -
1969) of Bahrain Refinery and found that temperature values at refinery are slightly higher
than Bahrain International Airport during the summer months, which possibly suggests

temperature adjustment attributed to variation in humidity level and difference in elevation.

Rainfall

Rainfall in Bahrain is low, variable and irregular, and mainiy occurs in the form of short
duration heavy thunderstorms, which can be relatively spatially variable. These storms are
classified, according to Isa (1989), into two types: conventional and frontal rainstorms.
The conventional rainfall is resulted from the passage of warm-air over the surface of the
Arabian Peninsula that, when forced up, become cold to form heavy clouds (Cumulo
Nimbus) (Abdulmajeed Isa, Meteorological Services, personal communication). The
frontal rainfall is normally caused by the development of atmospheric depressions and cold
fronts associated with the easterly winds blown from the Indian Ocean. In spite of being
rare, thunderstorms usually produce flash floods and run-off that often results in severe
road and urban flooding, and sometimes damage agricultural land. Elagib and Abdu
(1997) observe that the runoff patterns in Bahrain reflect the rainfall variability, and even

with daily amounts of rainfall higher than the average, runoff is affected by local conditions
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such as soil characteristics, local topography, rainfall density, and time of occurrence.

The amounts of rainfall are insufficient neither for recharging the underground aquifers nor
for rain fed irrigation; only the most drought-resistant vegetation can survive. Further to
the south and southwest of the main island, however, filling of wadis and marginal
depressions occurs to develop playa lakes in.enclosed basins, because of the relatively low -
infiltration rates (Doonrkamp er al., 1980). A small amount of this rainwater percolates
into the exposed part of the underground aquifer to form shallow and limited fresh water

lenses of perched water floating above brackish groundwater.

Analysis of the rainfall record at Bahrain International Airport suggests an annual average
rainfall of 78 mm, but this figure includes a wide annual range from 1.6 mm in 1946 to
226.8 mm in 1976. Most of the rainfall occurs in winter months between December and
February, and exhibits wide variability in terms of monthly means. The highest average
being recorded in February at 16.0 mm, while the driest month is October with only
0.3 mm. The months of June, July, August and September recorded nil precipitation
(Table 2.1). The highest daily and monthly rainfalls were both recorded in March 1995 at
67.9 and 139.2 mm, respectively. The highest mean number of days of thunderstorms
occurs in April (1.9 days), and the lowest occurs in October (0.2 day). The monthly
rainfall and means at Bahrain International Airport for the period 1902 - 1997 are given in
Table A-1, Appendix A. Analysis of rainfall data also indicates that rainfall in Bahrain
seems to have cyclic pattern of wet and dry periods roughly every seven years (Zubari
et al., 1996). The monthly and annual rainfall probabilities for various return periods are

presented in Table 2.7.
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Table 2.7 Monthly and annual rainfall probabilities (mm of rainfall met or exceeded)

Annual 20% 10% 6.6% 5% 2% N*
probability
Return penod Syr 10yr 15yr 20yr 50yr  Years
January 27.7 55.1 71.6 85.6 - 41
February 23.6 56.7 69.0 79.8 102.0 60
March 204 41.2 44.2 55.2 71.5 60
Apnil 13.8 49.4 53.1 61.6 - 28
May 2.5 4.8 94 10.1 - 4]
October 0.1 1.8 39 6.5 - 27
November 73 13.3 18.5 447 129.2 59
December 11.8 36.8 59.9 79.1 - 27
Annual prob. 111.5 161.1 167.9 169.2 - 59

SOURCE: Meteorological Services.
*Indicates number of years used in the analysis.

The short-term (1974 — 1980) annual average rainfall at Budaiya Station is 82 mm, while
the corresponding average at the airport is 89.8 mm (Table.2.8). However, some of these
data seem anomalous and should be interpreted with caution. For instance, the months of
January and February 1980 at airport recorded 31.2 and 57.1 mm, respectively, whilst
Budaiya recorded nil precipitation. Comparatively, Budaiya recorded 74.5 mm in March
1976 and 27.5 mm in May 1977, whereas the values for those months at the airport were
1.7 and 9.2 mm, respectively. Although these observations appear suspicious, they may

suggest occurrence of localised thunderstorms.

The 1968 — 1975 rainfall data recorded at the Refinery Climatic Station were analysed by
(GDC, 1980a) and the resulting annual average was compared with the corresponding

average at airport. This has shown rainfall annual averages of 73.4 mm and 70.6 mm at
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Table 2.8 Monthly mean rainfalls at Budaiya and corresponding averages at Airport 1974 - 1980

Month Monthly mean rainfalls (mm) Average Corresponding
978 1975 1976 1977 1978 1979  logo  Onnymeans averagesdl airport

January 4.0 225 14.0 61.0 2.0 8.5 - 16.0 20.8
February 5.0 7.2 81.5 TR 6.0 2.0 -- 14.6 21.6
March 315 33.1 745 5.5 45 1.0 4.5 22.1 17.1
April 1.5 31 - 410 7.5 -- - 3.0 8.0 8.8

May - - 0.3 2.5 1.5 - - 4.2 1.3

June - - -- -- - -- -- -- --

July -- - - - - -- - -- -
August - - .- -- -- -- - -- --
September -- -- -- -- - -- -- - -
October -- -- -- 1.3 -- -- -- 0.19 0.19
November - -- - 1.5 45 -- -- 0.86 1.1
December 80.4 9.5 14.0 7.0 -- 2.0 - 16.1 18.9
Annual Averages 82.0 89.9

SOURCE: Adapted and calculated from the Agricultural AfTairs and Metcorological Services records.
Notes: {1] A dash indicates nil rainfall.

[2] TR = traces.
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the refinery and airport, respectively. Although, not proven quantitatively, Isa (1989)
believes that the southern parts of the study area receive more rainfall. The aforementioned
comparisons, are nevertheless, indicate that apart from some localised rainstorms, one
could assume that rainfall in Bahrain is generally homogenous, and is fairly evenly

distributed throughout the study area.

At this point it is only to be mentioned that in order to provide more reliable analysis of
rainfall distribution in the study area, the meteorological facilities at Sheikh Isa Air Base
Station should be expanded to include rainfall measurement. Installation of reliable

weather monitoring, including rainfall, in Huwar Islands should also be considered.

Evaporation

Evaporation rates range from about 2.87 mm per day in January to about 9.33 mm per day
in June, giving a daily average of 5.75 mm. Table 2.9 presents the monthly evaporation
rates and means for the year 1983 — 1997 at Bahrain International Airport. The monthly
evaporation means at Budaiya Station for the period 1970 — 1980 are summarised in
Table 2.10. Unfortunately, analysis of corresponding averages was not possible, because
the airport record was started only in 1983. Nevertheless, the short-term Budaiya data
were correlated with the medium-term record of the airport, and the correlation shows an
annual average difference of between 10 — 34 % between the two stations. Generally, the

Budaiya average is about 23 % lower than that of the airport.

The annual evaporation rates, as shown in Table 2.10, are 2,099 mm at the airport and

1,615 mm at Budaiya. This lower evaporation rate clearly reflects the protected condition
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Table 2.9 Totals monthly evaporation and means at Bahrain International Airport 1983 -1997

Total and monthly means evaporation (mm)

Year Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec
1983 72.9 813 1278 161.6 2184 2699 2603 2385 1922 1439 90.7 81.0
1984 51.8 856 1263 1842 2049 2510 2369 2398 1746 1354 765 65.5
1985 513 94.7 116.5 1459 1628 2149 1893 186.0 170.7 1442 102.1 674
1986 93.9 117.3 166.2 185.1 3177 3910 3344 2753 2586 2092 1732 142.2
1987 133.2 1268 1495 1716 1991 2117 2522 - 207.4 1527 1190 979
1988 91.1 81.4 126.8 173.2 2783 2889 2772 2535 1949 1582 1069 85.6
1989 113.1 88.3 1055 1259 2317 2713 2034 1790 1703 1451 1196 814
1990 88.5 93.5 131.1 175.3 2460 2474 2381 2344 1960 151.0 1118 1055
1991 78.6 863 99.6 1529 1964 2347 2305 1893 1760 1390 1265 78.5
1992 936 103.8 1347 1589 2238 2765 2741 2288 1932 1406 1174 -
1993 63.0 68.9 1605 163.1 2569 3179 2784 2665 207.0 1720 138.9 884
1994 1002 1275 1534 1913 2828 3058 3173 2888 221.1 180.0 146.2 1322
1995 100.7 100.6 123.6 2199 309.7 3578 361.0 2784 2721 193.9 1545 77.5
1996 101.3 89.1 124.7 177.6 2557 2832 2756 2490 2282 1779 1352 99.9
1997 96.2 139.5 838 195.7 2701 3423 3600 4005 2859 2093 95.8 103.1

Averages

monthly 89.0 99.0 131.9 170.5 241.7 280.1 2663 2390 2045 1602 1242 925

means

SOURCE: Modificd after datn made available from Meteorological Services.

A dash indicates no records.
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Table 2.10 Monthly means evaporation (Class A — Pan) at Budaiya and corresponding average at airport 1970 — 1980

Average Correspon.
Months Monthly means evaporation (mm) monthly averages al
1970 1971 1972 1974 1975 1976 1977 1978 1979 1980 means airport
January --- 76.0 65.0 589 56.7 68.2 71.5 77.5 93.0 111.6 76.0 89.0
February --- 125 100.0 783 67.2 53.2 70.0 78.3 89.6 92.8 83.8 99.0
March - 186 87.0 127.1 1289 713 71.5 80.6 99.2 139.5 110.8 131.9
Apnil 264 158 140 195 132 93.0 40.0 78.0 96.0 120.0 136.6 170.5
May 300 254 242 2108 2015 96.1 108.5 80.6 96.1 1333 1723 241.5
June 274 268 276 225 207 150 105.0 69.0 111.0  159.0 184.4 280.1
July 292 278 305 2542 19311 15811 715 108.5 1023 2325 200.1 266.3
August --- 260 240 220.1 2077 139.5  93.0 1085  96.1 186.0 1723 239.0
September 201 193 248 183.0 168 129.0  90.0 1050 1140 177.0 160.8 204.5
October 177 167 139 133.3 1457 111.6 62.0 1054 1519 1333 132.6 160.0
November 120 59.0 118 90.0 99.0 96.0 75.0 93.0 159.0 1140 102.3 124.2
December 108 88.0 58.0 62.0 713 96.1 62.0 1023 1054 744 82.8 925
Annual averages 1615 2099

SOURCE: Modified after Destane and Ayub, 1979 and based on data made available from the Agriculture Affairs.
Notes: [1] Ne records were kept for 1973.

[2] Average means are rounded to the nearest decimal points.
(3] A dash indicates no record.
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at Budaiya. Table 2.11 gives recent record at Budaiya that shows evaporation rates
between 1 to 11 % lower than the common ones at the airport. It is interesting to note
that the evaporation class-A Pan equipment at Budaiya has been moved from its previous

sheltered place to a relatively open area within the same location since 1984,

Relative Humidity

Because of its maritime location, the weather in Bahrain is very humid. In fact, the high
seawater temperatures of the Arabian Gulf and the development of temperature inversions
result in generally high humidity levels throughout the year (Doomkamp et al., 1980).
Mean daily maximum humidity is about 84 %, while the mean daily minimum is 48 %.
The humidity values drop to about 42 % in response to high temperatures during the

summer months; but increases to about 74 % in January.

Humidity is also sensitive to wind directions and magnitudes; for examples, the high-speed
shamal winds tend to reduce humidity levels, whilst the south-easterly generally low-speed
winds create humid conditions. A more spectacular effect, although less frequent, results
from the high south westerly continental winds that, having been travelled over the hot and

dry Arabian landmass, produce very sudden drops in humidity (GDC, 1980a).

The mean monthly relative humidity at Bahrain International Airport for the period 1963 -
1997 is tabulated in Table A-2 of Appendix A, whilst Table 2.12 gives the mean monthly
relative humidity at Budaiya for the period 1974 - 1980 compared with those of the
corresponding period at airport. The later table demonstrates that Budaiya relative
humidity exceeds that at airport by up to 10 %, and that the annual average relative

humidity at airport for the corresponding period exactly reflects the long-term average
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Table 2.11 Monthly means evaporation at Budaiya for the periods 1983 — 1986 and 1994 — 1997 and corresponding averages at airport (mm)

Monthly evaporation 1983 - 1986 Average  Correspon. Monthly evaporation 1994 - 1997  Average Correspon.

Months monthly  averages at monthly averages at
1983 1984 1985 1986 means airport 1994 1995 1996 1997 means airport
January 75.0 713 80.6 6i.0 722 69.0 117.8 1085  96.1 42.7 91.3 99.6
February 54.0 84.1 131.6 70.0 85.0 95.0 1334 1008 86.8 113.0 108.5 114.2
March 97.0 127.1 1581 1054 121.9 134.2 151.9 1240 127.] 108.1 127.8 121.4
Apnl 107.0 180.0 2160 126.0 157.2 169.2 195.0 2190 192.0 18438 197.7 196.1
May 201.0 2108 2542 1240 197.5 226.0 2759 3100 2356 2368 264.6 272.1
June 95.0 285.0 2940 180.0 213.7 281.7 3150 3720 2820 256.1 306.3 3223 .
July 2420 2356 2728 217.0 2419 255.2 3100 359.6 2759 2798 306.3 328.5
August 2420 291.4 2790 2089 2553 2349 2883 279.0 2480 - 271.8 239.2
September 135.0 3240 2340 1890 220_.5 199.0 222.0 2640 2280 1907 226.2 251.9
October 147.0 2201 2046 124.0 174.0 158.2 1953 2015 1984 1414 184.2 176.8
November 1020 1380 1350 750 112.5 110.6 1500 1590 1350 612 126.3 133.0
December 83.0 1023 890 58.0 83.1 89.0 1426 713 89.9 65.4 92.3 103.2

SOURCE: Compiled and calculated from records made available from Agricultural Affairs and Meteorological Services.
A dash indicales no record.
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Table 2.12 Comparison between monthly mean relative humidity at Budaiya and Bahrain International Airport 1974 — 1980

Relative humidity at Budaiya Station (%)

Relative humidity at Bahrain Intemational Airport (%}

Months
1974 1975 1976 1977 1978 1979 1980 1974 1975 1976 1977 1978 1979 1980

January 7.7 799 791 785 78.1 79.1 80.0 73 76 79 74 71 71 75
February 758 778  76.1 768 764 805 796 70 74 75 76 75 71 76
March 763 699 780 725 685 809 762 65 63 73 66 65 64 64
Apnl 648 713 740 688 692 817 731 61 63 69 61 56 59 61
May 714 616 599 700 693 794 7117 63 58 59 60 57 63 59
June 690 542 694 706 689 812 591 59 61 61 58 57 59 60
July 689 621 706 685  73.1 852 675 62 65 59 58 65 62 62
August 711 647 729 750 750 841 30.7 65 63 68 65 61 65 65
September 742  68.1 738 755 734 849 182 65 65 67 67 65 65 66
October 744 700 711 750 735 925 630 65 67 65 67 69 70 68
November 765 736 751 770 787 290 775 69 69 69 70 69 69 68
December 805 774 791 750 778 774 706 16 73 75 72 60 73 71
Aver. means (%) 72.8 66.0

SOURCE: Compiled and calculated from data made available from Agricultural Affairs and Meteorological Services.
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(Table 2.1). These observations once again emphasise the influence of the sheltered

condition at Budaiya, where the dense vegetation cover tends to increase humidity.

The Sheikh Isa Air Base record has always greater diurnal range of mean relative humidity
than at airport; up to about 20 % higher in July than the airport record (Meteorological
Services, 1995). The monthly mean relative humidity at Sheikh Isa Air Base for the pernod
1991 - 1997 is shown m Table 2.13. It can be seen that relative humidity at this station
exceeds that of the airport in winter and transitional periods by 2 to 5 %. During the
summer months, however, Sheikh Isa monthly means are lower by 6 to 11 %. The annual

average of about 62 % is nearly the same at both stations.

Winds

The annual average wind speed is about 9.3 knots. According to the airport authority, the
highest wind gusts were recorded at 60 knots on February and April 1959. The
predominant wind direction has a marked northwesterly component; and this is also the
direction from which the strongest winds blow (Doornkamp et al., 1980). The second
most frequent winds have north a_nd west directions that are together with the
northwesterly winds represent about 60 % of the total winds. Collectively, these winds are
locally termed as “Shamal”. The less frequent winds in terms of their influence on Bahrain
climate have a southeasterly direction and locally known as “Kous”. The Kous winds
represent about 18 % of the total winds, while the other less important winds make up the
remaining 22 % (Isa, 1989). A rose diagram for the wind direction based on the analysis

of the 1968 — 1997 records at Bahrain International Airport is shown in Figure 2.4.

The “Shamal” winds have their direct influence not only on the climate conditions, where
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Table 2.13 Monthly means relative humidity at Sheikh Isa Air Base and corresponding averages at Airport 1991 - 1997

Monthly mean relative humidity (%)

Year Jan Feb Mar Apr May June July Aug Sep  Oct Nov Dec
1991 - - --- --- - -— - - - --- 64.7 74.4
1992 65.3 71.7 68.7 578 490 40.4 43.5 50.9 633 63.6 69.6 76.3
1993 75.1 73.2 59.6 63.2 49.0 432 49.1 54.5 63.9 65.7 70.6 76.6
1994 72.1 64.2 640 - 441 412 38.6 53.0 61.0 68.8 70.0 69.4
1995 76.1 74.0 69.8 59.8 50.8 46.2 50.0 63.2 61.4 68.0 72.1 84.9
1996 82.3 --- 78.4 '58.3 53.8 55.1 57.8 66.8 58.6 65.9 712 76.3
1997 73.6 64.6 75.5 62.1 48.2 51.5 442 47.0 603 698 79.6 71.3

Avers. monthly means 4.1 69.5 69.3 60.2 49.2 46.3 47.2 359 61.4 67.0 71.1 76.5

Corresponding 711 681 664 587 508 507 526 597  6L7 644 613 726

averages at airport

SOURCE: Modified and adapted after Meteorological Services, 1995..
A dash indicates no records.
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Figure 2.4 A rose diagram showing the wind directions at Bahrain
Intemational Airport

SOURCE: Meteorological Services
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they produce relatively low humidity air masses, but also on the relief and landform
characteristics of Bahrain Islands as will be explained in the section that follows. Their
speeds vary from about 10 - 15 knots, averaging about 10.7 knots. Gusts and dust-raising
winds of shamal type, however, can reach up to 30 knots; but such occurrence, according
to Doomkamp er al. (1980), rarely sustained longer than three days. The Shamal winds
occur predominantly during May and June, and normally produce high seas and persistent
sandstorms (Isa, 1989). The winter shamal (December and January) is also common but
less noticeable. The summer shamal, having passed over the Arabian landmass, is relatively
cold and dry, and tends to modify the climate by lowering both temperatures and humidity

levels.

The “Kous” winds blow over Oman and the Arabian Gulf area, and thus lead to an
increase in temperature and humidity levels (NCMOFB, n.d.). These winds are more
frequent in winter with an annual average speed of about 7.3 Knots. Their occurrence
tends to produce fairly humid conditions, asséciated with common fogs, cloudiness and

poor visibility.

The mean monthly wind speeds at Bahrain International Airport (measured at 10m) for the
period 1977 — 1997 are listed in Table A-3 of Appendix A. The wind data at Budaiya, as
shown in Table 2.14, once more closely reflect the protected nature of its location. The
densely cultivated area, and the height of the measurement (only 2 m) resuited in monthly

mean values well below the corresponding values at airport.

Means maximum wind speeds at Sheikh Isa Air Base, summarised in Table 2.15, are about
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Table 2.14 Monthly means wind speeds at Budaiya and corresponding averages at airport 1974 - 1980

Monthly mean wind speeds (Knots)

Average monthly  Corresponding average

Month
means at airport*
1974 1975 1976 1977 1978 1979 1980

January - 2.6 25 29 2.3 1.6 1.9 23 11.4
February - 24 28 2.1 2.2 1.6 1.8 22 9.9
March - 3.1 23 3.0 33 2.0 1.8 2.6 10.9
Apnl -- 1.7 2.0 2.8 36 2.0 23 24 11.0
May --- 2.5 24 1.8 1.9 1.5 2.2 2.1 9.5
June 2.5 3.3 3.0 1.9 3.1 2.7 2.0 2.6 12.0
July 23 2.1 25 23 1.5 1.9 14 20 9.9
August 2.7 2.1 1.9 1.3 2.2 1.7 1.6 1.9 9.6
September 1.9 1.6 24 1.2 1.8 0.8 1.5 1.6 7.3
October 1.2 2.5 1.3 1.8 I.1 1.4 1.4 1.5 8.5
November 1.9 23 1.9 26 26 0.9 1.4 1.9 9.9
December 2.6 2.6 1.6 2.0 1.3 1.8 1.8 2.0 10.6

SOURCE: Produced and modified after data obtained from Agricultural Affairs and Meteorological Services.
Notes: [1] *Based on 1977 — 1980 data.
{2] Adash indicates no records.
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Table 2.15 Monthly means wind speeds at Sheikh Isa Air Base and corresponding averages at airport 1991 - 1997

Monthly mean wind speeds (knots)

v Jan Feb Mar Apr May June July Aug Sep Oct Nov  Dec

1991 - --- --- - - --- - --- - --- 7.1 10.1

1992 9.9 9.5 8.8 8.2 9.4 109 106 82 1.5 6.9 8.2 9.6

1993 8.9 9.6 11.3 8.8 105 106 9.1 8.2 6.5 6.3 8.7 7.3
1994 1.7 9.9 8.5 8.6 9.8 1.0 115 8.6 7.6 6.6 8.7 10.0

1995 12.8 --- --- --- 8.8 107 104 7.8 78 7.5 8.9 8.2

1996 1.6 9.5 8.9 9.9 8.2 9.8 7.9 6.9 8.4 7.7 -- ---

1997 7.8 1.1 8.1 9.1 7.8 8.8 11.2 111 8.0 7.4 6.1 ---

Average monthly means 9.1 9.9 9.1 8.9 9.1 103 101 8.5 1.6 7.1 8.0 9.0
92 10.5 9.4 8.7 8.7 9.8 9.4 19 7.4 7.3 8.9 9.2

Correspon. aver. at airporl

SOURCE: Modified after the Meteorological Services, 1995.
A dash indicates no records.
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1 to 2 knots greater than those at the airport from February through September; but are
about the same at both stations during the rest of the year (Meteorological Services,
1995). As the table suggests, on average, the mean values at Sheikh Isa exceed the
corresponding values at airport by about 0.4 knot, from April to September, with the
extreme being in July at 0.7 knot. During the winter months, Sheikh Isa monthly means

wind épqeds are slightly less than those at the Airport.

The Awali record-has been discontinued, but previous records analysed by GDC (1980a)
indicated that the winds in Awali, particularly at shamal times, tend to be up to 60 %
higher, gustier and have marked diumnal ranges than at airport. This reflects the high
elevation (about 75 m above mean sea level), and the domination of desert condition at

Awali. Unfortunately, these records were not made available for further analysis.

Sunshine

The mean monthly sunshine hours are reported to range from 11.3 hours per day in July to
7.1 hours per day in December. The long-term monthly means at Bahrain International
Airport (Appendix A, Table A-4) produces an annual average of about 9.1 hours per day.
This is literally the same as the annual average for the period 1974 — 1980, which was
compared with the corresponding average at Budaiya. As illustrated in Table 2.16, the
monthly means and the annual average at Budaiya are slightly lower than those at airport.

The Budaiya annual average at 8.7 hours per day is about 4.6 % less than that at airport.

Atmospheric Pressure

Bahrain International Airport is the only station that has reliable instrument to record
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Table 2.16 Monthly means sunshine hours at Budaiya and corresponding averages at airport 1974 - 1980

Months Monthly mean sunshine (hours/day) Average Corresponding
1974 1975 1976 1977 1978 1979 19g0 monthly means  average at airport*

January 49 1.2 6.1 1.5 84 6.4 7.0 6.8 7.0
February 1.4 7.1 6.6 85 7.9 8.1 6.5 7.4 7.7
March 54 8.0 6.2 8.5 83 7.5 7.7 1.4 73

April 9.4 82 7.3 7.1 6.2 9.6 8.7 8.2 8.6

May 10.0 9.9 9.9 10.5 10.0 10.2 9.1 9.9 10.3

June 12.0 11.4 11.8 10.5 16.0 9.4 10.8 10.8 11.3

July 12.0 11.6 10.1 10.0 9.8 1.7 10.2 10.2 10.8
August 114 10.9 10.5 10.0 9.1 5.1 10.2 9.6 10.8
September 10.2 10.0 10.2 95 9.8 88 9.2 9.7 10.3
October 9.4 9.5 8.7 8.0 88 8.3 84 8.7 93
November 8.6 9.0 8.5 9.0 6.8 1.9 1.6 8.2 8.6
December 6.3 6.4 1.4 7.0 7.2 7.2 7.1 6.9 6.9
Annual averages 8.7 9.1

SOURCE: Compiled and calculated from data made avsilable by Agricultural AfTairs and Metcorological Services.

* Based on the long term records 1968 — 1997.
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atmospheric pressure. At this station, the annual average atmospheric pressure is about
1,009.8 hpa. This includes ranges from 997.6 hpa in July to 1,018.7 hpa in January (see
Table 2.1). The maximum daily atmospheric pressure was recorded on 5 January 1992 at
1,031.6 hpa, while the daily minimum was recorded on 3 July 1974 at 991.1 hpa. A three-
year record (1984 -1986) is maintained at Budaiya Station as shown in Table 2.17. The
table reveals that although the daily mean at Budaiya is almost similar to the ones at
airport, the calculated annual average at 1,015.4 hpa is slightly higher than the long-term
average. It is to be noted, however, that the November 1986 value at Budaiya seems
anomalous, because it considerably _exceeds the highest value recorded at the airpdrt.
This value is probably responsible for the slight departure of the annual average at this
station from the long-term annual average. Awali Authorities were used to keep limited

records of atmospheric pressure but these records were not made available for processing.

Soil Temperature

Generally, very limited records are available on soil temperatures. Budaiya Station keeps
two sets of limited data from 1984 to 1986, and from January 1997 to date. The first set
contains a record of soil temperature measured at depths of 30 and 50 cm, from January
1984 to December 1986; and, at surface, 5, 10 and 20 cm, from November 1985 to
December 1986. The second set measures the soil temperature at a depth of S0 cm. A
one-year record (1978 — 1979) is available from Umm Nakhila Station, with measurements
being taken twice daily at depths of 0, 5, 10 and 30 cm. The recently established
climatological station at Howrat Aali Agricultural Project includes soil temperature
measurement at a depth of 10 cm. The monthly mean soil temperatures at Budaiya from

1984 - 1986 and from 1997 - 1999 are illustrated in Table 2.18. The first set of records
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Table 2.17 Mean daily atmospheric pressure at Budaiya Station 1984 — 1986 and corresponding averages at airport

Mean daily atmospheric pressure (hpa)

Average monthly

Corresponding

Months monthly means at
1984 1985 1986 means airport
January 1021.6 1017.6 1020.3 1019.8 1018.7
February 1018.4 1016.6 1017.7 1017.6 1017.2
March 1013.1 1015.6 1015.3 1014.7 1014.0
Apnl 1010.4 1010.8 1012.2 1011.1 1010.9
May 1006.0 1006.3 1008.3 1006.9 1006.9
June 999.9 1000.4 1009.6 1003.3 1000.9
July 998.1 999.7 1001.1 999.6 999.6
August --- 999.8 1004.7 1002.3 999.2
September --- 1007.0 1008.3 1007.7 1004.9
October - 1013.0 1014.2 1013.6 1012.0
November .- 1016.0 1119.3 1067.7 1016.5
December 1019.9 1019.5 1022.4 1020.6 1018.5
Annual averages 1015.4 1009.9

SOURCE: Prepared and calculated based on data made available from the climatological records Agricultural Affaires.
A dash indicates no records.
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Table 2.18 Monthly means soil temperatures at Budaiya Station 1984 - 1986 and 1997 - 1999

Months

Mean soil temperatures (° C)

Mean soil temperatures (* C)

Monthly Monthly

1984 1985 1986 average 1997 1998 1999 average
January 11.0 18.6 18.2 15.9 20.9 18.5 213 20.2
February 12.0 18.4 17.6 16.0 21.8 20.0 21.5 21.1
March 16.0 20.2 19.8 18.7 224 22.5 23.0 226
Apnl 20.0 25.3 232 228 25.4 26.0 26.9 26.1
May 24.0 29.2 270 26.7 29.6 29.7 295 296
June 27.0 30.2 30.0 29.1 325 33.0 328 32.8
July 28.0 314 33.0 30.8 33.6 340 339 33.8
August - 327 320 324 34.1 354 345 34.7
September 334 31.7 315 32.2 333 344 341 339
October 30.5 28.9 314 303 317 31.7 31.2 31.5
November -- 259 248 254 259 27.5 271.7 27.0
December 20.6 20.7 20.5 20.6 21.8 24.1 23.1 23.0

SOURCE: Modificd after the Agricultural Affairs
Note: 1984 — 1986 records arc taken at 30cm, while 1997 - 1999 records at 50cm.
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represents 30 cm depth, and the second was taken at 50 cm. As shown in the table, soil
temperature ranges from 18.6 °C in January to 32.7 °C in August for the first set of data,

and from 20.2 °C in January to 34.7 °C in August for the second set of data.

Seawater Temberature

The temperature of the shallow_seawater around Bahrain is very high, and is confined to a
range between 17 °C in February to 33 °C in August. On the basis of the limited data
available, it seems plausible to assume that the monthly mean seawater temperatures are

commonly less than the monthly mean air temperatures by about 2 °C.

2.3 Topography and Physiography

Generally, Bahrain is a flat area in which altitude ranges from slightly above mean sea level
in the coastal areas to about 122.4 m in the central part of the main island; with the
average altitude being 20 m above mean sea level.  The geomorphology and landforms
development in the study area are closely controlled by the geologic outcrops, lithology

and structure (ALECSO, 1975; Brunsden et al., 1976a; Doornkamp et al., 1980).

Much of the study area is composed of (1) shallow marine carbonate rocks of the Eocene
age; within which internal catchments, extensive playa basins, numerous pluvial and
aeolian geomorphic features, including network of ephemeral streams have been identified,
and (2) a widespread coastal plain of Pleistocene-Holocene age, characterised by plentiful
dune systems, beach ridges and sabkha lowlands (ALECSO, 1975; Brunsden er al., 1976a,

Doornkamp et al., 1980).
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Physiographically, the study area can be divided, as shown in Figure 2.5, into four
physiographic regions: the coastal plains, the multiple escarpment zones and backslopes,
the interior basin and jabals, and the sabkha lowlands. While I have slightly modified their
classification of the physiographic regions, and based much of my discussion on the
interpretation of their valuable geomorphic maps supported by some field observations, the
pioneer work on the geomorphology and physiography of Bahrain carried out by
Doormkamp et al. (1980) was the most important source for the preceding discussion. The
detailed description of the geomorphic features evolved from the interpretation of the
geomorphology and superficial materials map sheets produced by Brunsden ef al,, (1976a)
at scales of 1: 10, 000 for the Bahrain Main Islands group, and 1: 30, 000 for Huwar
Islands group. It is to be mentioned here that for the places names that will appear
throughout this section, the reader should consult the study area location map in
Figure 2.1, so that localities discussed can be followed in their geogapmc positions. This

map may also be useful for the discussion throughout the geology section.

The Coastal Plains

This region covers the northern coast of Bahrain main island and extends along its western
coast from Budaiya down to the northern edge of Zallaq. It also extends along the
eastern coast from Manama to Maameer, and covers extensive parts of the offshore
islands, including Muharraq, Sitra, Nabih Salih and Umm Nassan. This region also

occupies large parts of the Huwar Islands.

The northern coastal plain of Bahrain Island is a broad, poorly drained region, rising from

about 10 m behind the backslope to slightly above sea level near the coastlines, but most of
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Figure 2.5 The physiographic regions of Bahrain
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its surface is generally less than 6 m above mean sea level. It is composed of superficial
materials of unconsolidated sand, silt, and quartz sand of Quaternary age which normally
form a thin sheet overlying bedrock of beach rock materials or limestone of Miocene or
middle Eocene age (Bridges and Burnham, 1980). In some places, such as Al-Hajar,
Moqsha, Barbar, Shakhoora and more distinguishably in Isa town, the plain is broken by
irregular bedrock exposures in the form of small isolated inliers of possibly Miocene or
middle Eocene age. Although, most of the northern coastal plain has been extensively
modified and worked out by man for his agricultural and urban activities, prominent
geomorphic features of low-lying, loosely cemented sand dunes can be easily discerned at

surface (Brunsden e al., 1976a).

Inland, near Al-Murkh, Bani Jamra, Saar and Mugqabah villages, the dunes gradually nise in
elevation to form an extensive dune field of nebkha type; but these seldom exceed 15 m.
The dunes, which are largely composed of gypsiferous quartz-sand, are believed to be an
accretion ridge representing an ancient shoreline (Doormkamp et al., 1980). Further inland
near Salmabad and Aali villages, the dunes are considerably reduced in elevation and
intermingled with various coastal plain deposits and sabkha surfaces. To the east of these
areas, near Tubli village, the dune fields give way to a narrow shallow embayment known
as Khor Maqtaa Tubli or Tubli Bay. The bay area used to be a rich and varied marine
environment, but recently has suffered environmental deterioration because of coastal
reclamation, uncontrolled urban development, and discharge of wastewater from the

nearby treatment plant.

The western coastal plain is an extensive sand plain, rarely exceeding 4 m in altitude. It

122



slopes away from the bedrock towards the coastlines. The shorelines are formed mainly of
low-lying beach ridges composed chiefly of poorly graded quartz-sand and shelly gravel.
Inland, the surface is slightly elevated, and is covered by relatively low elevation nebkha
dunes. The area extending from Dumistan village to Az-Zallaq in the south is extensively
modified by cultivation. The surface at those localities is mainly covered by gypsiferous
sand and gravels, with scattered low-lying salt-encrusted nebkha dunes. In places near
Dumistan and Karzakan villages, for example, rock outcrops (stone pavements) of mainly
upper Dammam limestone occasionally interrupt this rather monotonous coastal plain. To
the south and east of Dar Kulaib village near the edge of the backslope, these give way to
prominent exposures of Middle Eocene rock. Notably, the western coastal plain as
reported by Doomkamp, er al. (1980) has been dissected near the Hamala Camp by
bedrock exposure of Middle Eocene age, which forms a north-south trending anticline,

marked at its eastern edge by a large depression known as the Lawzi Lake.

Elsewhere, in Muharraq Island, Doomkamp et al. (1980), recognised that the coastal plain
attains elevations of between 2.1 and 2.4 m, and consists of slightly elevated areas formed
of Quaternary limestone or fixed vegetated dunes, linked by a slightly elevated beach-ridge
complex. The coastlines in this island have generally rocky appearance formed of raised
platforms and beach-ridge complexes, with elevations commonly not more than 3 m.
These are made up of poorly-graded, partially cemented, shell-rich limestone and

calcareous quartz-sand, with common hollow structure, algal quartzose limestone.

Brunsden et al. (1976a) noted that the platforms slope gently inland and follow the

coastlines from Arad to Hidd and Muharraq itself. More perceptible platforms, though
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slightly lower in elevation, form the coastline of Al-Halat (a local terminology for small
island). Land reclamation and urban development have obscured most of the original
geomorphic relief of these platforms, particularly near the Hidd Peninsula, and Arad and
Qalali villages. The northern coastal plain of Muharraq is mainly occupied by low level
sand dunes standing at altitudes between 1 — 3 m, and predominantly composed of poorly
graded and loosely cemented quartz-sand veneered, in places, with gypsiferous layers.
Brunsden et al. (1976a) demonstrate that along the coastlines, the dunes rise gradually to
produce elevated beaches, beac;h platforms and tongues, suggesting erosion by wave
action. They also noticed that inland, in Qalali and near the airport, the surface is highly
encrusted with gypsum, and is generally featureless with few preserved original
geomorphic features. The rest of the northeastern coastal plain has markedly flat, sabkha-
like surface, which grades into sheltered intertidal zones at Dowhat Arad, Dowhat
Az-Zimah, and Muharraq bay. Increasing reclamation and urban settlement, particularly

in Arad and Qalali villages have destroyed most of the sabkha characteristics.

The eastern coastal plain is mainly characterised by sabkha flat deposits and rock outcrops
of presumably Quaternary age that vary in elevation from almost sea level to 6 m above
mean sea level. Again, prolonged cultivation and settlement have largely obscured the
original morphology and superficial primary depositional features (Doornkamp er al.,
1980). The northern coast of Sitra Island is formed by elevated beach-ridges, while its
southern coast near Halat Umm Al- Baidh is normally flat lying, dominated by sabkha-
forming deposits. The Nabih Salih Island shorelines are characteﬁsed by a slightly elevated
beach-ridge complex. Away from these shorelines, the inland geomorphic features of this

island have been partly, if not entirely, masked by extensive cultivation and increasing
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urban development. Further south in Al-Akur, Nuwaidrat, and Maameer villages, much of
the surface is relatively featureless, and is dominated by low-lying highly encrusted sabkha-
like materials, although dune fields of nebkha type are found in the eastern parts of
Nuwaidrat. In the vicinity of Sanad, these dunes appear to have been rather dissected by
well-exposed rock outcrops. Evidently, most of these areas are now increasingly being

covered by urban and industrial development.

Doomkamp e al. (1980) postulated that the landforms in Umm Nassan Island are either
formed of Miocene bedrock or rock platforms, thinly veneered by marine shell gravels,
with low-lying, nebkha dunes occupying most of its inland parts. The materials that
compose the dunes are mainly loose, homogenous, poorly-graded, often gypsum-encrusted
calcareous quartz sands. The coastline morphology is dominated by low relief raised
beaches and marine platforms, with the exception of the southern coastline in - which sandy

beaches appear to be dominant.

In Huwar Islands the landforms do not appear to be significantly different from those on
the Bahrain main Island (Doornkamp et a/., 1980). Large areas of these islands are formed
of scattered nebkha dunes, exposed bedrock of principally undifferentiated carbonate
rocks, partly covered with thin gravel. One of the most prominent features in these islands,
however, is the continuous beach ridge complex, which extends along the western coast of
the Huwar main Island and ends at its southern point with a narrow and elongated sand
spit. This ridge reaches a maximum width of over 300 m but seldom exceeds 1 m in
thickness. It is chiefly composed of rather homogenous shelly and oolitic sand and marine

shell materials (Doornkamp et al., 1980). The eastern coasts of Huwar Island are
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dominated by coast-facing scarps sloping steeply towards the sea, with elevations of
between 2 — 5 m above mean sea level. Its surface attains heights of between 2 m in its
northern and southern parts, and about 6 m in the central parts. The other islands have

generally low relief, with elevation rarely exceeds 1.8 m.

The Multiple Escarpment Zone and Backslope

The multiple escarpment zone is a continuous inland-facing scarps surrounding an interior .

basin. The scarps vary in elevation from 40 - 60 m above mean sea level in the south and
north to generally less than 30 m in the western and eastern parts. Width is also variable,
depending on the magnitude of erosion but normally ranges from I — 3 km. The zone is
considerably thinner in the middle parts, where the interior basin widens towards the
coasts. The escarpments are composed essentially of carbonate-shale deposits of the
Eocene age. Soft shale-claystone sediments-are normally topped by resistant limestone -
dolostone (dolomite limestone) rc;cks, providing appropriate cliff-forming conditions.
Therefore, the escarpments show considerable variation in form, from single bold
escarpment to multiple steps and benches forming escarpments (Doornkamp et al., 1980).
Apart from minor gaps, the most important of which is the one near Az-Zallaq in the

western side, the escarpment zone almost completely surrounds the interior basin.

In their study of 1976, Brunsden ef a/ showed that the escarpment zone can be divided
into two sub-zones, each of which extends about 28 km, and they meet at the north and
south to surround the interior basin. They found that the eastern escarpment is lower in
elevation, attaining a maximum altitude of about 45 m near Ras Abu-Jarjur. The

elevations decline gradually to the south and north of this point to between 15 — 30 m.

126



The western escarpment is normally higher in elevation by an average of 10 m, and reaches

its maximum altitude of about 60 m north of Ar- Rumaithah.

The escarpment surface is characterised by numerous, normally shallow and steep drainage
systems and ephemeral streams, which considerably vary in patterns, depths and lengths.
ALECSO (1975) identified two major ,c@rainage systems in the western scarp; namely, (i)
the Az-Zallaq drainage system, which runs for about 6 km, from the interior basin to the
north of Az- Zallaq village; and (ii) the Buri drainage system which starts from the interior
basin, and runs for 7 km towards the eastern edge of Buri village. The main drainage
system at the eastern scarp is the wadi system south of Refinery that also onginated from
the interior basin and cuts through the escarpment north east of Awali to drain in an area

located south of the refinery.

The most prominent geomorphic feature at the surface of the escarpment zone is the so-
called north west playa. This is an extensive depression completely bounded by the scarps
zone. The surface of this playa has a lowest point of 19 m, whicﬁ is between 8 and 22 m
below the crest of the surrounding scarp (Doomkamp ef al., 1980). This surface is
composed predominantly of moderately to well-sorted sand and gravels, with some
isolated stone pavements and bedrock exposures. In few places, these materials are often
obscured by widely scattered small shrubs, nebkha dunes and vegetation of halophytic
type. Away near the foot of the scarps, such materials are separated by rather pooriy-

developed alluvial fans.

The backslope is an inclined surface sloping away from the escarpment zone towards the
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coastal plains (Doommkamp ez al., 1980). The term "Backslope" is first suggested by
Brunsden er al. (1976a), to show that the topographic surface of the backslope strata cuts
across the bedding, so that higher and younger beds are encountered as the coast is
approached. This implies, as assumed by the same researchers, that the feature is erosional
in nature and not a true dipslope. The backslope is broad in the north and south, but
extremely narrow in the west and east, generally reflecting the asymmetrical nature of the-
Bahrain Dome (Doornkamp et al., 1980). In the northwest and north of the backslope, the
surface is dominated by bedrock exposures that usually form secondary scarps. Farther
north near Aali, a depression of an irregular surface is developed within the backslope
surface, This depression contains several drainage systems that cut across recent
sediments of gravels and coarse sand, and some older bedrock exposures. Most of these

drainage systems are now being interrupted by sediment-filled depressions.

The Interior Basin and Jabals

The intenior basin is an elongated depression surrounded by the escarpment zone, and
formed by the erosion of the crest of Bahrain Dome. It has an erosional inlier surface
made up of the lower Eocene rocks. The basin surface is asymmetrical, and varies in
width from 2.5 km in the west to a maximum of 8 km in the south; and in elevation from
over 70 m in the southeast of Awali to a minimum of 5 m in the southeastern part
(Doomkamp et al., 1980). It is characterised by the presence of numerous geomorphic
features, such as marginal depressions, playa basins, and bedrock exposures of mainly
lower Eocene age, forming isolated hills and plateaus. There are also some drainage
streams (mainly of dentritic patterns), patches of remnant nebkha dunes, and isolated small

dayas.
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The enclosed depression areas are often filled with fine to medium grained, gypsum-rich
silts and sands. The playa basins’ surfaces are primarily made up of low-lying alluvial fan
deposits of gypsiferous sands and gravels, near the foot of the scarps, grading to well-
sorted, silts and clays, with common evaporites (mainly anhydrite) towards the centres.
The southern playa represents the lowest area in the interior basin with land surface
elevation ranges from 5 — 8 m. It occupies an area of about-65 km?-and consists of two
major playa basins, namely, Al-Ghaynah and Ash Shabak (Doomkamp er al., 1980). The
land surface of the former basin is largely composed of rock exposure, with gypseoué sand
and gypsum- encrusted gravels near the slope sides. In Ash Shabak, the surface is

predominantly covered with gypsum-encrusted sands and gravels.

Large areas of the basin surface, particularly those around the foot of the jabals are
covered by bedrock surface modified by wind action (wind-faceted bedrock of Brunsden
et al.,, 1976a). Karstification is confined to small areas in the southern and northern parts
of the basin, and on the eastern flank near Ras Abu-Jarjur. The karst features, at those
locations, are represented by isolated shallow dayas, small caverns, and near the surface
solution channels. Elsewhere, especially along the lower Dammam cliffs at Al-Buhair
depression and in the vicinity of Ras Abu-Jarjur at the eastern escarpment, surface joints

and fractures presumably of karstic nature are found.

Numerous drainage streams of various patterns, lengths and depths are found throughout
the interior basin area. Most of these streams are endoreic in nature (i.e. they drain within
the interior basin and away to its marginal sedimentary depressions). It is believed

(Doormkamp er al. 1980), however, that these streams have clearly found their way in the
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past through the main escarpment. This has probably occurred via three major outlet
channels, the most important among which is Az-Zallaq outlet (gap) at the western
escarpment zone. This gap was possibly responsible for draining off the eroded sediments
away from the basin area, thus largely contributing in the formation of the interior basin.
At present, this gap together with Al-Wasmiyyah outlet to the south act as pathways for
transporting the sediment materials during intense rainstorms: Low-lying dunes of both
normal and nebkhah types are scattered throughout the interior basin. Typically, they are
largely made up of variably graded aeolian deposits, with the nebkhah dunes being covered

with halophytic plants.

The jabals are isolated remnant hills and plateaus formed by outcrops of resistant rocks
standing distinctly above the surrounding ground. The average elevation of these jabals is
approximately 60 m, but Jabal Ad-Dukhan, the highest point near the centre of the interior
basin, stands at about 122.4 m above mean sea level. This jabal is one of the most
conspicuous topographic features in Bahrain, and is basically a flat-topped surface plateau,
and lies at various heights with the maximum being in the northern side, decreasing steadily
to the minimum in the southern side. At this lowest point, the jabal declines in altitude to
descend within the interior basin bedrock surface. Standing to the east of Jabal Ad-Dukhan
are two steep-sided hills reaching an elevation of about 70 m, known as Al-Rumanateen
plateaus. These are separated from the main Jabal by a relatively raised surface made up

of wind-faceted bedrock.

This physiographic region also contains several hills of mesa and cuesta types, varying in

altitude from 30 — 60 m. The most prominent examples of which are Ar-Rumaithah,
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Safrah, refinery and Al-Buhair cuestas, and the gypsum mesa south of Awali. In most
cases, resistant, cliff forming, often duricrusted dolostones form the summits of these
features; below which are rather soft and commonly weathered dolarenite/dolosiltite, or
shale beds. This has created favourable conditions for the differential weathering to
operate, thus producing small caverns and over-hanged walls. For instance, such
phenomena is well developed in-the cuestas of Al- Buhair depression, where the underlying
weak rocks of the Middle Eocene have been extensively eroded by salt weathering and
solution processes to produce numerous caverns, topped by over-hanged resistant cap

rock.

The Sabkha Lowlands

The major sabkhas in the study area are commonly low-lying marginal coastal flats.
Minor playa basins and sabkha:like deposits are found inland from the coast (continental
sabkhas), within the topographic depressions (the previously described Ash Shabak and
Al-Ghaynah Playas). The intertidal - subtidal zones in and around the coastal plain,
including Khowr (an Arabic term for the shallow embayment) Tubli, Arad and Az-Zimmah
mud flats, Halat Umm Al-Baidh, and the coastal sabkha near Ras Hayyan, are considered

here as part of the extensive coastal plain, and are briefly described earlier.

Therefore, the following discussion only deals with the major coastal tidal-flats, namely,
the Southwest Sabkha, and the South Sabkha. These occupy a narrow belt along the
southwest and southern coasts of the Bahrain main island (see Figure 2.5). The detailed
morphology and sedimentology of these sabkhas are beyond the scope of this research, but

can be found elsewhere in the literature (e.g. Brunsden er al., 1976a; Doornkamp et al.,

131



1980).

The Southwest Sabkha extends from south of Az-Zallaq up to the southern end of Bahrain
main island. It occupies an area of about 60 km?, with elevation ranging from 6 m in the
north near Al-Murkh to at sea level in Al-Mummattalah (Doornkamp e? al., 1980). The
seaward margin of this sabkha is.dominated by a beach ridge complex forming longitudinal
accretion zone of shell-gravel platforms. This beach complex is reported to vary in
elevation from about 3m near Al-Jazair to almost sea level in the south where it somewhat
loses its geomorphic definition (Brunsden er al., 1976a). Along the western coast the
beach complex is separated from the shoreline by a narrow sandy-gravel beach zone. The
area between the beach complex and the backslope margins is narrower in the north near
Al-Murkh and Wadi Ali, but markedly widens towards the south near Al-Mummattalah
where it forms an extensive salt pan of typical salt-encrusted sabkha surface (Doornkamp

et al., 1980).

This area, which is known locally as Mamlahat (An Arabic term for sabkha, where salt is,
or at one time was mined according to Powers ef al. (1966)) Al-Mummattalah, represents
the biggest sabkha surface in Bahrain. This surface is largely composed of variably graded
gypsiferous and quartzose sand, veneered with a blistered gypsum crust, resulting from
evaporation of shallow groundwater. Apart from some nebkha dunes in the north, the
sabkha surface is characterised by absence of vegetation (Doornkamp er al., 1980). It
forms low-lying supratidal/intertidal flats, which are often subjected to periodic flooding by
rainwater or marine water during high tides. This is commonly followed, in dry seasons,

by continuous deflation of the deposited materials and evaporation from the capillary zone,

132



which contributes to salt accumulation.

The sabkha grades landward into a broad area to occupy various geomorphic features,
including a remnant beach ridge, isolated nebkha dunes, and minor stone pavements.
Outward from the shoreline, the sabkha is bounded by a slightly elevated surface of rock
outcrops. Here the sabkha brine water appears to recharge the exposed aquifer, causing
its salinity to increase to up to 15,000 mg I'. This has its important implications on the

groundwater quality distribution as will be discussed in the next chapter.

The South Sabkha occupies an area of about 30 km®. It continues from the southern
backslope to the farthest point of Bahrain main island. This point is a longitudinal sandspit
known as Ras Al- Bar. Unlike the Southwest Sabkha, the South Sgbkha broadens
progressively northward to a maximum width of .6 km close to its junction with the solid
rocks of the southern backslope, forming a triangular coastal plain (Doomkamp et al.,
1980). In the southern end near the sandspit, the sabkha narrows considerably to about
250 m. The low-lying surface of this sabkha permits periodic tidal invasions and

inundation by rainstorms.

In terms of sediment framework, there is a close similanty between the South Sabkha and
the Southwest Sabkha. Seaward, the remnant beach ridge continues along the western
coast, and is dominantly composed of shelly gravel, veneered with a gypsum crust, with
nebkha dunes covering only minor portions of the surface. Inland from the coastline, the
elevation generally increases towards the backslope area, where the typical sabkha

sediments give way to solid rocks of bioclastic dolomitic limestone (Doomkamp ef al.,
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1980). Over most of the eastern shoreline, the surface widens to form a broader sand

plain, made up of loose and homogenous calcareous sand, often encrusted with gypsum.

2.4 Geology

2.4.1 Regional Setting

The Arabian Peninsula is a huge crustal piate, d;efdnned and meta;norphos_ed duri-ﬁg tl;e
Early Precambrian and extensively eroded and peneplained during the Late Precambrian
(Chapman, 1978). In the period from the Cambrian to the Early Cenozioc, the area
witnessed a continuous stow subsidence and transgression of broad epicontinental seas,
which spread widely to the east of the Arabian Peninsula, resulting in the deposition of
relatively thin successions of almost flat-lying Paleozoic, Mesozioc, and Early Cenozioc
strata (Powers er al.,1966). These transgression episodes are followed from time to time
by regressior; cycles that produced several unconformities. Figure 2.6 is the generalised

geological map of the Arabian Peninsula.

The northeastern and eastern sides of the plate had experienced several orogenic
movements that continued from the Late Cretaceous time up to the Late Tertiary (Mio -
Pliocene). In the Late Tertiary time, these eastward thrust movements have resulted in
upfolding of deep-seated sedimentary basins in a form of great mountain ranges — the
Zagros - Taurus Mountains in Iran and Turkey, and the Oman Mountains, and in major
block fault movement - the Red Sea Graben (Powers er a/., 1966; Chapman, 1978). These
movements are also associated with extensive volcanism, particularly in the western parts
of Saudi Arabia. The Red Sea Graben movement, in particular, has links with the great

Alpine — Himalayan Orogeny (Powers ef al., 1966, Chapman, 1978; Kent, 1978) and led
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Figure 2.6 Generalised regional geologicat map of the Arabian Peninsula (after Chapman, 1978)
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to the continental separation of the Arabian Plate from the African Plate at/along the
western side, most probably during the Late Miocene — Early Pliocene time. At that time,
minor broad folding was in evidence, but the region has been relatively structurally stable

since the Pliocene (Larsen, 1983).

Within this broad tectonic framework, two major structural provinces can be recognised.
One is comparatively stable whose rigidity is controlled by the Precambrian basement, and
the other is the great mobile belt (Powers er al., 1966). The former is made up of the
basement complex, and the relatively thin sedimentary sequences of the Paleozoic,
Mesozoic and Early Cenozoic periods (see Figure 2.6). The mobile belt borders the stable
region from the northeast and east, and includes the Zagros-Taurus Mountain ranges and
the Oman Mountains. The structural provinces in the Arabian Peninsula and its adjacent

areas are shown in Figure 2.7.

The stable region, as illustrated in Figure 2.7, is subdivided into two structural sub-
provinces: the Arabian Shield and the Arabian Shelf. Power er al. (1966) described the
- Arabian Shield as a rigid, peneplained, and slightly-arched surface composed largely of a
Precambrian basement complex of igneous and metamorphic rocks, occasionally covered
by Paleozoic continental deposits and Tertiary lava floods. The Arabian Shelf consists of
relatively thin sedimentary sequence of continental and shallow marine deposits, resting
unconformably on the basement complex (Chapman, 1973). The sedimentary rocks that
form the shelf vary in age from the Late Palaeozoic to the Pliocene (Figure 2.6). They dip

gently eastward away from the shield towards the Arabian Gulf and Rub’ al-Khali basins.
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Figure 2.7 Structural provinces of the Arabian Peninsula (after Kent, 1978)
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The Arabian shelf is further subdivided into three structural sub-regions. The Intenor
Homocline, the Interior Platform, and the Basins (see Figure 2.7). The Homocline is a
great, commonly undisturbed sedimentary belt bordering the shield from the east, with an
average width of about 400 km (ARAMCO, 1975). The Interior Platform is a flat
structural feature separated from the homocline by an abrupt-break in slope (Chapman,
1978). It is largely made up of shallow to restricted marine deposits of Cretaceous and
Tertiary age, dominantly limestone and shale, with subsidiary continental sandstone
(Figure 2.6). The width of the platform ranges from about 100 km along the southern and
western sides of the Rub’al Khali Basin to 400 km or more across the Qatar Peninsula

(Powers et al., 1966).

As previously indicated, both the Homocline and the Platform have been tectonically stable
since the Pliocene time. Murris (1980) postulated that, apart from the orogenic activities
during the Cretaceous and Tertiary, the depositional history of the Arabian shelf was
generally characterised by stable conditions. The stable and flat-lying surface of the
platform is, however, interrupted by several north-south trending anticlinal trends, which
rise above the general level of the platform, and include the major oil field in Arabia (Ayers
et al., 1982). Bahrain lies within the northeastern edge of the Intertor Platform, and the
Bahrain Dome - the dominant structural feature in the country - is one of these anticlinal

structures.

The Basins are deep synclinal depressions filled with relatively thick Miocene-Pliocene and
Quaternary sediments. They lie on the edges of the platform, with only one major bastn

(the As-Sirhan-Turayf basin) lies on the northwestern margin of the homocline adjacent to
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the Jordan borders. The other major basins are: the Ar Rub Al Khali basin, the northern

Arabian Gulf basin, and Ad Dibdibah basin (Figure 2.7).

2.4.2 Structural Framework

Bahrain is a surface expression of an approximately 30 x 10 km, elongated, slightly
asymmetrical north-south trending anticline known as the Bahrain Dome. This dome is a
periclinal structure developed in the Tertiary carbonate sediments of Lower — Middle
Eocene (Ypresian — Lutetian). The dominant lithologies are limestone and chalky
limestone, extensively modified by dolomitization. Off-dome synclinal areas are

characteristically thin beds of dolomitic limestones, with subsidiary shales and marls.

Depositional thinning occurs over the crest of the dome, whilst thickening takes place in
off-dome synclinal areas (GDC, 1980b), indicating synsedimentary structural growth
(1.e. the dome structure was sIole developing during the deposition of the Eocene strata).
The anticline dips asymmetrically to the east and west at generally less than 5 degrees.
The steeper west flank has dips of 4 degrees and the gentler eastern flank dips 2 degrees
(Samahiji and Chaube, 1987). According to Steineke (1942), the northern plunge of the
dome has been eroded less than the southern plunge - the later has been deeply eroded to
expose the Lower Dammam rocks, which, in turns, is overlapped by younger Miocene and

Quaternary deposits over a relatively large area.

Local and regional uplift near the close of the Middle Miocene initiated a period of
erosion, and no Upper Eocene and Oligocene sediments have been recognised in Bahrain

(Willis, 1967). Further uplift during the Late Miocene - Early Pliocene has resulted in the
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erosion of the Middle Eocene and most of the Miocene rocks; thus exposing the Lower
Eocene beds. This has led to the formation of an erosional inlier basin — the Interior Basin.

Bahrain owes its present striking shape largely to these major uplift and erosional episodes.

The erosional edges of the Bahrain Dome are represented by inward facing escarpments of
the Middle Eocene (Dammam Formation) rocks that surround the eroded basin to form
one of the most prominent topographic features in the country - the rim rocks. Away from
the crest, the Eocene beds are overlain by flat-lying sediments of Miocene-Pliocene (?) age
(the Neogene Complex), clearly suggesting that folding of Bahrain Dome pre-dates the
deposition of the Miocene beds. In the marginal areas, the Pliestocene - Holocene
deposits overlie the older units with a pronounced unconformity, confirming the existence
of the Post - Dammam local and regional uplift. On the crest of the domal structure,
erosion remnants of a massive blanket of dolomitic limestone and coral-bearing limestone,
o_f presumably Miocene age (Jabal Cap Formation), rest unconformably on the Middle

Eocene rocks. The generalised geology of Bahrain is illustrated in Figure 2.8,

The initiation of the Arabian Anticlines is not well understood, and is still a matter of
debate. There are reasons to believe that they are formed in response to horst-like
basement uplifts (Powers ef al., 1966; ARAMCO, 1975; Chapman, 1973). The Bahrain
and Dammam Domes are believed to be a result of deep-seated Infra-Cambrian Hormuz
Salt diapirism (Willis, 1967; Kent, 1978, Samahiji and Chaube, 1987), from their oval
shapes and strong negative gravity anomaly. With regard to the Bahrain Dome, however,
the steeper western flank would suggest that compressive forces have also been active to a

small degree (Willis, 1967, Messrs Sandberg, 1975, Larsen, 1983).
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Figure 2.8 Generalised geology of Bahrain (slightly modified afiter GDC, 1980b)
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Kassler (1973), states that the Arabian folds’ growth, including growth of the Bahrain
Dome, have two striking characteristics: prolonged structural growth dating perhaps as
early as the Permian time and lasting well into the Tertiary, accompanied by upward
movement during sedimentation and low vertical relief. In contrast to his final conclusion,
Samahiji and Chaube (1987) documented relatively high vertical relief, which reaches
some 1181 .m at Khuff (Tatarian - Kazanian) level. Detailed stratigraphic studies of the
Fars Platform in Iran suggests that the Hormuz Salt started to migrate upward during the
Late Jurassic and first surfaced in the Early Cretaceous (Kent, 1979; quoted in Weijermars,
1999). de Mestre and Hains (1958) conclude that the principal uplift that led to the
present structure of the Bahrain anticline appears to have occurred in the Late Miocene,
and since that time further structural growth has occurred, though at a reduced rate.
Samahiji and Chaube (1987) suggested a tectonic history of Bahrain Dome growth as

follows:

¢ Slow but steady growth through the Upper Jurassic - Lower Cretaceous.
o Accelerated growth through the Upper Cretaceous culminating in the Turonian.
e Continued growth through the Santonian - Maestrichtian (Aruma Formation).

¢ Strong growth through the Eocene continued probably to the Miocene.

The Tertiary rocks of Bahrain that form the dome are unfaulted at outcrops, but evidence
of faulting is discernible at shallow levels in the Cretaceous Formations from the detailed
mapping of oil companies. Most of the faults observed in the subsurface have
displacements of less than 15.2 m, and all are classified as normal tension faults (Willis,
1967). Several synclinal flexures developed due to subsidence along these shallow seated

normal faults. The majority of these synclines trending NE-SW, oblique to the axis of the
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main dome, and, because of their flat-lying beds in the cores, are interpreted as being the
surface expression of shallow faults and probably pre-date the development of the main
dome (Doomkamp et al.,