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Analysis of Iterative Methods for the Solution of Boundary Integral Equations 
with Applications to the Helmholtz Problem 

by 
C h c i i K e 

This thesis is concerned with the numerical solution of boundary integral equa­
tions and the numerical analysis of iterative methods. In the first part, we assume 
the boundary to be smooth in order to work with compact operators; while in the 
second part we investigate the problem arising from allowing piecewise smooth 
boundaries. Although in principle most results of the thesis apply to general prob­
lems of reformulating boundary value problems as boundary integral equations 
and their subsequent numerical solutions, we consider the Helmholtz equation 
arising from acoustic problems as the main model problem. 

[n C h a p t e r 1, we present the background material of reformulation of Helmhoitz 
boundary value problems into boundary integral equations by either the indirect 
potential method or the direct method using integral formulae. The problem of 
ensuring unique solutions of integral equations for exterior problems is specifi­
cally discussed. In C h a p t e r 2, we discuss the useful numerical techniques for 
solving second kind integral equations. In particular, we highlight the supercon-
vergence properties of iterated projection methods and the important procedure 
of Nystrom interpolation. 

In C h a p t e r 3, the mult igrid type methods as applied to smooth boundary 
integral equations are studied. Using the residual correction principle^ we are 
able to propose some robust iterative variants modifying the e.visting methods to 
seek efficient solutions. In C l i a p t e r 4, we concentrate on the conjugate gradient 
method and establish its fast convergence as applied to th*e"Ii'irear*systems*aTis-
ing from general boundary element equations. For bou^da^>^^in^egTail[e<f^^^^^ 
on smooth boundaries we have observed, as the underlying mesh^sizes'decrease, 
faster convergence of mult igrid type methods and fixed step convergence of the 
conjugate gradient method. 

In the case of non-smooth integral boundaries, we first derive the singular 
forms of the solution of boundary integral solutions for Diriclilet problems and 
then discuss the numerical solution in C h a p t e r 5. Iterative methods such as two 
grid methods and the conjugate gradient method are successfully implemented 
in C h a p t e r 6 to solve the non-smooth integral equations. The study of two 
grid methods in a general setting and also much of the results on the conjugate 
gradient method are new. Chapters 3, 'I and 5 are partially based on publications 
[4], 5) and 35 respectively. 
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Chapter 1 

Boundary Integral Equation 

Reformulations 

In recent years, boundary element methods (BEiM's) have become increasingly 

acceptable and popular in solving boundary value problems (BVP's) from engi­

neering applications such as applied mechanics, acoustic radiation and scattering, 

potential flow problems; see [17], [26], [30], [36] and [61). The research into the 

solution of boundary integral equations is concerned wi th the following major 

aspects of study : (refer to [99] for a more detailed exposition and classification 

of the main themes) 

1. reformulation of boundary value problems into bovindary integral equations; 

2. solution of boundary integral equations via discretization; 

3. numerical solution of tiie subsequent linear systems. 

A l l above stages wil l be studied in the thesis. In this chapter, we shall study 

the stage I and present the relevant theoretical results to lay a foundation for 



the analysis of the discretization methods in chapters 2 and 5 as well as the 

analysis of the iterative methods in chapters 3, 4 and 6. In § 1 1 , we present 

some theoretical preliminaries for use throughout the thesis. In §1.2, we first 

derive the Helmholtz equation in the context of acoustic radiation problems and 

then discuss its solvability. In §1.3, we review* the boundary integral equation 

reformulations of boundary value problems for the Helmholtz equation (on an 

interior or exterior region). In §1.4, in order to ensure the uniqueness of solutions 

of integral equations for exterior problems, the methods of Panich [77| and Burton 

and Miller [29] are adopted. The formulations in this chapter will be valid for 

both 2D and 3D problems wi th piecewise smooth boundaries. The very important 

problem of solvability of solutions of integral equations of the second kind is also 

discussed. Numerical methods for seeking their solutions are investigated in later 

chapters. 

1.1 Mathematical preliminaries 

To formally present boundary integral equation reformulations, we shall need to 

introduce a few definitions. These include the concept of compact operators used 

in the well known Riesz-Fredholm theory to establish the solvability of l)oundary 

integral equations. For a compact operator, its property of eigenvalue spectrum 

being (at most) countably infinite and accumulating al one possible point (zero) 

will be exploited in Chapter 4 in developing the conjugate gradient type methods 

(CGM's) . 

Below we shall adopt the usual functional analysis notation. A typical point in 

is denoted by x = ( x i , • - • ,x„) i its norm \x\ = {Y.]=i x'jY^^- « = *',«») 



denotes an ;i-tuple of nonnegative integers and x" denotes the monomial 

J-'V^V • ^ -̂Hich has the degree |a | = E j = i « i - Similarly, if Dj = d/dxj 

for 1 < i < / I , then = D " ' • • • denotes a differential operator of order |a|, 

with Dfo- -'^)*^ = 0. 

D e f i n i t i o n 1.1 ( f u n c t i o n a l spaces o f C"*, C'"'^) 

Let Q be a region in /?" (in the thesis, only n = 2, 3 are used). For any non-

negative integer m, we define C"*{Q) to be the space consisting of all functions 

<j> which; together with all their partial derivatives D°(j) of orders \a\ < m, are 

bounded and continuous on Q. !fO < X < [, we define C'^'^{Q) to be the subspace 

of C'"*(n) consisting of those functions 6 for which, for \a\ = m, satisfies in 

Q a Holder condition with exponent \ , i.e., there is a constant A such that 

\D-<f>(x)- D^<l>{y)\<A\x-y\\ x , y e n . • 

D e f i n i t i o n 1.2 ( b o u n d a r y spaces o f C"", C""'*^) 

Lei S be an (n-1) dimensional submanifold of \Ve call S G C"*, if for each 

point X ^ there exists a neighbourhood manifold I ' i of x such that the intersec­

tion S f ) V'x can be mapped bijectively onto some open domain U C R.'^ and thai 

this mapping u = f { x ) satisfies / 6 C"*. Similarly, we say S £ C"""^ i / / E C""-^ 

fori) < A < I . • 

As a result, if / € C" then / G C'"*-'-'. For simplicity, we denote C = C° 

whenever no confusion arises. Define that a subset 0 in a metric space M is 

relatively compact if every sequence in 0 contains a convergent subsequence, and 

if the l imi t also lies in 0 , we say 0 is compact. 



Dcfinifcioii 1.3 (compact o|)crati>r) 

Let X and Y be Banach spaces. A linear operator Ki : X — Y is called compact if 

it maps any bounded set in X into a relatively compact set in V. • 

Recall that the range space of a linear operator C : X — Y is ciefined by 

n{C) = { y \ y = Cx, x e X } , 

where A' and Y are iwo Banach spaces. It is easy to show that compact linear 

operators are bounded and that any linear combination of compact linear opera­

tors is compact. Let us formally state some more important results, the proof of 

which may be found in [11], [36. Ch . l ] and (60, Ch.3). 

T H E O R E M 1.4 

(J) Let X, Y and Z be Banach spaces and let Kl : X —• Y and C : Y —» Z be 

bounded linear operators. Then the product JCC is cotnpacl if one of the two 

operators JC or C is compact. 

(2) Let K. : A' — Y be a bounded linear operator with finite dimensional range 

'JZ{}C). Then K. is compact. 

(3) Let X and Y be two Banach spaces and assume that the sequence A C „ : X —> 

Y of compact operators satisfies | | / C , i — — 0, n —' oc-, with K. : X —> Y 

a linear operator. Then Kl is compact. 

(4) Let Tj 7^ • X — A', n = 1,2,- - be bounded linear operators on some 

Banach space X, and 7",, — T poinlwise i.e., l\x — T a s n CG for 

each X E A'. Then \\{Tn - 7')AC|| — 0, n oo for any compact operator 

K: : X A . • 



Lei S C (with in - 2 or '.]) be a Jortlaii-ineasiirahlc and compact set 

(with nonzero measure) and let C'(5) be the Banacli space of complex-valued 

continuous functions defined on 5 with the norm = n\iix\(l>(x)\. We now 

define the important integral operator JC . C C by 

{K.4>){^-) = J^r<{x,y)<b(y)dy, x e s , ( i . i ) 

where K{x,y) is called the kernel function. If K is well defined and continuous 

for all x,y £ S and x ^ and there exist positive consiants A/ and Q G (0, m — ij 

such that for all x^y ^ S, x ^ y. 

\K{T.,y)\< Mlx-yr^'-"', (1.2) 

we call both the kernel K and the operator JC weakly singular. 

T H E O R E M 1.5 

The integral operator IC with continuous or weakly singular kernel is a compact 

operator. • 

Let us now give a few more definitions which we shall use. 

Definit ion l . G (transpose and adjoint operators) 

For the integral operator K, : C C as in (I.I), 

(1) its transpose K,^ : C — C is defined by 

(,C'-<^)(^) = I ^ K { y , x ) d > { y ) d y , x 6 .5; 

(2) its adjoint JC' : C C is defined by 

where K denotes the complex conjugate of K. • 



Definit ion 1.7 (niilL space) 

Lei X and Y be two Banach spaces and C : X —» Y be a linear operator. Then 

the null space A ' ( £ ) of C in X is defined by 

A'{C) = {(f>ex\c<i> = o}. • 

T H E Q R E i M 1.8 

/ / A C is compact on a Banach space X, then dim{A'(T ~ K.)) is finite. • 

We now give ihe solvabilily iheoreni for a second kind integral equation 

<i>-fC4> = f , (1.3) 

wiili Kl a compact operator as defined in (11) . The proof of the theorem can be 

found in [36; C h . l j . 

T H E O R E M 1.9 /Tredholni alternative) 

Let K. . C —* C be compact and Kl' be its adjoint operator as defined in Definition 

1.6. Then either 

1) 

, v ' ( i - A : ) = {0} and M{i - A : - ) = {o} 

and n(T -IC) = {0} and 'IZ{I - A C " ) = {C} 

or 2) 

dtm{jV(I - A : ) ) = dim{jV{I - A C ' ) ) are finite 

and 7Z(I - A C ) = { /i £ C I (/i,V^) = 0, ^ .'V(T - A C ' ) } 

and 1Z{1 - A C ' ) = { ;̂ e C I {<j,4>) = 0, 0 € M{I - Ki) } , 



where the product of two functions is defined by 

{g,<f>) = l^g{x)<j>{x)dx. • 

In general, the null space jV(XI-}C) is defined to be the space of eigenfunctions 

of operater Kl and those values of A with which such a space is nonempty are called 

the eigenvalues. The adjoint homogeneous equation of (1.3) is defined by 

^-JC'i;=0, (1.4) 

where allernatively TJJ 6 .'^(Z - A C ' ) . Therefore from Theorem 1.9. we make the 

following conclusions when K. is a compact operator; (refer to 60. Ch.3l and [ lOL 

Ch.2j). 

(1) equation (1.3) has a unique solution if and only if (1.4) has only ihe trivial 

solutions ip{x) = 0; 

(2) equation (1.3) is solvable only if the function / is orthogonal to any solution 

o({[A)i.e.{f,iP) = 0. a 

Remark : 

iN'ote that Predholm theories are only applied to integral equations of the sec­

ond kind with a compact operator; refer to [36] and [101]. Generalization lo 

non-cornpact operator equations is not yet complete. But for the special case 

when the non-compactness is due to the non-smooth boundaries, this generaliza­

tion has been carried out; see [66] and [67] and the references therein for more 

details. For instance, Theorem 1.9 still holds if K. is the sum of a boutided lin­

ear operator with norm less than one and a compact operator. To see this, let 



IIS assume that we have two integral operators ACj and IC2 in space C such that 

1)̂ 1 ll̂ o < 1 «'i"fl ^ 3 is compact. We want to establish the solvability of equation 

(T - ACi — fC2)'^ = y Note that both (T — ACi) and (T — ACi)"* are bounded 

and non-zero. From Theorem l.' l(l) we know that the operator ( J —/Ci)~*AC2 is 

compact. Therefore the solvability of equation 

wliich is equivalent to equation (1 — K.\ — AL'z)^ = 9, follows from Theorem 1.9. 

This particular result will be used in Chapter 5. 

1.2 Boundary value problems 

Firstly, we introduce our boundary value problems, which may arise from some 

engineering applications. Mere we consider the time-harmonic acoustic scattering 

problem. Suppose an incident sound wave is intercepted by a bounded scatterer. 

Redected and diffracted sound waves generated propagate outw^ards from the 

scattering region. The propagation can be described by the wave equation 

where c is the speed of sound iti the medium e.xterior to the scatterer. Here U is 

a scalar velocity potenlial related to the particle velocity u by 

u = \JU 

and to the sound pressure p by 

du 



where p is the density of the inediurn. Let us assume that tlie wavelength of the 

source radiation is c / f corresponding to a frequency f Hz and that the steady 

state has been reached so that all waves present have harmonic time dependence 

of this frequency. Define w = 2-rf to be the angular frequency and k = a;/c the 

acoustic wavenumber. Then we can write 

U{p,l)^4>{p)e-'^' (1-6) 

where <p is a complex function and p is a point in the scattered region. On 

substituting (1.6) into the wave equation (1.5). we obtain the Helmholtz equation 

for the unknown function ^ 

( V ^ - ^ = ) , ^ = 0. (L.7) 

(Refer to [71. [10]. [26) and [36] for more discussions). 

Next we supply equation (1.7) with boundary conditions in order to discuss its 

solvability. Let D be an open, bounded and simply connected region with closed 

boundary 5 and open exterior E. as shown '\\\ Fig.iA. Denote — D\jS and 

= E\JS. Assume that the boundary S is piecewise smooth i.e.. 

S = S . U - U - ? ^ (1.8) 

witli each S; of class / > 2 and is such that the divergence theorem is valid 

on Then thejinterior Hclnilu>lt'/ equation is given by 

V'<^-rA:'c!» = 0, p G £>, (1.9) 

and the exterior Helniholtz equation b} 

V'<^ + A:̂<A = 0, p e (1.10) 



Figure l .L: Boundary 5 for interior and exterior Helmholtz problems 

E 

where Im(A:) > 0. Typical boundary conditions for both problems on the closed 

boundary S may be generally represented by 

a^^b6 = f(p), p e s , 
an 

( l . l l ) 

where a = 0 and 6 = I define the Dirichlet condition while a = I and 6 = 0 

define the Neumann condition, with n denoting the unit outward normal to 5 at 

p directed into E. For exterior problems, we also require the solution to satisfy 

the so-called Sommerfeld radiation condition, which characterizes the solution 

behaviour at infinity 

lim r " { ^ - ik6(p)} = 0, with r = \p\, (1.12) 

where r = I ior p £ and r = I for /? € R^. 

Below we briefly review the theory of uniqueness and existence of the boundary 

value problems for Helmholtz equations (1.9) and (1-10) with boundary condi­

tion (1.11) and also with condition (1-12) for exterior problems. The results are 

10 



presented as theorems, the proof of which can be found in [36, Ch.3). A solu­

tion to the homogeneous interior Dirichlet problem is that satisfying (19) and 

f f { p ) = Oj p € 5 and a solution tp to the homogeneous interior Neumann problem 

is that satisfying (1.9) and ^{p) = 0, pE S. 

T H E O R E M 1.10 (nniqneness for Helnil ioltz eqnations) 

(1) [f lin{k) > 0, then the interior Dirichlet and Neumann problems have at 

most one solution; 

(2) For any complex number k such that Im(^) > 0; the exterior Dirichlet and 

Neumann problems have at most one solution. D 

T H E O R E M 1.11 (existence for Hc l inhoUz equations) 

(J) The interior Dirichlet problem is solvable if and only if 

[ f ^ d S = Q (1,13) 
Js on 

for all solutions to the homogeneous interior Dirichlet problem; 

(2) The interior Neumann problem is solvable if and only if 

j ^ f y ^ d S = 0 (1.14) 

for all solutions Tp to the homogeneous interior Neumann problem; 

(3) For\m[k) > 0, both the exterior Dirichlet and the exterior Neumann prob­

lems are uniquely solvable. D 

In what follows, the free space Crcen function G'/t(7), f/), also called the funda­

mental solution of Helrnlioltz equation, will play a crucial rolo. The fundamental 



solution Gk satisfies 

iS/' + k')G,{p,q) = 6{p-q), 
(1.15) 

Gk satisfying the radiation condition (112), 

where 6 is the Dirac delta function and the second requirement is intended for 

exterior problems. One of such functions has been found to be (refer to [26]) 

iH|,*'(/.^r), i n 2 D , 
Gk(P:q)={ (1.L6) 

where r = \p — q\ is the distance between points p and q and H.\^^\x) = *^o{x) -r 

i^oix) is the Hankel function of the first kind of order zero, with ^o{^) and No(a;) 

the zero order Bessel functions of the first kind and of the second kind (also called 

Neumann's function) respectively. In our analysis for the 2D case, we shall need 

the following useful properties of Hankel functions : 

(1) ^ = -H' . ' ) (x): 

(2) ^ = - i l i ^ + H(')(x); 

(3) H l " ( z ) = .T.(a:) + i N , ( i ) ; 

(4) H[ , ' ) (x )= |Mog(f ) + 0 ( l ) , a sx - 0 ; 

(5) H i ' ) ( x ) = - | i + 0 ( l ) , a s x - O , 

where J | ( x ) and Ni (3; ) are the first order Bessel functions of the first and second 

kind respectively; refer to (97| for more details. (Note that we may use the 

N A G routines S17AEF, S17AFF. S17ACF and S17ADF to compute functions 

Jo, J i : No and N i numerically). 

12 



1.3 Integral equation reformulations for the 

Helmholtz equation 

We now discuss two different but related approaches to reformulate equations 

(1.9) and (110) into boundary integral equations. Such reformulations can trans­

form a boundary value problem defined on a given domain to an equivalent prob­

lem (a boundary integral equation) defined only on its boundaries. One of the 

advantages gained from this process is that the dimensionality of the new problem 

is consequently reduced by one. For example, a 3D domain problem is reduced 

to its counterpart on its 2D surface (boundary), while a 2D plane problem is 

reduced to that defined on its ID boundary. In particular, for an exterior prob­

lem, the integral equation reformulation can advantageously reduce the domain 

of the problem from the infinite exterior region E to the finite boundary 5 of 

the new problem of one dimension less and more importantly ensure that the 

solutions automatically satisfy the radiation condition (1.12). Then the bound­

ary integral equations may be initially solved to give the boundary information, 

from which the solution to Ifelmholtz equation at any point of domain can be 

evaluated through the integral representation inherent in the formulation. 

1.3.1 Helmholtz layer potentials — indirect methods 

With the explicit knowledge of fundamental solution 6'fc(p,f/), we can actually 

construct two independent solutions of Helmholtz equation . They are usually 

referred to as the layer potentials 

single-layer (/..^)(p) = Js <T{q)Ok(p, q)dS,, (1.17) 
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double-layer {AhcT){p) = Js a{q)^^ip,q)dS,.. (1.18) 

where n^ is the outward normal from D directed into E aii q G S and p is any 

point in Q (Note that such a normal direction is the same for both the interior and 

the exterior problems. Refer to (26, p.29]). It is easy to verify by straightforward 

calculations that for any p c n, both layer potentials Lk<T and AlkO- satisfy the 

Helmholtz equation (17) and the radiation condition (1.12); see [36, Ch.3| . The 

function a is referred to as a boundary density function. By ensuring that the 

above solutions of the Helmholtz equation satisfy the boundary condition on S. 

such as (1.11). we can find the appropriate integral equations to be satisfied by the 

density function cr. By 'indirect methods', we actually emphasize the fact that 

tl»e unknown density function a is usually not of immediate physical interest, 

but is merely an intermediate step in obtaining the appropriate solution of the 

llelmholtz equation. 

To proceed, let us first study the continuity of LkO' and i\lka and their normal 

derivatives. We only need to look at the problem near 5, since these quantities 

are smooth functions away frorn the boundary. Let us define two new operators 

and Nkj derivatives of Ltt and Mk respectively, which will appear in later 

formulations : 

onp anp Js uJiq 

The compactness of operators L ^ , Mk, A / J , /Vjt - V̂Q as stated in the theorem 

below follows from [36, Ch.2), where NQ is the operator yVĵ  with /c = 0. 

T H E O R E M 1.12 Assume that boundary S € C ^ then 

14 



( I ) operators Lk, A/fc, Ml and Nk - NQ arc compact in C and C'""^ for 0 < 

A < 1; 

(S) C ^-^^•-^'"'-'"'^ and C^' ' i ^ ^ 6"'^ for any 0 < A < I. • 

The continuity properties of operators /yjt. Mf, and Ml, Nk may be stated, 

following [I7|, [26j and (36, Ch.2 . 

L E M M A 1.13 

(1) If a is continuous. Lk<T is also continuous; 

(2) If a is continuous, M^a and Mia are continuous except on boundary S, 

where 

{Mla){p^) -f ^ a { p ) = {Ml<r)(p) = - ^ < T { P ) + (A/J<r) (p . ) : 

where i^(px) denotes the limiting value of a potential function 0 from the 

exterior E towards the boundary point p £ S along the normal direction. 

i?(/j_) similarly denotes the limiting value from the interior towards p t 5 

along the normal and x{p)~ '̂ '̂  exterior (or intenor) angle^ between the 

two tangents at a point p G S for itttenor (or exterior) problems. Obviously 

Y(P ) = I if the boundary S is smooth at p. 

(3) If a is twice continuously difjerentiable, A -̂cr is continuous across the bound­

ary S. • 

'In 3D, ihis is the solid an^le subtended by the domain of the problem. Refer to [6] and 

[I7|. 
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The above lemma facilitates the process of forming equations for the density 

function a, by imposing the appropriate boundary conditions. For p € (with 

0 = D for the interior and Q = £ for the exterior problems), we let ^{p) = 

[LkO'){p) and {Mkcr){p) respectively. In order to impose the boundary conditions, 

we take the limit as p approaches a boundary point along the normal and, using 

Lemma 1.13, we obtain the following integral equations for various problems : 

Interior Dirichlet Problem 

{Lkcr){p) = f: P G 5 , (1.21) 

^a(p)^{i\U<r){p) = f; peS: (1.22) 

Interior Neumann Problem 

^ a ( p ) + {Mla)(p) = / , p e s . (1.23) 

('V,<r)(p) = / , p e s , (1.24) 

Exterior Dirichlet Problem 

{U<T){p) = f , p e s , (1.25) 

M^{p) ^ (M,a)(p) = f , pes- (1.26) 

Exterior Neumann Problem 

^^<T(p) + (A/Jcr)(p) = / , p e s , (1.27) 

(/V,<7)(p) = / , p e s , (1.28) 

where the density a in different equations generally represents different functions. 

For each of the above four problems, there is a choice of two integral equations, 

one being of a first kind and the other of a second kind. The latter formulation 
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is usually the natural choice maiidy because the Fredliolm theory for integral 

equations is about this case for cotnpact operators. (We refer the reader to (21, 

Ch. l k 5|, ['I0|, [41, C h . l 3 | and [74, Ch.5l for details of the first kind integral 

equations). 

Unfortunately however none of the above eight integral equations possess 

unique solutions for all values of k with IMI(A:) > 0. To be more precise, let 

us define by the set of wavenumbers for which the interior Dirichlet problem 

has non-trivial solutions and define similarly by the set of wavenumbers for 

which the interior Neumann problem has non-trivial solutions, [t can be shown 

that both A-'D and k\ only contain positive wavenumbers; see !26]. The two sets 

kp and k,\' are respectively referred to as the eigenvalue spectra of the interior 

Dirichlet problem and of the interior Neumann problem. For A; £ fc/p, the equa­

tions (1.21) and (122) for the interior Dirichlet problem and equations (1.27) and 

(1.28) for the exterior Neumann problem fail to have unique solutions; whilst for 

k G AJJV, the equations (1.23) and (124) for the interior Neumann problem and 

equations (1-25) and (1.26) for the exterior Dirichlet problem fail to have unique 

solutions; (refer to [26] and [36, Ch.3l). 

We call the numbers in the union kpUk^w 'critical wavenumbers'. Then for 

interior problems, nonuniqueness of integral equations at 'critical wavenumbers' 

seems to be inherited from boundary value problems", which is a subject outside 

the scope of our discussion. But for exterior problems, because the solutions of the 

exterior boundary value problems are unique for ail wavenumbers with Im(A;) > 0. 

the complication of uonuniqueness for integral equations at 'critical wavenumbers' 

^These 'critical wavenumbers' are related to ihc resonance frequencies of a structure. 
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(A: G ko U ^ ' i v ) arises solely from our attempting an integral representation of the 

solution rather than from the nature of the problem itself. Methods that are 

designed to overcome the nonuniqueness difficulty are presented in §1.4. 

1.3.2 Helmholtz integral formulae — direct methods 

We now introduce alternative integral equation formulations of the Helmholtz 

equation. By 'direct methods', we mean that integral equations no longer involve 

an intermediate density function (T but directly relate values of ^ with on the 

boundary; both quantities usually of physical interests. 

Recall Green's second theorem for integration, 

/(^i?e - 4>^^-^)^^ = I V <t>2 - 02 <l>^)dV\ (1-29) Js an an JD 

where (i>i, 4>2 are any scalar functions with continuous second derivatives in D.^ 

and n is the outward unit normal away from D. If both and 62 satisfy the 

Helmholtz equation (1.9) in D, we can obtain from (1-29) 

Here taking 0i = (j){q) and <f>2 = Ok{p,(i) in the above equation yields 

[W,)^-GAdS,^0: P&E, (1.31) 
Js anq an^ 

I.e. , in operator notation, 

( /V / ,0 ) (p ) - ( / . , |^ ) (p ) = (L pG E. (1.32) 

Further, the standard llelmholtz integral formulae may be derived (see [26]) 
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for Inter ior Prol)leiiis 

d4> (1.33) 

On formally difTereiitiating both sides with respect to Hp, we obtain the differen 

Hated Helmholtz formulae 

( A W ) ( p ) - ( M f | ^ )(?) = -! 

-i^Spi 
( 1 . 3 4 ) 

0, peE. 

Similarly for exterior problems, we may again use Green's second theorem to 

deduce the Helmholtz formulae. But in this case the Sommerfeld radiation con­

dition will have to be incorporated; refer to [261. The resulting Helmholtz integral 

formulae take the form : 

for E x t e r i o r Problems 

( A / , ^ ) ( p ) - ( / . , | | ) ( p ) 

0(p), peE, 

^ V ( P ) , pes, 

0, peD, 

and by formal differentiation in the direction of iip 

(1.35) 

Zip)' P e E, 

( A W ) ( p ) - ( . < | r ) ( p ) = .j (1.36) 

0, pED. 

Hence for both interior and exterior problems, values of (j>(p) and |^(p), p € S 

will be sufficient to produce the solution 0(/>') at any field point p' £ Q (with 

Q = D for interior and n = £ for exterior problems). In general therefore the 
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quantities (p(p), ^(p), p 6 S may be fouiul from the following bonnclary integral 

equations 

Interior Dirichlet Problem 

{L,p){p)=:g^ 9 = ^ f - { M k f ) { p ) , p e s , (1.37) 

^ M ( P ) ^ ( ^ / . V ) ( P ) =9: 9 = A ' , / , p e S, (1.38) 

where M = 

Interior Neumann Problem 

^<i>ip) + {Ah4>)(p) = g, 9= L,f.. p e s , (1.39) 

{N,<t>){p) = 9, g = M l f - ^ f , peS: (1.40) 

Exterior Dirichlet Problem 

{LkP){p)=9. ^ = A 4 / - ^ V . p e s . (1.41) 

X{P) p{p) + {M^p){p) =9. 9= -'Vfc/, P e 5, (1.42) 

where fi = ^\ 

Exterior Neumann Problem 

~ ^ ^ { p ) + 0^h^){p)=9: 9==l^kf: p e s , (1.43) 

( /V,0) (p)=^y . g = A / J - r ^ / , p e s . (1-44) 

Comparing equations (1.37)-( 1.44) wi th ( l . 2 l ) - ( l . 2 8 ) , we can observe that in each 

case the corresponding operator equations are identical except for the right hand 

sides and the exchange of wi th or vice versa^. Furthermore, discussion of 

**Since is the transpose operator of A/t, therefore if one's homogeneous equation possesses 

non-trivial solutions, so does the other and vice versa. Refer to (I.*t). 
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uniqueness of solutions for equations ( l . 37 ) - ( 1.44) follows that of (1.21)-( 1.28). 

For interior problems, formulations are unique if ̂ * 0 ATD U '̂-v ( i e. if the boundary 

value problem has a unique solution), giving a choice of integral equations of the 

first kind and the second kind. For exterior problems, as before in spite of the 

uniqueness of solutions of the boundary value problem, none of the boundary 

integral equations (1.41)-( 1.44) of the problem are uniquely solvable for all values 

of A; with Im(A:) > 0. Next we present for exterior problems modified formulations 

which are uniquely solvable for all wavenurnbers. 

1.4 Unique formulations for exterior problems 

There have been many successful attempts to acquire boundary integral equation 

formulations for the Helmholtz equation in the exterior domain which possess 

unique solutions for all wavenumbers Im(A:) > 0. We refer the reader to [26 

and [64] for excellent surveys of these formulations. Theoretically speaking, these 

modified methods fall into two main categories, either those using a combination 

of the existing formulations in order lo overcome nonuniqueness dif l icul ty i.e. at 

^ G A:oU^'iV or those using more sophisticated fundamental solutions to gain 

uniqueness for all wavenumbers (refer to [36, Ch.3] and [65|). Here we only 

consider one simple version in the former category, which is perhaps the most 

widely used for numerical calculations. 

Indirect methods 

The method we consider liere is based on linear combinations of single and double 

layer potentials in the hope of obtaining unique solutions. For this purpose, we 
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dcliiie the iiseriil l i y b r i c i layer p o t e n t i a l operator 'Hk (refer (1.17) and (1.18)) 

{•Hka)(p) = {M,<T){P) - niL,<T)(p). p e E, (1.-15) 

where 7 is a complex constant. We also define the d i f f e r e n t i a l h y b r i d layer po­

t e n t i a l operator by 

{•R,<T)(P) = {M'[a){p) + 7K.'Vfc<T)(p), p e E, (1.46) 

which is similar to the direct differentiation of operator Tik along the normal 

direction, where M^. i\'k are as defined in (119) and (1.20). Now let us make a 

particular choice for q, which will be very useful later, 

t s.t. t 7̂  0. tk > 0, i f lm(k) = 0, 
(1.47) 

0, i f Im(A:) > 0. 

(Here note that 9 is a real number). 

Clearly 'HkO" satisfies the llelmholtz equation (1.10) as both Lkcr and Mkor 

do. So we may proceed as in §1.3.1 based on assuming <f>{p) — {^k<^){p), P ^ 

E in order to obtain boundary integral equations for the density function a. 

To prove the uniqueness of a linear equation, i l is sufficient to show that its 

iiomogeneous equation has only tr ivial solutions. Then the following results based 

on the assumption that 5 S C~ can be shown; see (36, Ch.3 . 

T H E O R E M 1.14 Provided thai /; is chosen as in ( I J J ) , 

( I ) the integral equation of hybrid layer potential for the 

Exterior Dirichlet Problem 

^ a ( p ) + ( K H ( p ) = / . P € 5 , (1.48) 
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cT{p) + (M,a){p)-n(L,<r){p)^ f , p&S, (1.49) 

I.e. 

X{P) 
2 

IS uniquely solvable for all wavenumbers k with lm{k) > 0; 

(2) the integral equation of differential hybrid layer potential for the 

Exterior Neumann Problem 

^ a { p ) + {n,a){p) = f , p e s . (1.50) 

I.e. 

- ^ ^ ( / ' ) + ( 'V/J<T)(p)-f7( 'V,a)(p) = / , p e s , (1.51) 

is uniquely solvable for all ivavenumbers k with lm(k) > 0-

Direct methods 

For simplicity, let us define the transposed operators oi Tik and IZk respectively 

by 

nla = !\lla-j]Lk(T, (1.52) 

nla- = Mk(T-\-nNk<T- (1-53) 

Recall from §1.3.2 that for each boundary condition we obtained two boundary 

integral equations. Based on taking linear combinations of these two equations, 

we obtain the direct methods so that the operator of the new boundary integral 

equation is either Hi or K^. In particular, we may take linear combinations 

of (1.41) and (1.42) for Dirichlet and (1.43) and (144) for Neumann boundary 

conditions respectively. Further, [36, Ch.3) has proved the following results con­

cerning the so-called Burton and Miller approach by assuming S € C'^; see also 

29) and [69 . 
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T H E Q R . E M 1.15 Prouldcd thai // is chosen as in (1.47), 

(!) the following direct integral equation formulation for the 

Exterior Dirichlel Problem 

xip) 

I.e. 

^n{p).^{M[^)[p)-jj{L,^){p)^g, pes.. (1.55) 

is uniquely solvable for all wavenuinbers k with \m[k) > 0, where = §^ 

and g = (N,d>){p) - n{{-'^h:d){p) - ^<!>{p)); 

(2) the following direct integral equation formulation for the 

Exterior Neumann Problem', 

X{p) \f>0ip) + CRl0){p) = g.. pes, (1.56) 

i.e. 

-^<l>ip) + {''^h<l>)ip) + n{Nk<l>){p) = a, pes, ( 1 . 5 7 ) 

is uniquely solvable for all wauenumbers k with Ini(A;) > 0, where 9 = 

^,.(p)-i-m,^){p)-iMi,i)(p), p = p^. • 

iVow we remark that there is l i t t le to choose from between an indirect and 

a direct inetliod. As stated before, the direct methods lead to unknowns that 

are more meaningful physical!}'. In some practical situations, values of (j> and 

1̂  on the boundary S are of primary importance so the direct method becomes 

the natural choice. We can also observe that for eitlier boundary conditions 

(Dirichlct or Neumann) an indirect method leads to equations with simpler right 

hand sides tliat are easier computationally. If boundary 5 is not globally smooth 
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e.g. piecewise smooth as given in (1.8), then Theorems 1.14 and 1.15 wil l stil l be 

valid; (see [17], [57], [66], (67| and [98j for more details). 

Optimal coupling parameter ;/ 

As discussed, any choice that satisfies (147) can theoretically ensure that integral 

operators ( ^ - f H j t ) , {-^-^TZk] a n d ( - ^ - f 7 e I ) are non-singular, 

hence leading to unique solutions. However the integral equations with such 

operators can still be ill-conditioned, even though they are theoretically non-

singular. For example, the simple choice q = i may not be appropriate for all 

values of k. Tlierefore the minimization (or "almost minimization') of condition 

numbers of these operators is of prime Importance. 

We now briefly discuss the appropriate choice of the coupling parameter q in 

order to minimize the condition number of the integral operators. This would 

require the calculation of the condition numbers of relevant integral operators, 

which is in general not possible. However for simple integral boundaries, we may 

only require the computation of the eigenvalues of individual operators such as 

^k: i^h: i^lk '̂̂ ^^ '̂ fc ^'^ ^'^^ their condition numbers, which are often possible 

to be evaluated analytically. .Any results so obtained may be hoped to give some 

guidance for general cases. 

To gain some insight into the problem, [3] and [68) consider the special case 

when the boundary 5 is either a unit circle in 2D or a unit sphere in 3D. They 

concluded that, for a unit sphere in 3D, the almost optimal choice is. for Dirichlet 

boundary condition, 7/ = max( l /2 ,A: ) i or, for iVeumann boundary condition, 7/ = 

ki and for both Dirichlet and Neumann boundary conditions on an unit circle in 
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2D, 

i / ^ /7 r2 - f4 ( l og | 4-C)2, for small 

ki/2, for large k, 

where C ^ 0.5772 is the Euler constant. 

One last interesting point is that the coupling parameter in (1.52) and (1.53) 

can be made variable i.e. TJ = /;(p), p 6 5 and q[p) is chosen to be a piecewise 

function on S. For example we may allow Tj{p) = 0 on parts of S. This may 

help saving computational work as well as keeping uniqueness; see [56| for some 

experiments. But the theoretical analysis remains to be established. 

Regularization for singular integral equations 

Note that the operator Nk defined in (1.20) is hyper singular, so its existence can 

only be understood after some transformation in the sense of Cauchy principal 

value; refer [26]. Although direct solution of integral equations involving .'Vjt has 

been attempted in [73|, i t is however possible to regularize the equations so that 

all operators are compact. In fact, regularization technique is a very common 

approach in solving Cauchy singular integral equations: refer to (45) and the 

references therein for more details. Wi thout loss of generality, lei us consider 

only the equation ( i .57) and assume that 5 € C' i.e. x{p) = I - Using the 

following two facts (a) Nk - Â o is compact (see Theorem 1.12): (b) the identity 

is true (see [26]) 

^o-'Vo = (A/o -^0( A/0 + 5/), (̂ -̂ ^̂  

26 



we can obtain, by preinult iplying (144) by LQ before coupling with (1.43), the 

following second kind boundary integral equation 

- I + A4<6 -f n[U''^k - /Vo) + MS - 1̂̂  = 9. (1.59) 

wi th g = \Lk 4- ql^oil integral operators are compact on C 

and C°'^ 0 < A < 1. Therefore equation (1.59) may be represented by (1.3). 

Up t i l l now, we have shown that boundary value problems (§1.2) may be 

reformulated into integral equations of the second kind, characterized by (1.3) 

i.e. 

(j>-}C4> = f , pGS, (1.60) 

where 5 may be a curve in 2D or a spatial surface in 3D, and JC is compact 

in C when S € C ' . In the next Chapter, we shall discuss various methods for 

the numerical solution of (1.60) while in Chapters 3 and 4 we shall investigate 

iterative methods for fast numerical solutions of the resulting boundary element 

equations. However, when S is only piecewise smooth, an integral equation of the 

second kind in the form of (1.60) can still be obtained but AC wil l in general no 

longer be compact. Results from Chapters 2-4 can not be readily generalized to 

this case. In Chapters 5 and 6, we shall study specifically the Dirichlet problem 

defined on a non-smooth domain in the 2D case, where our integral equation is as 

represented by (1.60) but the operator /C can be split into the sum of a bounded 

linear operator with norm less than one and a compact operator. 
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Chapter 2 

Numerical solution by 

boundary element methods 

For a general integral equation of the second kind 

{l-lC)<b^J (2.1) 

where K. : C — C \s compact linear operator, there are many numerical methods 

one can use for finding an approximate solution. Refer to (14), [21] and (91|. In 

this chapter, we first introduce projection type methods such as collocation and 

Galerkin and then discuss the so-called panel method, which is perhaps the most 

commonly-used method in engineering applications. The Nystrom quadrature 

method is only briefly discussed. Then we shall introduce the iterated collocation 

method; which interpolates projection solutions to the continuous space in a 

similar way to that of the iVystrom extension and yields globally a higher order 

of convergence. Finally in this chapter, we discuss the important problem of 

numerical integration. 
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2.1 Projection type methods 

The main idea of projection type methods for solving integral equations of the 

second kind is first to assume that the solution is in some finite dimensional 

space spanned by a sei of basis functions, and then to select a particular linear 

combination of the basis functions by forcing the approximate solution to have a 

small residual for tlie projected integral equation on this space. From the general 

schema, we obtain the well-known methods of collocation and Galerkin. However 

in the collocation method, the projection involved is interpolalory whereas for 

the Calerkin method, it is orthogonal. 

Let C'n be a finite dimensional space and 'Pn a bounded projection operator 

from C onto Cn-. i e-, Pn is a bounded linear operator from C to C'n; with "P^x = x. 

€ Cn- Then a projection method for solving (T - K.)(j> — / in the space Cn is 

to find <j>n € Cn such that 

( I - VnlC)<t>n = 'P . / . (2.2) 

Let the residual of (f>n be denoted by^ 

= / - ^„ + >C<!>„. (2.3) 

Then (2.2) is equivalent to Vn^n ~ 0. To provide an error analysis for (2.2), we 

subtract it from (2.1), giving 

. ^ - , ^ „ = ( I - - P „ A : ) - ' ( < ^ - ' P „ ^ ) (2.-1) 

and 

l l < ^ - 0 . | | < l l ( 2 : - ' P , . A : ) - ' i l ( ^ - ^ . ' ^ ) I L (2.5) 

'We implicitly assume thai fC : Loo ~* C is compact (sec (93|), where is the space of 

essentially boiin<led functions. 
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where the supremum norm || • ||oo is used. It can be shown that for the compact 

operator IC 

| | ( Z - P „ X ; ) - ' | | < c , n sufficiently large, (2.6) 

provided that a pointwise convergence result holds, that is provided 

l im ||(v= - T'a'^)!! = 0, V ^ e C . (2.7) 
n—*oo 

In (2.6), c is some genetic constant which is dependent on K, only; see (14, Ch.2.2 . 

Consequently, the sufficient condition (2.7) guarantees the norm convergence of 

4>ri to (f). as n —* CO. We now specify the choice of the projection operator Vn-

For simplicity, let us consider the I D case (corresponding to I D integrals aris­

ing from 2D boundary value problems), since the extension to higher dimensions 

is straightforward. In this case the equation (2.1) may be rewritten as 

( T - A : ) 0 = / , a<3<b, (2.8) 

where }C(f> = K{s,t)(j>{t)dt. 

We shall define a piecewise polynomial space S"'"" to specify and replace Cn-

For any positive integer n , let 

f in : a = //o < / ? [ < • • • < nn-\ <Vn = b (2.9) 

be a mesh, and for 1 < z < n set /; = ( / / i _ i . / / , ] , = m-qi-i and = max^/i(j). 

Assume that /i„ —> 0 as n —> oo. The choice of ri„ in general should depend upon 

the smoothness of solution (f> and will be specified later. W i t h r a positive integer, 

let S''''" denote the space of piecewise polynomials of order r ( or degree < r - l ) . 

That is, 7/ E 5" '' i f and only i f 7A, on each subinterval is a polynomial of 

order v. There are no continuity restrictions imposed on S"-"" i.e. discontinuity is 

permitted at the nodes 
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Let us assume that S'"'*" has d- \ continuous derivatives on [a, 6| with 0 ^ d < r, 

to determine its dimensioftalit}'. Then i t can be shown that vV„ = d im(5" ' ' ' ) = 

( r t - l ) ( r - ( / ) + r. Refer to [63]. Often d = 0 is chosen (i.e. the case of discontinuous 

piecewise polynomials") so we have A'n = n.r. Now let us denote by the 

basis functions for the space 5'*'''. Obviously any function u £ S"'*" may be 

expressed as 

U{S) = Y:'IJU^), a < s < b . (2.10) 

In order to use 5"''" for practical approximations, we need to specify it further. 

To this end- let us introduce r distinct points on each subinterval li{i = I j • •, n) 

as follows : 

= ' / . - . - ^ > ( o . I < ; < ' • : (2 .LI ) 

where are the nodes of some integration rule on ,0. l ) with 

0 < 6 < • • • < < 1-

Then in the space S"'*", any continuous function v ^ C may be approximated by 

Vri, a piecewise Lagrange polynomial interpolating u at nodes ( 5 " j } j _ i on each 

subinterval U {i = 1, • ' i '^)- details, we may write 

yn{s) = tt^u{'^)^i''?j): ^e\a,bl (2.12) 
i=l j=\ 

where 

yn{s'y) = v { s l ) and U^is) - \ r ^ _ ^̂ n̂  

11 .a _ ^ 
rn= I ij **im 

'^In this case, wc arbilariiy assume that functions in 5"''" are left-continuous at every node 

except q = JJQ and right-continuous at ij = tjQ. 
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for i = I , - - , 7 1 and j = 1, • •• , / • . Note that we have /V„ = nr when d = i) 

is chosen (e.g. when ^ 0 and 5= 1). We may now view the space S'"'*" 

as spanned by the independent basis functions { V ' j l f " wi th ^bj{s) = C m ( 5 ) for 

j = I3 • • •, /Vn, = I ^ ^ ^ n i i ~ O/ ' ' ! + * = 7 - (// - l ) r . For convenience 

wherever possible, we shall write { 5 " } ^ ^ ? , or simply { 5 ^ } ^ " for the nodes 

wi th I = I , • • • , n (after collection and re-numbering). The specific space S'*-'", as 

just defined, wi l l be used thro\ighout the thesis. 

The collocation method 

To find the approximate solution (pn to the integral equation (2.8) in S"'*" by the 

collocation method, let us define our projection operator 'P„ : C - i - S"-*" —̂  S'"'"" 

by^ 

V M ^ ) = Y . ^ M ^ ) . a < s < b . (OAS) 
1 

with Uj = ^ ( - S ; ) - Applying the operator to both sides of (2.3). we then 

collocate at points 5 ; . i = I , 2, - - • , N^, giving 

£ ^Ai^A'^i) - f I<(si.t)iPj{t)dt] = f { s i ) , (2.14) 

for i = 1,2, - • , /V„, wi th Tpj{si) = 0 i f I 7̂  J and = 1. 

As mentioned before, the order of convergence of (j>n to <f) will tlcpend on the 

smoothness of (j> as well as the mesh lln- A simple choice for 11^ is the uniform 

mesh wi th {// ,} defined by 

qi=a^^^-{b-a), ^ = 0, • • • , a. (2.15) 

^Since 5"'' is not a subspace of C , it is natural to require 'Pn • C -r 5"'" 5'*-". This will 

be consistent with the other assumption that AC : Loc — C (or AC : C -I- 5'*'' — C). 
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Proof. As in the proof of Theorem 2.1, we only need to show that 

However this now follows from [81] using the graded mesh (2.16) with q > rjp. 

Thus (2.17) is proved. • 

For a more complete analysis, we refer to [25] and [89) and the references therein. 

In Chapter 5, we shall present the convergence analysis for the collocation method 

based on similar graded meshes when the non-smoothness of the solution is due 

to the non-smooth boundaries. 

The Galerkin method 

To introduce the Galerkin method, we define the inner product of two functions 

u and V by 

(u,v)= f\{t)v{l)dt, (2.18) 
Ja 

and a new projection operator : C -r S"'*" —> S"'*" by 

Qnuis) = ^jy^PAs)., a<s<b. (2.19) 

The Galerkin method then requires Q;;r„ = 0 (refer to (2.3)), giving rise to a 

linear system of equations 

I'^^jds- t f K{s,t)i^MUs)dt<is = ['f{s)M^3)ds, (2.20) 
Ja Ja Ja Ja 

{or i — 1, 2, • • • , Nn- Numerical analysis of the Galerl^n method is fairly complete, 

which may be the reason why it is very widely used by numerical analysts; see [50 

and (92) and the references given there. Convergence orders are similar to those 

of collocation metliods. However, Galerkin methods are expensive to implement 
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and collocation methods are more often used in practice. So we shall not pursue 

the former any further in the thesis. 

The panel method 

To conclude the section, we discuss the panel method which is commonly used in 

engineering apphcations; (refer to [lOj and [23|). This method can be viewed as 

the discrete collocation method of a low order {e.g. wi th /• = 1). 

Ofien the method is introduced as follows. Consider a typical boundary in­

tegral equation from reformulation of a 3D boundary value problem, as given by 

(1.60) 

<f>ip) - I l<iP, 9)'^('?K?, = / (P ) : P 6 S, (2.21) 

which is assumed to be solvable on the giveri boundary 5 C R^- .Ap[>roximaie 

first of all the boundary S by § , where S = [J 5 j is a piecewise smooth boundary 

(often 5j 's are flat linear or quadratic panels). In doing so our equation (2.2L) 

changes to 

0 ( p ) - J_ /V ( p , q)i(ii}d.S, = f{p), (2.22) 

or 

Note that because the boundary S is non-smooth, the integral operator defined on 

i t may not be compact and i l ic solution of the boundary integral equation (2.22) 

may not be smooth: (refer to Chapter 5). Equation (2.22) is then discretized using 

a low order projection method (often based on piecewise constant collocations) 

to yield the numerical solution 4>n{p)-
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This approach does not allow easy analysis of the numerical results since 

\\(l> - 1̂1 is not easy to measure and \\^ — 4>n\\ cannot be estimated by classical 

analysis as the operator on S may not be compact. In particular the numerical 

theory introduced in this chapter is not applicable. The error — 0|| in fact 

determines the choice of numerical methods to be used for numerical solution of 

(2.22) and hence high order numerical methods may not be needed. 

However all these theoretical difficulties can be avoided i f the panel method is 

introduced in a different wa\'. We prefer the following formal introduction of the 

method. Consider again the equation (2.21). Suppose that we have a parti t ion 

of 5, i.e., a family • • •. of disjoint nonempty simply connected subsets 

of S such that 

S = U A.- (2.23) 
1 

Define S" ' to be ihe space of piecewise constant elements wi th basis functions 

U(P) = (2.2'1) 

0, P ^ A . - . 

Then in 5"'*, the solution function <f> is approximated by 

Mp) = fl'!iUp): (2.25) 
1 

wiiere the coefficients 7,- arc determined by application of a collocation procedure. 

Choose one collocation point pi in each subregion A^. This yields a linear system 

of equations for 7^ 

IJ-ilJ f<{pj,^)dS(q) = f{pj): J ^ \ r - . r i . (2.26) 

Now classical analysis is applicable for error analysis and the remaining prob­

lem is in the accurate evaluation of integrals over each surface element A; . Those 
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integrals, the surface elements of whicli can be mapped onto some regular do­

mains such as triangles or rectangles, are transformed into simple integrals before 

numerical integration (§2.3). Other integrals can also be transformed into simple 

integrals using approximate mappings, which, may be found via piecewise spline 

interpolations. Therefore errors in surface approximations contribute to numeri­

cal integration errors. Refer to (10), [I5j. (88) and §2.3. Note that the discussion 

here applies also to higher order colllocalion methods. 

Next we shall show how to obtain continuous approximations to solution (f>. 

2.2 Nystrom interpolation and iterated projections 

In this section we consider the iterated collocation approximation (f>'^, which is 

closely related to the projection solution (p^. Since (f>'^ often converges to the exact 

solution <f) faster than (^„, it is particularly useful and attractive. The underlying 

idea is in fact very similar to the Nystrom method, which we shall now briefly 

introduce. The method will be used in numerical tests of §3.5.1. 

The Nystrom method 

Let us concentrate on the I D equation (2.8). Denote by {i^Jj.Jj}'^ a quadrature 

rule', i.e.. 

t = Error term, (2.27) 
Ja 

•^In general, we may use a composite rule based on a chosen quadrature rule. For example, we 

may first set up a mesh such as in (2.9) and then apply an r point quadrature rule {tiJj,tj}\ 

to each siibinterval /, with the total integration nodes Nn = J^r. The Nystrom method defined 

in this particular way is actually used in later Chapters. 
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wilich is assumed to converge for any 0 6 C'(space of coiiLiruious functions). 

Assume that i j E (fli^j for all j . Then such a rule can be used to approximate 

(2.8) by 

^n(^) - f:^il<{s.tjmh) - f [ s l a < . < 6, (2.28) 

which needs to be solved for <^n('S). To solve (2.28) as a functional equation, we 

set 5 = ( i = I, • • • J n)) giving a system of equations 

U^i) -jl^}^<{s.tMn[h) ^ fi^iY. ^r--.n., (2.29) 
j=i 

whose solution vector [^^(ii): • • • = <f>n{tn)V S'̂ '̂ ^ solution of (2.28) for all 5 € 

a, 6] by 

Ms) =^ t ^jf<(s. t j ) U t j ) - f { s ) . (2.30) 

The method of solving equation (2.8) by seeking an approximate solution c6a from 

C itself is called the Nystrom quadrature method. Furthermore, equation (2.30) is 

referred to as the Nysirom extension as it can be used to yield (j>n{s) once ^a('i) 

are known. We refer to [11] and [14] for further analysis of the method. The 

method is usually considered lo be suitable and efficient for integral equations 

with a well behaved kernel K{s,i). Its modification referred to as the product 

integration rnethod h more robust, of which the iterated projection (collocation) 

method is a special case. Refer to [3l|, (891 and [9l|. In particular, the collocation 

method may be viewed as a Nystrom meliiod; see [Mj. 

Nystrom interpolation 

Recall that the collocation approximation = Vn(l> E S"*" is defined by (2.13) 

and (2.14). Once <j>n is obtained (or (f>n{sj) for j - L,---,yV„ are obtained), we 
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may define, referring back to (2.1), a new approximation (the iterated collocation) 

0 ; G C by 

<^;.=^/ + M n . (2.31) 

The process of (2.31) is called the Nystrom interpolation (refer to (2.30)). Such an 

interpolation is essential in developing multigrid methods in Chapter 3, where we 

use (2.31) (referred to as the Picard iteration) as a way of transfering approximate 

solutions between grids as well as smoothing out the residuals. 

Iterated projections 

Assume that )C is compact from Zroo to C as well as from C to C (although the 

compactness of K from C -r S'*''' to C is sufficient in the context''). It follows 

immediately from (2.2) and (2.31) that 

<P. = •P.4>: (2.32) 

SO that (f)n and <f>'^ coincide at collocation points { 5 j } f " . It follows in turn that 

(f>'^ satisfies an equation of the second kind 

( I - fC'P„)4>-„ = f , (2.33) 

where the compactness of K1V„ . C ~* C follows from our assumption. We now 

state an important result concerning the convergence analysis of the iterated 

collocation approximations. 

T H E O R E M 2.3 

Assume that f 6 C , (used in defining the projection operator of (2.32)) 

^Notc that S"-' C £ « . 
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are chosen to be the [- l , Ij Gaass-Legcndrc quadrature points shifted to \\), I] and 

lim t\K{sA) - K{T,t)\dt = 0. 

Then i}4> eC^ (0 <l< 2r) and K,{t) = K{s,t) E C"" (0 < m < r) with 

max < c, c : generic constant^ 
dt"' 

then 

U - K\\ = 0{hl), With 7 = min(/, r -^ m). 

Proof. The proof follows immediately from [50|. CJ 

Note from Theorem 2.3 that the iterated collocation solution may exhibit up to 

0{h^^) convergencej which is usually referred to as the superconvergence (because 

0(h~^'') is the best possible order achievable using the space 5"''"). If the solution 

<p is not very smooth^, non-uniform meshes such as the graded meshes defined by 

(2.16) may have to be adopted to obtain supercouvergence results. One simple 

application of the superconvergence analysis is that the collocation solution <f>n 

may exhibit higher order of convergence at collocation points {^j};^" due to (2.32). 

We refer to [25], [31] and [S9| and the references there for more details. 

2.3 Numerical integration 

In general to implement boundary integral equation methods, all integrals in­

volved have to be numerically evaluated, because usually it is either impossible 

or inefficient to try to find the analytical forms of integrals. The work of evalu­

ating these integrals, or setting up the discrete boundary integral equations, and 

^For the particular integral equation of (2.8), a weakly singular kernel K{s,t) determines 

the possible presence of non-smooth solutions (f>] see ['I8j. 
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that of the subsequent solution of linear system of equations are the two most 

expensive parts of a bourulary integral equation method. For the latter problem, 

the solution of linear systems, iterative methods have been developed for fast and 

efficient solutions. Refer to Chapters 3. A and 6. 

The problem of numerical integration is an important and well documented 

subject. Many fundamental methods may be found in [39j. As for numerical 

integrations in implementation of boundary element methods, very extensive dis­

cussion has been recently given in [17] and [78]. In this section however, we do not 

attempt to present a comprehensive survey. Material to be presented will only 

be sufficient in carrying out numerical experiments in later chapters. We refer to 

l^jj ['-3; §3j- [39] and [7S| and the references therein for a wider exposition. 

1 ) Introduction 

To assist the practitioner with the choice of suitable integration rules, let us 

classify the different cases. Write a typical integral defined on some panel of S as 

I(p) = lj<{p.,q)w(q)dS„ p e s , (2.34) 

where I\{p.q) is usually a function of distance r = |/? — q\ and w{q) represents 

a smooth function (depending on the numerical method used for discretization). 

Then to evaluate f{p), p £ S, we have to consider the following cases : 

(a) K(P:q) is well-behaved, (when p is away from A) ; 

(b) K{p.q) is nearly singular, (when p is close to but not in A) ; 

(c) K(p.q) is singular at p, (when p is in A ) . 

For the case (a) , the Gauss-Legendre rule is usually applied. However other 

more efficient methods are also available; (see (39|). For the case (b) , the com-
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posite Gauss-Legendre rule (or an appropriate adaptive rule) may be applied to 

overcome the near singularity. Other methods may also be considered; (refer to 

17]). In the case (c) , there are three possible situations to be dealt with, (i) 

If I(p) has a Cauchy singularity at = p, it is often a good idea if possible to 

carry out some analysis of the integral before using numerical quadrature rules; 

(refer to [23j §3| and the references therein), (ii) If the singularity is apparent, 

or removable using the singularity subtraction technique, the case will" be more 

amenable to numerical approximations, (iii) Otherwise the E R F rule may always 

be considered for the evaluation of integrals with a weakly singular integrand. 

For this case (iii), there are other useful techniques one may consider, such as the 

singularity cancelling transformation for I D integrals and the polar coordinate 

transformation for 2D integrals. We refer to (23. §3] and the references there for 

further discussions. 

Next we shall first discuss the problem of transformation of boundary integrals 

into ordinary integrals. Then we discuss the Gauss-Legendre rule and the sin­

gularity subtraction technique. Finally we describe the E R F rule for integrands 

with end point singularities. 

2 ) Boundary integrals 

Integrals arising from practice are often defined on some small panel (element) of 

boundary 5, as discussed in l ) . To integrate either analytically or numerically 

such integrals, it is necessary to reduce them to some regular forms, i.e., trans­

form them to simple integrals on triangles or rectangles; (refer to the discussion 

on the panel method in §2.1). The ideal situation is when a parametric represen­

tation exists which maps bijectively the boundary element onto a segment of line 
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( I D ) or a rectangle of plane (2D). But when such a mapping is not easily avail­

able, the curve-fitting methods such as interpolations with splines will have to 

be incorporated to provide an approximate mapping. See [lO], [I5j, [23, §3], (27 

and [28] for more details. Below we assume that such a parametric representation 

(mapping) exists and go on to present some details from vector analysis. 

Suppose that ŵ e have a transformation I D case 

X = X ( 0 
: i G ( a , 6 

y = y { t ) 

which maps bijectively [a. 6] onto the uh curve segment A; (with partition 5 
n 

( J i \ , ) . Define functions 

f/.(0 = j ^ y { t l d , { t ) - - J ^ 4 0 : and 9 { t ) = y / d ] -f d l 

for t E [o-:b]. Then the element of length becomes 

dS=g{l)dt, 

and the outward normal at point q = (x,y) takes the form 

n, = {d,,d2)/y{t). 

Therefore on A,-, the two layer potentials are respectively transformed to 

{Lkcr)i(p) = / (T(q)Gky{f')dt, p= (xo^yo), 
Ja 

where q = ix,y), Gk = Gk{p,<l) = |H<,''(fcr) and r = ^(x - Xo)" + {y - Vo)'-
n 

Suppose that we have for 5 a partition S = [ J ^ i : as in (2.23), 2D case 
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and assume that the parametric representation 

X = x( ( ,7) 

y = yi^.n) 

defines an invertible mapping from a rectangle /?; in (^-q plane to the surface 

element A;. Define also functional determinants 

dy dz dz dx dx dy 

: Do = 
dy dx dx 

dn dn dn dn 

which are assumed not to vanish simultaneously, and the Jacobian function 

JU.v) = \/O[VDI ^ Dl 

Then the element of area becomes 

dS = JU,n)d^dr, 

and the outward normal at 7 = {x,y,z) becomes 

a, = -{DuD2,D^)IJ[i,n). 

Similar to the ID case, on each A;, the two layer potentials become respectively 

{AhaUp) = | | ^ c r ( f / ) ^ ( | ^ D . - f l j D ^ - f l ^ D a ) ^ / ^ . / ^ P = {^^o,yo. Zo)-, 

where V = (a:,?/,^), Gk = Gk{p,q) = and r = ^(x - Xo)^ i- [y - yo)~ (̂  - ^0)' 

3) Gauss-Legendre rule 



The Gauss-Legendre rule is perhaps the most commonly-used numerical quadra­

ture rule in boundary integral equation methods (or BEM's) . It requires the inte­

grand to be very smooth to yield high orders of accuracy. Since the ID integration 

rule can often be naturally extended to 2D integration, we shall concentrate on 

the ID case only, writing a typical ID integral as 

/ I ' f{x)dx. (2.35) 

For an integrand defined on [a, 6jj a change of coodinates by 

b — a b -r a 

will map [a^b] bijectively to [-1, Ij , i.e., 

The classical Gauss-Legendre integration formula for (2.35) is given by 

1 

where abscissae { x j } " in [—1, I) are the n real and simple zeros of the orthonormal 

Legendre polynomials and weights {wj}'^ are determined by 

with the error term 

for / € C 2 " [ - l , l | and is the leading coefficient of P;[{x) = c„x" -I- • • •. The 

orthogonal Legendre polynomials Pn(a;) are known to satisfy the three term re­

currence 

n - f I 
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and their derivatives satisfy 

( l - x ' ) P : „ ( x ) = a l P „ _ , ( j ; ) - x P „ ( x ) l , 

with Po{x) = 0 and Pi(x) = x. The orthouormal Legendre polynomials are 

defined by P^(x) = "=^P^{x). The zeros of Pn{x) may be calculated by the 

.\^ewton-Raphson iteration, i.e., for xj 

with initial guess x'p = (I - \^n-~ -r | n " ^ ) c o s ( | ^ ) because Xj = xf^ -f 0(M'"*). 

For a listing of a F O R T R A N routine to generate {xj}'^ and {wj}';, refer to (39, 

p.4S7j. The abscissae { x j } are located symmetrically in [—1, 1) and weights {wj} 

corresponding to symmetric points are equal. Note that n = i gives the familiar 

mid-point rule, whose composite form is often used. 

4) Singularity subtraction 

One important technique in treating the singular integrals before numerical in­

tegration is the singularity subtraction, which is also useful in solving integral 

equations(see [19]). Suppose that an integrand g{x) is integrable, its integral can 

be found accurately or analytically and function f {x) - g(x)'\s not singular. Then 

the general method is to subtract from the singular integrand f { x ) the function 

g{x) to rewrite 

I /(x)rfx = / g(x)dx + / ( / ( x ) - g{x))dx. 

The second integral on the right hand side of the above equation is now more 

amenable to numerical approximations. The choice of y(a;) determines the smooth­

ness of the function f{x)—g[x). One simple application is given as follows 

/ ' H f " ( x ) r f x = f g[x)dx^ f \ u i ' \ x ) - g(x))dx 
Jo Jo Jo 
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with the first integrand = ^ log(^) intcgrable and the .second H^'*(./;) - y{j:) 

non-singular. The function H^''(j;) - (j[x) belongs to C . However if we choose 

g(x) = - ^ | I o g ( f ) , then the function Hi'\x) - y(x) will belong to In 

general, g[x) is chosen from certain series expansions of function f{x). Refer to 

23, §3|, (39| and [78] for more details. 

5) E R F integration rule 

The Gauss-Legendre rule may be applied to (2.35) with integrands having no 

singularities in ( - 1 , I) as well as those with smooth integrands, while the simpler 

E R F rule, as studied in [2], is quite useful for integrands with end point singular­

ities (at T = -1 or 1). Consider (2.35) where f { x ) may possess singularities at 

either or both end points ± 1 . The E R F rule is based on a variable transformation 

x = erf(0 = ^ f e"'\iu 
^/TT J o 

to change (2.35) into 

f = 4 = r /(e^f(0)e''^/^ 
\/ n J -oo 

Notice that tlie new integrand is now non-singular since it is dominated by e~*̂  

for large |/.) near possible singularities (shifted to ± o o ) . Consequently, the integral 

may be approximated very accurately by a composite trapezium rule to yield the 

'2ni-\-{ point E R F rule : 

-rn 

with Wj = •^e'^-'^^^ and xj = erf(j7i). L'sually erf(x) may be numerically com­

puted (e.g. by NAG routine S 1 5 A E F ) and the choice of the step size h and the 

number 7M depends on the strength of the sir\gularity and the required accuracy. 

See |2| for the theoretical choice and further details. 
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Chapter 3 

Multigrid Methods for Smooth 

Integral Equations 

[n Chapter 2, we have presented numerical methods for solving integral equations 

of the second kind, concentrating mainly on the iterated projection method and 

the Nystrom method. Both methods, when appUed to linear integral equations 

such as (1.60), will produce an intermediate linear system of equations (usually 

with full and complex matrix). The solution of the linear system is then used 

through the Nystrom type interpolation to yield the final approximate solution. 

When the order A' of the linear system becomes large, direct methods such as 

Gaussian elimination with partial pivoting, requiring O(N^) operations, will be 

too expensive to use. In this chapter, we introduce and investigate a class of 

efficient multigrid type methods to solve integral equations iteratively, reducing 

the computational cost to O(N^). Modified variants will also be suggested based 

on the existing methods and numerical experiments will be carried out to show 

their efficiency. 
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3.1 Introduction 

Mnltigrid methods for a functional equation are iterative schemes that work with 

a sequence of computational grids of increasing refinement. The solutions of the 

different but related problems on these grids interact with each other to obtain 

iterative approximations to the continuous solution of the functional equation. 

In particular, two grid methods are the simplest examples of multigrid hierarchy. 

All these methods follow the residual correction principle ( R C P , §3.2). combined 

with fine grid relaxations for smoothing and coarse grid corrections for improve­

ment. Such multigrid ideas have been studied and applied to the solution of 

partial differential equations (PDE's) ; see [34] and [96], and the solution of 

of the integral equations; see | I3j, [52]. [58] and [71). However, as mentioned ear-

lier^ discretization of integral equations usually generates non-sparse systems of 

equations, being different from that of PDE's , which produces sparse coefficient 

matrices. Mere we present a systematic analysis of multigrid methods, as applied 

to integral equations. 

To introduce a functional equation and allow at the same time wider generality 

(e.g. in dimensionality), we define our integral equation in operator notation as 

[I - Qu ^ fip), p e s , ( 3T) 

where /C : X —> X is a bounded linear integral operator over the Banach space 

X and is given explicitly by 

{K:-^){P) = lj<(p,qMq)dS,, pes, 

with S being a contour in 2D or a closed surface in 3D (refer to (1.60) and (2.8)). 
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Here we choose the numerical technique to be either the iterated collocation 

method or the Nystrom method. In any case, let us denote by {^ri'(£)}^j a se­

quence of grids (with number of grid points { /V^}^i such that /V, < A'3 < • • • ) , 

on each of which the approximate solution of (3.1) is denoted by U( and the ap­

proximate operator by /C^. This implies that G[i\ either represents the collection 

of all N[ collocation points with JCc = Kl'Pt (for some projection operator Vi) for 

the iterated collocation method; or represents the union of all integration nodes 

with the Nystrom method. Refer to §2.2. Symbolically we write the approximate 

equation as 

{I-fCi)ut = f , f e w , £ = L 2 , . . . , (3.2) 

where the subscript £ has been used to indicate that a quantity is defined on 

grid G[E\\ a notation which will be used from here on whenever no confusion 

may arise. For each the above equation describes the process of discretization, 

the solution of the discrete problem at G[C] points (i.e. the solution of a square 

linear system), and the subsequent Nystrom interpolation (§2.4.2). We shall refer 

to such a process as the G[l] problem. To solve a G[m] problem by multigrid 

methods (m > 1), we make full use of available information from solving G\ni-

1], G\m-2l problems. 

In §3.2. we introduce the residual correction principle (R.CP). which provides 

a suitable framework for the motivation and convergence analysis of two grid 

methods (§3.3) and multigrid methods (§3.4). Modified variants naturally follow 

the standard methods. Numerical tests are carried out in §3.5 for both a simple 

model problem and a 2D exterior Dirichlet problem for the Helmholtz equation. 

\n §3.6, we discuss the very important problem of achieving the full efficiency of 
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iterative methods. 

3.2 Residual correction principle 

Consider the problem of solving a functional equatioii 

Au = f (3.3) 

where ,4 : A' —̂  A' is any non-singular linear operator over the Banach space A'. 

In particular, A' may be the space and A may be thought of as (X - /C) from 

integral equation (3.1). Now if a related equation 

Av = r, 

with .4 : A' — A', can be solved efificiently for arbitrary right hand side r E A', 

we may attempt to solve (3.3) using the residual correction iterative scheme 

I.e. 

= {I - BA)u^'^+ Bf (3.4) 

= u(')-f ^rt'*, / = 0, 1,2,-

where r̂ '̂  = / - -4*̂ '̂̂  is the re5i(/ti«/corresponding to the present iterate û '* and 

B = (-4)"'. By induction, it can be shown that 

u _ u^^) = (X - BAy{u - u^""^), I > 0. 
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Therefore the sufficient and necessary condition for H^'J to converge to u, starting 

from an arbitrary initial guess u*"', is that 

[ I - B A y -^0, a s / - C O . (3.5) 

Clearly converges to u = . 4" ' / as / —- oo if (sufficient condition) 

| | I - S , 4 i i < (3-6) 

or 

| | ( I - a 4 ) - i i < I. (3.7) 

In linear algebra, when A' is chosen to be the finite dimensional Euclidean 

vector space the approximate L U factors of the matrix .4 or any other con­

venient approximation of .4 are used as .4 in order to obtain results correct to 

within the machine accuracy. See [L6, §S.5| for more details. 

Denoting A = T — K. [or equation (3.3), we assume that there exists an 

approximation A = T ~ JC io \i. Then the application of the residual correction 

principle yields the following iteration 

u ( ' - ' ) = K ( ' » - r ( r - > : ) - ' r ( ' 5 , / = 0 , L , 2 , . - - , (3.S) 

with rC* = / - ( J - / C ) u ( ' \ Choosing the approximate operator _4 or Kl differently, 

by relating them to coarser grids, leads to various multigrid variants, as we shall 

discuss shortly. 

3.3 Two grid methods and their modifications 

An early application of the two grid methods for integral equations is due to 

Hashimoto [55]. There, to solve the equation (3.1) as a 6'(/7i| problem with a large 
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value Nrn (say Nrn — • ^V), tlie inverse of (Z - AL"„) from the C\ii\ problem witli 

a small value A'n (say /V„ = /V) is used in order to form cheaply an approximate 

inverse for (Z — ACm) \vhich is then used in the residual correction scheme (3.4). 

Here we shall concentrate on two grid iterative techniques of Atkinson [13| and 

14 which lend themselves more readily for generalization lo multigrid methods 

(see §3.4). 

(i) Atkinson's two-grid method 1 (TG-1). Consider two dis­

cretizations of equation (3.1) in the form (3.2) i.e. 

{I->C,)ui = f{p), f e X , (3.9) 

for £ = m and n with A'^ > A'̂ ^ > Â i (implying m > a). Then Atkinson's 

method 1 for solving (3.9) with .'V/ = A'^ is based on choosing A = {T - Kin) in 

(3.S)j giving rise to the iterative scheme 

(3.10) 

= ( I - A : > ( O + r(o. / = o , i , 2 , . - - . 

For implementation details of (3.10). refer to [M. p. 141) and part (iii) in this 

section. It follows from (3.6) that the convergence of (3.10) is guaranteed if 

< . = l l ( 2 : - > c : n ) - ' ( x . „ . - A : „ ) l l < 1. (3.11) 

But (3.11) cannot in general be proved directly since the convergence of Kit lo Kl 

is usually only pointwise and not uniform (refer to Theorem l.'l). However we 

see that the convergence of (3.10) is still guaranteed if (a weaker but sufficient 

condition from (3.7)) 

pL,^ = \ m - ^ ^ r ' { ^ ^ ' ^ r . n < 1 (3.12) 
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holds, [n fact, tlie following can be proved using Tlieorein l.-l (for compact 

operators); (see (IS) and [14| for the proof) 

Pn.m -> 0 as /V,, ^V^ CO. 

Therefore the method T G - 1 converges when Â ^ is sufficiently large. 

(ii) Atkinson's two-grid method 2 (TG-2) . This method is 

similar to method I except that in place o( u\l} in (3.10) we use u\l} obtained by 

one Picard iteration as follows 

u^^ = IC^ui^ ^ f(p), p e s . (3.13) 

[t can be shown ([90]) that for u\l} the new residual rj^^ = ^m''l!} which is in 

general smoother than r̂ ^̂  .Atkinson's method 2 (TG-2) can be written as 

( I - ^ „ ) t z ( i ^ O = ( . t ^ - / C . ) / - K ( , ^ ^ ^ - ^ . ) ^ ^ u ( 0 + / 
( 3 .U) 

= ( T - / C „ ) u ( i ) - f ( I - / C . + ;C^)rO;), / = O.. I . . 2 , - - - . 

Again it follows from (3.6) that the convergence of (3.14) is guaranteed if the 

iteration operator for (3.14) satisfies 

0 i l - m - IC,r\^m - JCn)ICr.\\ < 1- (3.15) 

It is easy to show that (3.L5) is true for sufficiently large A' .̂ Actually the 

following stronger result can be proved using Theorem L.4; (see [L3j and [l-l| for 

the proof) 

fill -> 0 as A'„,. yV„ oo. 

fn general TG-2 should have better convergence properties than T G - l , however 

requiring more operations (roughly twice) per step of iteration. 
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(iii) Modified two-grid method (TG-3) . Here we propose a 

modified method which is a combination of TG-1 and T G - 2 . Because of the 

inherent smoothing properties of compact operators, the Nystrom interpolation 

from G[n\ to 6'[m] via 

often renders the expensive residual smoothing in T G - 2 unnecessary after the 

initial few iterations. It follows from (3.13) that u^^ = iS^^ -f AJ^ and hence in 

T G - 3 we propose to start as in T G - 2 until ]|r5^'|| is sufficiently small and then 

revert to the cheaper TG-1 iterations. The convergence of TG-3 is guaranteed by 

those of TG-2 and T G - l . 

The normal implementation of the method T G - 3 for general N^, N'm would 

require the setting up of four matrices. In practice, we usually choose points of 

G[n\ to coincide with those of G\m\, so that we require fewer quantities. For 

iterated collocation with piecewise constants or the iVystrom method in special 

cases, this is the case if we simply choose iV^ = r.'V„ for some integer ratio r. 

With such choices of N'm-. we only require the following quantities : 

Am X yV^ matrix from operator K.m evaluated at G[m\ points; 

/\mn • Am >' matrix from operator AC„ evaluated at G[in\ points; 

Kn -'Vn '< matrix from operator K.n evaluated at G[a\ points, 

and the vector /„, with = /(/>;), Pj ^ G\ni\. Then starting from an initial 

guess u.,n — U, we can describe the two g»itl a lgorithm for T G - 3 as follows : 

0) Set = fm, Urr, = 0, IR = 0 aud input T O L (tolerance) and EPS (control) 

and go to step 4); 

1) Find the residual on 6'(/n]: r,„ = — u,^ -h f^m^^m'i 



2) If III ^ I Lhen goto 5); 

3) If ||r,„|| < EPS, then !R = I and goto 5); 

4) Perform smoothing on G[ni\: = Um and r̂ ^ = /Vm^mi 

5) Restrict the residual to G\n\: r„ = R'^r^\ 

6) Solve exactly on G'(/i|: ( / — Kn)yn = i 

7) Interpolate i „ to obtain v,„ on G[m], = ( 

8) Add on the correction to u^, = -r Vm\ 

9) If tl̂ '̂mll < T O L exit with sohition in Um\ otherwise go to step I) . 

Here the restriction operator may be taken to be the so-called injection oper­

ator for the iterated collocation method with piecewise constant approximations 

or the iVystrom method in special cases, provided that the points of G[n\ are a 

subset of C[m|. Bui for iterated collocation method with piecewise polynomials 

of order higher than I, step 5 may have to be calculated by r„ = / „ KnznUm 

where /\'„,„ is the A'̂  :•: matrix from operator JCm evaluated at G[n\ points 

and u„ is the solution vector on G[n\. In practice, this step may be replaced by 

a linear interpolation of some appropriate order; refer to (58|. iN'ote that step 6 

is in general carried out using a direct solver where the LU decomposition of the 

matrix is kept for use in each iteration. 

Since equation (3.9) with £ = m is solved by a direct solver (step 6 in the 

algorithm), the computational cost is 0{N^) arithmetic operations. Clearly to 

maintain the total computing cost at O(^V^) level, we should use the criterion that 

Nn < f^'^ll^ where c is some small constant. Por a fixed value of /V^, increasing vV̂  
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results in increase of the cost of LU factorization but should reduce and fi}}^^ 

hence resulting in faster convergence. On the other hand, taking smaller values 

for A ,̂ reduces the factorization cost, though increasing the required number of 

iterations and can also result in the divergence of (3.10) and (3.14). The choice 

of the optimal ratio A''^/.'V„, in order to minimise the solution time, is a problem 

dependent parameter and somewhat difficult to analyse but will be examined 

experimentally in §3.5. In the next section on multigrid methods, we will work 

with a family of grids with decreasing mesh sizes, as set up for (3.2). hence to a 

large extent alleviating the above problem. 

Finally we remark that, although the convergence indicators p^,^ and p}}^ 

can be shown to go to zero as Nn, -'̂ m oo, may in fact give sharper and 

more precise bounds for them in terms of step size km if assume tliat the 

kernel K of the compact operator is Holder-continuous of some order; (refer to 

72j). Below we shall state one such result. 

T H E O R E M 3.1 

Suppose that our 1D integral equation of the second kind is given by 

u{s) ~ {}Cu){s) = / ( s ) , 0 < 5 < L (3.16) 

where the operator K. defined by {JCv){s) = JQ l\{s,t)v{t)dt is assumed compact 

in C'(0, Lj. Assume that the kernel function satisfies 

K,{t) = K{s,t) e C''"j-"-'"' and Kt{s) = K(sA) € 6'i">'"-t"» 

for some real number a > 0, where [a\ = INT(a) is the integer part of a. Let us 

discretize (3.16) by the Nystrom method based on the trapezium rule. Then using 
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two grid methods, there exists an integer No > 0 such that for /V^, A'„ > Â o 

P'..^ = \\[{I-ICr.)-'{fC^-IC,.)\'\\ < cN-\ 

PIL = \\{T-fCn)-'{fC^->C.)IC^\\ < c . 'V-

luhere c is a constant independent of and N^, and ^ = min(2,a). 

Proof. See [80] for the details. • 

3.4 Mult igr id variants and their modifications 

Here we consider iterative methods which use more than two grids in order to solve 

(3.2) to the level of the discretization error at the finest grid. For equation (3.2), 

let us denote, for any integer i (or Ni), an approximate inverse of = ( J - Kit) 

by &(. Starting with u^i \ the residual correction principle can be used to yield 

the iterative scheme 

^(/-i) = ( J _ BtAt)u^^ + e j , / = 0. L 2, • • • ; £ = I, 2, • • -. (3.17) 

which converges to the solution of (3.1) provided ||X-5^>lf|| < I. In this notation, 

the two grid methods TG-1 and T G - 2 for the adjacent grids G[t\, G[t-V\ use the 

following approximate inverses respectively : 

T G - 1 D\'^ = [I~}Ct-v)-\ (3.18) 

T G - 2 - ( T - / C ^ _ , ) - ' ( 2 : - ^ ^ - . 4-A:,) = I + (^-;C^_l)-'>^^(3.l9) 

For two grid methods, all coarse grid equations for residual correction are 

usually solved using direct elimination methods. However each of such functional 

equations may also be solved by other two grid methods instead of direct meth­

ods. Repeating the process, we shall get a nested recursion of two grid methods 

involving multiple grids. This leads us to multigrid methods. 
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To be more precise, let us define by T G ( u , i ; , 7 u ) a 7 u step two grid method 

operating on two distinct grids G[u\ and G{v\ (with u > u), where 7 u > I. Here 

in our two grid method (either T C M or TG-2 ) coarse grid equations on G[v\ 

may be solved by any method. We further specify such a method to be either 

the TG(v , i i ; ,7 t . ) method — another two grid method (interacting between G[v 

and G[w\ with v > u;) of a fixed step -y^ if C\v\ is not yet the coarest grid; or a 

direct solver if G\v\ is already the coarest grid. Therefore when solving the G[£ 

problem by a TG{C/- \.^t) method, we actually implement a sequence of fixed 

step two grid methods i.e. 

TG(t, t - l , 7^), 

T C ; ( £ - 1, £ - 2 , 7 , . , ) , 

TC;(2^ I, 72). 

On the coarsest grid G'[l], we employ a direct solver. Methods so generated are 

called the multigrid methods. The numbers 7 ; , i = 2. • •. £ - 1 are usually (but 

not necessarily) chosen to be the same i.e. 7 ; = 7 > 1. Such a number 7 is the 

integer indicating the cyclic pattern of a multigrid procedure; see [34] and [52]. If 

7 z= I we l»ave the familiar V*-cycling and 7 = 2 is the preferred W-cycling; refer 

to [52], [96] for further details^ If the sequence of above two grid methods arc of 

mixed type (either TG-1 or T G - 2 ) , we obtain different multigrid variants. Very 

often these two grids are chosen of the same type. From types TG-1 and T G - 2 , 

we obtain the corresponding multigrid methods MG-1 and MG-2 respectively. 

All other multigrid variants may be considered to be combinations of MG-i and 

'The necessity of such a parameter 7 can also be seen in ihc convergence analysis of this 

section. 
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MG-2. We shall discuss M C - 3 shortly, which is one such combination. 

In operator notation, the approximate inverses for MG-1 and MG-2 can be 

written via 

' B p ' = ( I - ^ ^ ) - ' 
M G - l { (3.20) 

B\'^ = 0\%., £ = 2 .3 , . - -

MG-2 ^ (3.21) 

4 " = p ( ! ' , ( z + - C , ) , e = -2,3,- -

as generalizations of (3.18) and (3.19) respectively where Q\^^ for j = 3.4 is also 

an appro.ximate inverse of Ai = [I - fCi) for ^ = I. 2, • • • and is defined by 

= [I~{I~ByKAtr]A7', j = 3,4; i = l , 2 r -. (3.22) 

Refer to [5S . 

We are now in a position to investigate the convergence properties of MG-1 

(rarely referred to in the literature) and MG-2. 

T H E O R E M 3.2 

l^et ili^ = \\I - BliKArr^W for J = 1,2,3,4. Then 

(0 e^^<e^-^ui::iruii^'^yh - = * 2 , 3 , . - . ; ( 3 . 2 3 ) 

(V ^^;^'<d'^-(^^:^-Ir(d' ' -^-l) , m = 2 , 3 , - - - . (3.24) 

Proof. (1) To simplify, let ns denote by 

Ui = I - fl<'U,, 
(3.25) 

Vt = I - « f 
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From equation (3.18) we \\ave Ui = Z - ^ ^ J i ^ r Using this, (3.20) and (3.22) we 

have 

= U f r V l , { I - U t ) . (3.26) 

Taking norms, we obtain for i = m the inequality (3.23). 

(2) For the proof of (3.24), along similar lines, see [58|. • 

Theorem 3.2(1) has associated the convergence of MG-1 with that of TG-1 

but has not actually proved it since may not go to zero as m -» oo. In view 

of the condition (3.7). we can establish the convergence of MG-1 by showing that 

:= - B^^U,.y\\0 as A', ^ c o . 

The above result can be readily deduced from the following technical lemma 

(using (3.26)). 

L E M M A 3.3 

Let {Utyf" and { V j ~ be uniformly bounded linear operators as defined in (3.25), 

satisfying 

Vt=Ut^Vl,(I-U(), e>2, (3.27) 

where 7 > 1 i 5 some integer constant. Then / / 7 > 2 and !|V7j| —> 

0 as Ni —t 0 0 (for any Q, we have 

yV/ll - 0 as yV, CO. 

Proof. Square both sides of (3.27) and take norms. • 

Similar to the case of two grid methods, better convergence properties can be 

expected from MG-2 because of the additional residual smoothing step, though 
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MG-1 is roughly half as expensive as MG-2 per iteration. As mentioned earlier, 

many hybrid multigrid methods can be proposed (using ideas similar to TG-

3) based upon a combination of MG-1 and MG-2; though they often require 

careful programming and tuning in order to make them more efficient than MG-

2. Here we propose and test a simple three grid method which can be viewed as a 

combination of MG-1 and MG-2 (or TG-1 and T G - 2 ) to be referred to as MG-3 

and characterised by 

B['^ = ( I - A : . ) - ' 

\ B\:\ = I^B['^K:,^, 

= Qfi £ = 2 , 3 , . -

with i < t < i - [ (often t = I may be chosen) and (referring to (3.22)) 

MG-3 (3.2S) 

- y - l 

M = 0 

To present a convergence analysis analogous to those of MG-L and MG-2. let us 

introduce similar to (3.25) the quantities : 

\ Vt = I-B\t\Ac.>: 

Wt = I - B\^^At. 

(3.30) 

Then we have from (3.28) 

V, = . 4 , - ' ( ^ ^ - < - - t • ) ^ ^ 

and from (3.30) 

VV, = I - [ I - { I - Bt\At.,r]Aj:,At 
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Further, noticing that \\Ui\\ —> 0 and ||V;|| 0 as A'l — oo, we can prove the 

following result along the lines of the proof of Theorem 3.2 and Lemma 3.3. 

T H E O R E M 3.4 

Let = I I I - B(^)Arn\\ and p\^) = | |(T - B^^)A^y\l Then 

(2) 0 as /V, - oo, 

where ^ denotes the convergence rate of TG-l based on levels m~t and ni, 

o-nd PII^_^ the convergence rate of TG-2 based on levels 1 and m-t. u 

3.5 Numer ica l experiments 

In this sectioUj we apply the iterative methods presented in §3.3-3.4 to two test 

problems. The first problem has the simple kernel K{p,q) = cos(n-/?//) and has 

been considered by many authors ([14], [52] and [58)). For this model problem 

with smooth kernel we demonstrate the fast convergence of all iterative methods 

•compared to the direct method and emphasize in particular the fact thai two grid 

methods are performing as well as the niultigrid methods. 

The second problem arises from the boundary integral equation reformulation 

of the exterior acoustic problem with Dirichlct boundary condition,, which will 

also be served as a model problem in the next chapter. This problem having a 

weakly singular complex valued kernel is perhaps more representative of practical 

situations, where the set up time could form a major part of the total computing 

time (see §3.6). 
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3.5.1 Test problem 1 

The integral equation of the second kind is given by 

u(p) - A r cosierpq)u{q)dq = f { p ) , p e [0, l] (3.3L) 
Jo 

where larger values of A corresponds to a more difficult problem (less well-

conditioned). We choose f ( p ) such that the exact solution is u(p) ~ e^cos{7p). 

The operator AC; in (3.2) and (3.17) is defined via the Nystrom method by 

{K:,u)(p) = Y:^ojK{p,qj)u{pj) (3.32) 

where }C( corresponds to discrelizing /C with trapezium rule on a uniform mesh 

of size hi = l/{Nt - I). 

3.5.2 Test problem 2 — the exterior Helmholtz equation 

Here we consider the exterior Dirichlet boundary value problem for the Helmholtz 

equation (§1-2) 

4>(p) = f{i>), ' p e s , (3-33) 

where A: = u;/c is the acoustic wavennmber. uj the angular frequency of the sound 

source and c the speed of sound in the infinite acoustic medium E exterior to a 

smooth contour S in I f . We assume an integral representation for the solution 

(p(p) as a linear combination of the single and double layer Helmholtz potentials 

in the form (§1.3.1) 

HP) = {'H>^^){p) = I ^ ( v ) { ^ ' { p , 7 ) - ' / 6 ' . ( p , ^ ) H 5 , , peE (3.34) 
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Table 3.1: Direct method for test problem I and test problem 2 ( C P U times) 

Test problem 1 Test problem 2 

N Set up Solution Set up Solution 

129 1.3 9.8 81 59.1 15.3 

257 1̂.9 73.9 243 527.5 400.1 

513 19.1 5S0.5 

where Uq denotes the unit normal to S at 7 directed into E. Imposing the Dirichlet 

boundary condition using appropriate jump properties of the potentials (Lemma 

1.13) we obtain 

•{p)+ I H ^ P M ) - nG,{p..q)}u{q)dS, = f{p).. p e s (3.35) 
'•9 

where Gk{p,q) — ^H^*'(/c|/? — f/|) is the fundamental solution of the Helmholtz 

equation in R? and is the coupling parameter. Here we choose 5 from a family of 

ellipses parameterized by x — acos(i), y = 6sin(/) with t ^ (0,2-], where in par­

ticular bja = 1 , 3 and 4 are chosen, keeping the mean length of the axes (a -rb)/'2 

equal lo unity. We use // = ik/'2 so as to minimize('almost') the condition number 

of (3.35); refer to §1.4. In all cases wc take A: — 5 and the boundary conditions 

are chosen such that the problem is equivalent to the radiation problem having 

one point source at (x ,y) =(0.0,0.5) with strength (2-f3j); refer to [10]. The 

numerical method is the iterated collocation method (§2.2) defined on piecewise 

polynomial space S'^'-^ based on equally spaced subdivisions in t € [0,27r| with 

the collocation points at mid-points of subintervals. 

All numerical experiments for test problem 1 and test problem 2 are carried 
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out on P R I M E 9950 and P I I I M E 850 respectively. In table 3.1, we give the C P U 

times (in seconds) required for solving both problems directly. Tables 3.2-3.3 give 

a comparison of the C P U times of iterative methods for test problem 1, whilst 

tables 3.4-3.5 are the C P U times for the second test problem. In tables 3.2-

3.5 for iterative methods, we put the required numbers of iterations to achieve 

the tolerance of 10""* in brackets and denote by divergence. .\s expected 

the direct method is the most expensive method of solution of (3.2). For the 

smooth test problem 1, the choice of the coarse grid is not very crucial, however 

for the practical test problem 2 the choice A'„ =s (.'V'm)̂ ''̂  appears to be the 

most appropriate. All the two grid methods compare favourably with multigrid 

methods in reducing the total computing time. 

3.6 R e m a r k s and further discussion 

We have presented multigrid type iterative methods for the numerical solution 

of the second kind integral equations, all of which perform considerably more 

efficiently than the direct solution of (3.2). The two grid methods and in particu­

lar our modification T G - 3 perform satisfactorily and are also easy to implement. 

However, the multigrid methods interacting between three or more grid levels 

including MG-3 are more efficient than the two grid methods and in particular 

MG-2 is the most robust method. 

As can be seen from results in table 3.1 (in particular for the test problem 2), 

the set up time can form a major part of the total computing time. We observe 

that in multigrid type methods (and in the conjtigate gradient method of the 

next Chapter) the matrix A'/ from (3.2) is only required i[i calculating results 
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of matrix vector multiplications. However matrix vector multiplications may be 

carried out accurately without the explicit knowledge of all the elements of l\t 

since 

K,u, = [ ( / C U ) ( P O , {ICU){P,), - • •, (/Ci.)(pAOr • 

This seems to suggest that all that is needed is some efficient method of evaluating 

accurately the functional {}Cu){p) at all 6'[£| points. Such a method will reduce 

the set up time as well as the solution time of iterative methods. This idea 

has been exploited by Hackbusch and Nowak in their recent work [53!. [54] and 

76], promising to reduce the complexity of a matrix vector multiplication from 

(9(A7) to 0(A'/log*'"***yV;) where d is the dimension associated with the integral 

boundary; (i.e. d = 2 ior 2D and c/ = 3 for 3D). 

Their method, referred to as the panel clustering, is based on the assumption 

that the kernel of the integral operator, K{p,q), has a finite series expansion or 

an accurate finite series approximation at the 'far field' (i.e. \p - q\ large). We 

now give a brief description of the panel clustering method. Following (3.1), let 

us define a linear integral operator by 

{fCu)(p) = J^K(p,gHc,)dS,, (3.36) 

where 5 C R"^ \s a. [d-l) dimensional manifold. For a partition of 5. 5 = 
n 

IJ A, , by n panels (elements') as in (2.23). iterative methods with the collocation 

approximation require the values of the quantities 

{)Cu„)[p) = j : j Kip,q)n„iq)dS\ (3.37) 
i=l 

^Here our panel method is as introduced in §2.1. There is no assumption on surface appro.x-

imation for the moment. 
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at all 6'[/i| points in S. We now seek an alternative representation for (3.37). For 

each point p E C[n | , we are able to represent the boundary 5 by a combination 

of panels ( i \ ) and clusters ( T ) 

S = A . U - UArU'AU- U'̂ c, (3.38) 

where each cluster T is a union of several panels (A) , r = 0{y) and c = 

0{\og'^^^a). In (3-38), clusters {T; }^ are said to be in the 'far field' with re­

spect to p, by requiring that \p — q\ is sufficiently large (q £ Tj, j = l , - - , c ) ; 

while panels are said to be in the 'near field' accordingly. Hence (3.37) can 

be replaced by 

(^•^n)(p) = i ; / K{p.q)Un{q)dS, -i- / !<{p.qW{q)dS,. (3.39) 

In Tj — the 'far field', the kernel K{P:q) has a finite series expansion or an 

accurate finite series approximation as assumed 

i<{p.n)= Z i^P;cij)M'i) (3.10) 

where all * î(̂ /) are independent of p and /„ is an index set indicating the order 

of the expansion and qj is the center of cluster Tj. iVow we may substitute (3.40) 

for j = L • • - ,c into (3.39), giving 

(^u„)(/>) = E / K{P:q)u^.{q)dS,-rf: ^ /^m(pi V i ) / ^K{q)u4q)dS,. (3.41) 
1=1 j = l rnein J 

Since the quantities 

J?j= f 'l'm(f/)u„(</)rfS„ m e /„ , i = L, • • • ,c (3.42) 

are independent of p, they can be computed first and once only for a given u^. 

It can be shown that the work of computing all possible Jj^ for all p G G\n] is of 
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order 0{n) opera t ions . T h e first sum \i\ (3 . ' I I ) cor respo iu l ing to the 'near field' 

^ i U ' * ' U ^ T be evaluated accurately, r equ i r ing the work of 0 ( 1 ) opera t ions 

for each p £ G\n]. The re fo re f r o m (3 .42) , eva lua t i ng 

1=1 j = l m e / , 

for al l p € G[n\ w i l l require rough ly 0{iic) i.e. 0 ( / V „ log''"'"^iV„) operat ions . I n 

the mean t i m e the storage is also reduced to t ha t of a s imi la r order . We refer the 

reader to [5-lj and the references there in for more detai ls . 

Such works on reducing the set up t i m e may i m p r o v e most i t e ra t ive methods 

subs tan t ia l ly . B u t the present m e t h o d is not readi ly appl icab le to many p rac t i ca l 

problems (even l o some model p rob lems) . A p a r t f r o m the complex p r o g r a m m i n g , 

the m a i n p rob lem lies i n the unava i l ab i l i t y o f an e f f i c ien t series expansion such as 

(3 . ' to) . In [5-1]. the expansion is ob ta ined f r o m the T a y l o r series, which requires 

the use of higher der iva t ives of a f u n c t i o n . As is we l l k n o w n , i t is generally not 

t r i v i a l to i m p l e m e n t numer i ca l d i f f e r e n t i a t i o n accurately. I n [54| , on ly the case o f 

weakly s ingular kernels is considered. 

A n o t h e r approach has been s tud ied by R o k h l i n [84) in so lv ing the Laplace 

equa t ion , where the so lu t ion is represented by a double layer po t en t i a l . T h e 

in tegra l equa t ion hence ob ta ined is discret ized by the N y s t r o m m e t h o d based 

on the t r a p e z i u m rule . T h e approach suggested there is h igh ly compl i ca t ed , 

res t r i c t ive and is not as c o m p e t i t i v e as tha t of Hackbusch and Nowak; see [76 . 

I t appears t ha t much f u r t h e r work is s t i l l required to develop prac t ica l schemes 

to i m p r o v e the ex i s t ing i t e r a t i v e methods . We refer also to [94] for a general and 

prospect ive expos i t i on . 
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Table 3.2; T w o g r i d methods for test p rob lem L ( C P U t imes) 

A T G 1 T G - 2 T G - 3 Set up 

1 129 9 0.6 (•2) 1.2 (2) 0.7 (2) 1.3 

17 0-7 (2) 1.3 (2) 0.7 (2) 1.3 

33 1.0 (2) 1.5 (2) 1.0 (2) 1.4 

65 2.1 (2) 2.9 (2) 2.4 (2) 1.5 

257 L7 2.7 (2) 'L9 (2) 2.7 (2) 5.0 

33 3.1 (2) 5.2 (2) 3.0 (2) 5.2 
1 

65 4.7 (2) 6.S (2) 4.6 (2) 5.3 

129 12.3 (0 12.9 ( I ) 11.8 (0 6.0 

10 129 9 0.9 (3) 1.7 (3) 1.0 (3) I . ; 

17 0.7 (2) 1.2 (2) O.S (2) 1.3 
1 

33 1.0 (2) 1.5 (2) 1.0 (2) 1.4 

65 2.5 (2) 2.9 (2) 2.4 (2) 1.5 

257 17 2.7 (2) 4.9 (2) 2.7 (2) 5.0 

33 3.1 (2) 5.2 (2) 3.0 (2) 5.1 

65 '1.7 (2) 6.8 (2) 4.6 (2) 5.3 

129 12.3 ( 0 12.9 ( I ) 11.8 ( I ) 6.0 

100 129 9 1.9 (6) 
i 1.9 (6) 1.3 

17 1.1 (3) 2.4 (-1) 1.1 (3) 1.3 

33 1.0 (2) 2.1 (3) l.O (2) 1.4 

65 2.5 (2) 2.9 (2) 2.4 (2) 1.5 

257 17 '1.0 (3) 9.9 (•I) 3.9 (3) 5.0 

33 3.1 (2) 7.8 (3) 3.0 (2) 5.1 

65 '1.7 (2) 6.8 (2) 4.6 (2) 5.3 

129 M.3 (2) 15.9 (2) 13.7 (2) 6.0 
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Table 3.3: M u l t i g r i d methods for test p rob l em I ( C P U t imes) 

A m M G - l M G _2 M G - 3 Set up 

1 129 5 9 2.0 (2) i . 6 ( I ) 1.7 (2 ) 2.1 

4 17 1.9 (2) 1.5 ( 0 l.S (2) 2.1 

3 33 l.S (2) 1.5 ( 0 2.0 (2) 2.1 

257 5 ,7 5.0 (1) 6.1 ( 0 4.5 (1) S.O 

4 33 4.9 (1) 5.S ( 0 4.8 ( 0 S.O 

3 65 5.7 (1) 6.3 ( I ) 6.-1 ( 0 S.O 

10 129 5 
1 

9 1 2.6 (3) 2,9 (2) 2.3 (3) 2.1 

4 
1 

17 i 1.9 (2) 2.-1 (2) 1.8 (2) 2.1 

3 33 l.S (2) 2.2 (2) 2.2 (2 ) 2.1 

257 5 
17 j 7.5 (2) 9.6 (2) 6.9 (2) S.O 

4 33 1 
1 

4.9 (1) 9.0 (2) 4.8 ( I ) S.O 

3 65 j 5.7 (1) 15.9 ( 0 6.3 (1) S.O 

100 129 5 9 i * 2.1 

4 17 5.0 (3) 10.7 (13) t 2.1 

3 33 l.S (2) 2.9 (3) 3.8 (5) 2.1 

257 5 17 ¥ t S.O 

4 33 9.6 (3) 12.1 (3) 14.2 (5) 8.0 

f 65 7.9 (2) 9.1 (2) 11.4 (3) 8.0 
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Table 3.4: T w o g r i d mel l iods for test p rob lem 2 ( C P U t imes) 

6/a 'V 'V 
- ' n 

T G -1 T G .9 T G - 3 

L S I 9 22.7 (19) 25.1 (10) 23.1 (16) 

27 6.7 (•1) 9.5 (3) S.2 (3) 

2̂ 13 9 172.5 (19) 194.3 (JO) ISl .O (16) 

27 41.6 (̂ 0 68.8 (3) ^18.6 (3) 

81 44.3 (2) 76.9 (2) 'IS.9 (2) 

3 S I 9 46.5 (39) 46.4 (31) 43.7 (31) 

27 10.3 (6) L2.5 11.2 (5) 

243 9 363.7 (40) 398.9 (20) 399.1 (32) 

27 61.7 (6) 85.5 ('0 67.0 (5) 

81 59.3 (3) 72.9 (2) 63.3 (3) 

81 9 84.5 (72) 71.6 (27) 38.3 (13) 

27 1 1.0 (7) L5.3 (5) 12.5 (6) 

243 9 708.5 (78) 566.8 (29) 324.3 (13) 

27 82.2 (S) L06.7 (5) 85.4 (^) 

81 57.2 (3) 82.4 (2) 62.6 (3) 

72 



Table 3.5: i M u l t i g r i d methods for test p rob lem 2 ( C P U l imes) 

6/a rn A'l M G -1 M G - 2 M G - 3 

I 81 3 9 11.2 
1 

(12) 5.9 (5) 7.8 (6) 

243 4 9 
1 

65.4 (S) 25.5 (•2) 81.4 (7) 

3 27 28.6 (3) 26.1 (2) 27.0 (2) 

3 S I 3 9 21.5 (24) 8.2 (7) 13.9 (12) 

243 3 27 45.1 (5) 37.1 (3) 35.6 (3) 

4 SL 3 9 34.1 (38) 8.9 (8) 19.2 (14) 

243 3 27 43.2 (5) 34.4 (3) 44.3 (4 ) 
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Chapter 4 

Conjugate Gradient Method for 

Smooth Integral Equations 

Por the numer ica l so lu t ion of an in tegra l equa t ion of the second k i n d , we have 

discussed in the last Chapte r a class of m u l t i g r i d t y p e i t e r a t i v e methods t ha t i n ­

teract between t w o or more gr ids by re fe r r ing to the u n d e r l y i n g in tegra l equa t ion . 

These methods are in general e f f i c i en t , bu t ihey a l l i nvo lve choosing app rop r i a t e 

parameters (such as ratios between step sizes of d i f f e r en t gr ids and the cyc l ing 

p a t t e r n ) as wel l as r equ i r ing carefu l and complex p r o g r a m m i n g to ensure fast 

convergence. Here in th is chapter , we present the easily p r o g r a m m a b l e con juga te 

g rad ien t m e t h o d ( C G M ) . wh ich is free f r o m p rob lem dependent parameters, a l ­

ways converg ing and above a l l super ior to d i rec t methods . We then prove the fast 

convergence of the C O M for so lv ing l inear systems ar is ing f r o m the d iscre t iza t ion 

of in tegra l equat ions w i t h a compac t opera tor . In fac t , as a l inear system solver, 

the use o f C G M is not j u s t l i m i t e d to those ar is ing f r o m the d i scre t iza t ion o f 

in tegra l equat ions o f compac t opera tors . I n Chap te r 6, wc shall demons t ra te i ts 
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fast convergence even when applied to a class of non-compact operator equations. 

4.1 Introduction 

Recall tiie setting of § 3 . 1 , where a second kind integral equation is defined in 

operator notation by 

{I - )C)u = f ( p ) , pGS, (4.1) 

and its approximate equation on grid G[l\ is given by 

( I - ^t)n, = f . (4.2) 

T h e solution of (4.2) is determined via the Nyslrom interpolation 

ui{p) f - r ICcUi, p e s , (4.3) 

after the solution vector U( = [{ui){pi), {ut){p^), • • •, ( ' i t^)(/J ,vJ|^ is found by solv­

ing I he following linear system 

•̂ 1̂ 1̂ / = / , -'U = / - Ki, (4.4) 

with / = ( / ( p i ) , /(p2)i • i ^{P^\)V• Here we shall concentrate on solving (4.4) 

as a linear system of size Ni :< yV .̂ whilst iterative methods from Chapter 3 have 

been aimed at (4.2). 

As noted in [27j. the application of simple iterative methods ((16, §8.9j and (46, 

C h . lOJ) such as the successive overrelaxatiou ( S O R ) to (4.'1) runs into difficulty in 

ensuring the convergence. So Burton [27j suggested the use of a simple conjugate 

gradient method for solving exterior acoustic problems and observed the fast 

cornergence. However for solving matrix equations with complex elements several 
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variants o f the con juga te gradient m e t h o d can be found in the l i t e ra tu re ; (see |85 

for example ) . Here we shall adop t the version as used in [27| and provide i t w i t h 

a convergence analysis. 

T h i s chap te r is d i v i d e d i n t o several sections. I n §4.2. we s ta te and prove o u r 

m a i n results concerning the rate of convergence o f the coi»jugate g rad ien t m e t h o d 

for matr ices possessing eigenvalue c lus te r ing propert ies , i n §4.3, we discuss the 

spectral proper t ies o f compact in tegra l opera tors , leading to the app l i ca t ion o f the 

theory o f §4.2 w i t h some emphasis on so lv ing He lmho l t z equat ions . Some numer­

ical results for the 2 and 3 d imens iona l ex te r io r acoustic problems are presented 

i n §4.4. 

4.2 The conjugate gradient method 

T h e con juga te gradient ( C G ) m e t h o d for so lv ing a. n >: n l inear system 

Ax = b (4.5) 

where A is s y m m e t r i c and posi t ive de f in i t e , is due to liestenes and Steifel [59 . 

T h e me thod is based on the fact t ha t , x' is the so lu t ion of (4.5) i l f i t min imizes 

the quadra t i c f u n c t i o n a l 

<f){x) = ^x'\4x -x^b. ('1.6) 

S t r i c t l y speaking, the C G m e t h o d is a d i rect m e t h o d , as i n the absence of any 

round ing errors i t w o u l d y ie ld the exact so lu t ion x' in at most n steps. Here we 

shall show t h a t for a large class o f problems ar i s ing f r o m d i sc re t i za t ion o f second 

k i n d in tegra l equat ions a su f f i c i en t l y accurate so lu t ion can be ob ta ined in / i steps 

say, where / i is independent of a bu t depends on the character is t ics of the p rob l em 
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and the accuracy re tp i i rement . We refer the reader to [46, Ch . lO) and also to the 

la ter par t of th is section for examples o f C G a lgo r i t hms . 

A n i m p o r t a n t p rope r ty o f the C G m e t h o d used in d e r i v i n g error bounds for 

the m e t h o d is the analogy between C G i te ra t ions and a p o l y n o m i a l curve fitting; 

see j59j and [62], I f we def ine the A - n o r m (energy n o r m ) o f a vector i 6 by 

= x^Ax, i t can be shown tha t i f i is an a p p r o x i m a t i o n to i " , then 

E(i) = 2[4>[i)-<f>{s-)]=L''A-'r = \\x-x'\U (4 .7) 

where £ = 6 - Ax is the residual vector and hence £ ( . ) is a measure of the error . 

Fur the r , let us denote the eigenvalues of A by { A ; } w i t h corresponding normal ised 

eigenvectors {(? .} , i = I , 2, • • , n . I f x^** is the a p p r o x i m a t i o n to x* a f te r k steps 

of the C G m e t h o d and the i n i t i a l residual vector Iq = 6 - .4x(°* = Y. -^i^p i t can 

be shown tha t 

i r ( x W ) = f : u , ( p ; ( A . . ) r (4.S) 

wheaewi = and pl{X) is the k-ih degree p o l y n o m i a l w h i c h satisfies pfc(O) = I 

and is the least square fit to zero at the points A; w i t h weights u;;, i.e. 

n 
minimises the f u n c t i o n a l ^iiJi[pk{^i)\^ among a l l the k-lh degree po lynomia l s 

1=1 

s a t i s f y i n g pjt(O) = I . Clear ly , i f .4 has m (rn < n) d i s t i nc t eigenvalues, t hen 

= = i i : ' ''^ the absence of r o u n d i n g errors. T h i s p rope r ty for 

an a l g o r i t h m is usual ly called the fixed step t e r m i n a t i o n . We now state and prove 

some results concerning the ef f ic iency o f the C G m e t h o d , i n pa r t i cu la r when the 

m a t r i x has some desirable c lus te r ing propert ies; ( refer to the next section for 

examples) . 

T H E O R E M 4.1 

Let A be an n x n sytrnnetric positive definite matrix with eigenvalues 0 < Aj < 
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^ • • • ^ --Vi. ' / i t - ' " aflcr r iterations of the CG tnetfiod applied to Ax = b, the 

approximation A''^ satisfies 

1 
(4 .9) 

where C = A„ /Ai i5 the 2-nonn condition number of A 

Proof. Refer to [38] for a detai led proof . Here we on ly give a br ief o u t l i n e in 

order to mo t iva t e the p roof o f next theorem. Let us cons t ruc t an r - t h degree 

p o l y n o m i a l Pr{^) by 

A . - T A, - 2A 

A . - A » 

A„ - f A, 

An - A, 

to be used in compar i son to the least square p o l y n o m i a l f i t p* to give an er ror 

bound , where T,{y) = c o s ( r c o s - ' y) = [{y \/7/'-' - 1)" ^ {y ~ \/y^ - 1 ) 1 / 2 is the 

r - t h order Chebyshev p o l y n o m i a l of the f i r s t k i n d ( [43] ) . There fore , we have 

E[x^'^)<i:^i[pr{\i)\:. 
1 

Fol lowing the relat ions (see [43] and [83]) 

\Tr{y)\ < 1 i f \y\ < 1, 

where a = > o b t a i n 

E{xW) ' ( I ^a^y-

< 4£r^ 

(4 .10) 

(4 .11) 

(4 .12) 

• T h u s the proof is comple te . 

I t can be seen f r o m (4 .9) tha t a (C ' ) = o- app rox ima tes the convergence rate o f 

the C C m e t h o d . Sec also (20|. C lear ly (4 .11) may provide a sharper b o u n d bu t 
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(4.9) i.e. (4 .12) is t r a d i t i o n a l l y referred to in most l i t e r a tu r e . Here we fol low the 

t r a d i t i o n , w h i l e bear ing in m i n d t h a t a l l theore t ica l e r ror bounds so generated 

may be sharpened. 

I t fol lows f r o m (4 .9) t ha t for we l l - cond i t ioned problems we can expect a fast 

convergence. In pa r t i cu l a r i f a l l the eigenvalues of .4 are clustered a round one 

poin t then C ^ 1 and hence (T{C) w i l l be very smal l , i n d i c a t i n g t h a i perhaps 

one or t w o C O i te ra t ions may y i e ld s u f f i c i e n t l y accurate solut ions . In general for 

many cases of p rac t i ca l interests a r i s ing f r o m b o u n d a r y element methods (see (3 

and (20)) the spec t rum of A, S ( -4 ) , includes a few eigenvalues ei ther side o f a 

m a i n cluster region. T h i s is due t o t l i e desirable eigenvalue c lus te r ing p r o p e r t y o f 

compact operators : (see the next sec t ion) . We shall now i m p r o v e the es t imate in 

(4.9) by p r o v i n g an i m p o r t a n t result concerning the order of convergence of the 

C O m e t h o d for matr ices w i t h such eigenvalue d i s t r i b u t i o n s . 

T H E O R E M 4.2 

Let A be an a x n symmetric positive definite matrix, where most of its eigen­

values cluster in a region [ a , / ? ] . To be precise, we assume 0 < A; < a for 

I = 1, 2. • • • . £; Xi > 8 for i = / i — m - f 1, • • • , n tuhile the remaining a — m — C 

eigenvalues arc inside [OL,0]. Then after p = ^ / ^ - f / ^ i - r r steps of the CG 

method applied to AJ^ = 6, the approximation x^*"' satisfies 

^(^"-'^ < 4wc')r, . ( c ) = 
s/C - L 

^/C+ I 

where C = Hja and 

' for Xi > f , 

l-2co.-(r-2A./^) 'J' otherwise, 

and [.J denotes the integer part of a real number. 
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Proof. In view o f equat ion (4.8) we a i m to cons t ruc t p^t(X) wh ich satisfies p^,(0) = 

1 and takes su f f i c i en t l y smal l values in modulus at the eigenvalues of .4. Consider 

p,{X) = U\{\) • \^{X) • Wm{^\) (4 .15) 

where Ut: K and W'm are po lynomia l s of degree of ^ = ^ i i , and rn respect ively 
1 

and are g iven by 

y , ( A ) = n 
iP- - A ) 

J3-A. 

0 + a-2X 
B - a 

5 + a 
.3 - a 

i i ' m ( A ) = n 
i = n - m - ? - I 

(4 .16) 

(4.17) 

(4 .18) 

Using the re la t ion in (4 .10) and the c o n d i t i o n (4 .14) , we have for (4.16) t ha t 

\U\(\)\<\ f o r A G ( a , , 5 ] . (4.19) 

Fur the rmore , i t can be easily shown tha t f / i ( A , ) = 0 for i = 1 . 2 . - - - . £ and 

i /^(0) = 1. As for (4 .17) , c lear ly l ' r(O) = 1 and s imi l a r to the p roof of T h e o r e m 

4.1 i t can be shown tha t 

\ / C - 1 
l ^ ' r ( A ) | < 2 for A G \a,(3 (4 .20) 

For (4.18) i t is easy to see t h a t ^ ' ' ^ (O) = 1 and H ' ' ^ ( A , ) = 0 for i = n-m-\-V, 

and tha t 

n A; 
< 1 f o r A € ( Q , / 3 i . (4.21) 

It now fol lows f r o m (4.8) and ( 4 . 1 5 ) - ( 4 . 2 l ) tha t 

E{x^'^) < T . -^M^i)Y < rnax | p , ( A , ) | ^ • E{x^% 
A, Gift ,y| 

(4 .22) 
1=1 

w h i c h completes the proof . 

Remarks 
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(a.)» In '^rheorem 4.2, we proved tha t any i t e r a t ion of the CC! me thod , a f t e r 

e 
fi' = ^ -f- m > £ r rn steps, can reduce the er ror subs tan t i a l ly p rov ided 

I 

C = d / a 2=. I , as (T{C) wou ld be close to zero. Clear ly choosing a smal ler 

cluster region [a , ,5] w o u l d in general i m p l y larger values for C and m and 

therefore , may not necessarily give a sharper er ror b o u n d . T h e n u m b e r o f 

i t e ra t ions required to achieve a cer ta in degree of accuracy depends c ruc i a l l y 

on m and C = ,d/a. Fo r tuna t e ly in the case o f second k i n d in tegra l 

equat ions w i t h compac t opera tors the values o f J?, rn and C are genera l ly 

sma l l , hence i m p l y i n g fast convergence f r o m (4 .13) . Not ice tha t i f we choose 

£ = m = 0, T h e o r e m 4.2 reduces to T h e o r e m 4 . 1 . 

( b ) • T h e number of i te ra t ions required to o b t a i n the er ror b o u n d (4.13) is inde­

pendent of n, i n d i c a t i n g t ha t i f we were to solve a f a m i l y of linear systems 

of d i f f e ren t order, then a " f i x e d ' ' number of the i t e ra t ions of the C G m e t h o d 

can be expected to y i e ld s imi l a r order of accuracy, p rov ided tha t the cluster 

regions are the same and £ and rn are the same. T h i s fac t w i l l be e x p l o i t e d 

in §4 .3 and §4 .4 . 

(c) . In general , l inear systems ar is ing f r o m b o u n d a r y e lement methods are com­

plex and n o n - l l e r m i t i a t i ( i . e . .4 A'). We can easily show tha t al l results 

in the section for real s y m m e t r i c and posi t ive de f in i t e matrices .4 are also 

val id for coinplex l l e r m i t i a n posi t ive de f in i t e matr ices .4, provided tha t a 

real transpose vector is replaced by a complex transpose con juga te y' 

and tha t the .4-norm for a complex vector y is def ined by \\y\\A = y' Ay. 

There fo re for the complex l inear system Ax = b, the C G method may be 
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appl ied to the equiva lent p rob lem (refer to [27] and [85]) 

By = b (4 .23) 

where B = .4.4* and x = A'y. T h e m a t r i x B is not fo rmed e x p l i c i t l y as i t 

is o n l y required in m a t r i x - v e c t o r m u l t i p l i c a t i o n s such as v = Bu, w h i c h is 

the most expensive par t of a C G i t e r a t i o n and is su i tab le for calcula t ions on 

vector and paral le l processors; refer to [S], (16, p.571] and the C G a l g o r i t h m 

below. T h e 2 - n o r m c o n d i t i o n number o{ B = A A' is the square of tha t of .4, 

w h i c h is w h y the C G m e t h o d is rarely used for so lv ing the normal equa t ion 

(4 .23) ; see [S5|. In our app l i ca t ion area however the cond i t i on number 

of .4 and hence t h a t of B are general ly smal l and , more i m p o r t a n t l y , the 

c lus te r ing p r o p e r t y of B can guarantee fast convergence ( T h e o r e m 4.2) . 

(d) • I f the eigenvalues of .4 cluster a round p' say. we may expect the eigenvalues 

of .4.4 ' to cluster a round as is indeed the case in a l l our numer i ca l 

ca lcula t ions o f §4 .4 . I n pa r t i cu l a r i f .4 is ob t a ined as a result of d i sc re t i z ing 

the second k i n d opera tor ( A T — JC) where K. is compac t , i t is easy to show 

t h a t A is the on ly possible po in t o f eigenvalue accumula t i on . We leave 

f u r t h e r discussion to the next sect ion. 

P ina l ly i n this sect ion, we describe a C G a l g o r i t h m for so lv ing Ax = b v i a 

AA'y = b for a non-s ingular complex and n o n - H e r m i t i a n m a t r i x .4 and an a rb i ­

t r a r y r igh t hand side complex vector 6. 

A L G O R I T H M - Conjugate gradients : 

0) Set x :~0,p : = 0, r : = 6, c, : = 1 and i n p u t T O L ; 

1) C o m p u t e Cn •— r > , E := y / c j ; 
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2) I f / : : / | | 6 | | 2 < T O L , then e x i t w i t h so lu t ion x ; 

3) C o m p u t e / i l : = C 3 / C 1 ; 

4) Assign ci : = C 3 ; 

5) C o m p u t e ^ : = r - f ,5p; 

6) C o m p u t e q := A'p\ 

7) C o m p u t e a : = c? /^ '^ ; 

S) C o m p u t e X := xn- oq, £ •= £ ~ aAq\ 

9) R e t u r n t o step I ) and con t inue . • 

4.3 Spectral properties of compact operators 

In this sect ion, we si ial l app ly the results of the last section to the so lu t ion of 

second k i n d in tegra l equat ions. P a r t i c u l a r l y relevant and i m p o r t a n t is the fact 

t h a t ; fo r S E C ' . many o f the in tegra l opera tors K{p. q)a{q)dSfj a r i s ing in the 

b o u n d a r y in tegra l f o r m u l a t i o n s of e l l i p t i c P D K ' s (see Chap te r 1) are compac t . 

T h e f o l l o w i n g spectral p rope r ty of compac t operators ( refer to [601 ('^^D 

precisely the one which ensures the fast convergence of the con juga te g rad ien t 

( C C ) m e t h o d (refer to T h e o r e m 4.2) . 

T H E O R E M 4.3 

Let K. be a compact operator on a Hilbert space (A ' , ( . , . ) A - ) - Then '£{!€), the 

eigenvalue spectrum of Kl, is (at most) countably infinite and A = 0 is the only 

possible point of accumulation. • 
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Prov ided tha t JC in (4.1) is compac t , A = 1 is the on ly po in t of a c c u m u l a t i o n 

of ( T - JC). I t fol lows f r o m the Fred hoi m-Riesz theory t ha t , provided 1 ^ E(A^), 

the equa t ion (4.1) has a un ique so lu t ion (see Chap te r 1). However in prac t ice , 

i f d i s t ( I j S ( /C) ) is s m a l l , then (4 .1) suffers f r o m i l l - c o n d i t i o n i n g which makes i t 

d i f f i c u l t to o b t a i n accurate a p p r o x i m a t i o n s ui to so lu t ion u\ see ( lOj and (14 . 

F r o m T h e o r e m 4.3 and (11, §4 .5] , we know t h a t eigenvalues of the a p p r o x i m a t e 

opera to r }C( converge to those of K, and tha t these eigenvalues also have one 

possible point of a c c u m u l a t i o n (zero) independent of the size A'^, p rovided tha t 

is compac t . As also k n o w n f r o m T h e o r e m 1 12, in tegra l operators a r i s ing f r o m 

r e f o r m u l a t i o n s of H e l m h o l t z equat ions are compac t so the eff ic iency of the C G 

m e t h o d is ensured fo r t he i r numer i ca l solut ions ( T h e o r e m 4 .2) . In the rest o f 

the sect ion, we first i l l u s t r a t e the c lus te r ing p r o p e r t y o f compact operators for 

the case of a s imple geomet ry S and then show the s imi l a r p r o p e r t y exh ib i t ed by 

discrete no rma l operators i n order to j u s t i f y the use of the C G a l g o r i t h m of last , 

section as a fast solver. 

Let us for the m o m e n t concent ra te on the 3 D ex te r io r He lmho l t z p r o b l e m 

where the s t r u c t u r e of the b o u n d a r y 5 is a u n i t sphere (refer to (4.1) and Chap te r 

I ) . T h e f o l l o w i n g result f r o m (3j gives the eigenvalues o f the relevant i n t eg ra l 

opera tors . 

T H E O R E M 4.4 

The eigenvalues of the operator {\T Al[ — fjLk), for the Dirichlet problern, are 

given by 

X^k) = -ikh^(k){rjj^{k) 4- j ' M } . ^ = 0, 1 ,2 , . . . (4 .24) 
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and the eiyetiualues of llic operator ( ~ ^ J I- Mk + ' / ^ ^ ^ ^ Neumann problem, 

are given by 

ti.{k) = -ik'h'M{jn{k) + n j : m , n = 0,l.2,-- (4.25) 

whilst, the eigenvalues of the regularised operator - | X -r A/jt -r i)[Lo{Nk - NQ) -f 

I\IQ — for the Neumann problem, are given by 

5^(k) = ik'h,.(k){Uk) + - ^ j ' ^ i k ) } , n = 0, 1,2, • • • (4.26) 

where /i„ denotes the spherical Hankel function of the first hind and denotes 

the spherical Bessel-function of order n; (see [3] and [97]). • 

In order to observe more clearly the characteristics of \n{^) 

us look al the poiential theoretic case A: = 0, where ('1.2^1). (4.25) and (4.26) 

respectively reduce to (refer to [3]) 

where asymptotically both A„ and J^, obviously bounded, accumulate at one 

point as expected for compact operators'. 

Now we consider the problem of solving the matrix etpiation Ax = b via 

the normal equation AA'y = b wi th A = I - !<(. The clustering property 

of AA' wi l l follow that of .4. In fact, we can show that AA* is the matrix 

associated with operator (Z — Kli){T — AC )̂*, which approximates the operator 

'We do not expect /i„ to h.ive the similar asymptotic behaviour since the operator Â o "S 

non-compact. 

85 



( I - / C ) ( I - a : ) * - T-Ki-JC' -K,K:\ NoIc t l iat a: -VK,' -VKK,' is also a compact 

operator i f / C is compact; (see Theorem Hence the eigenvalue accumulation 

point for AA' is st i l l I . If K, is a normal operator, that is, i f K-'K. = KiK.\ 

then A i ( . - l / r ) = A;(/ l" .4) = | A , ( / l ) | - where A; denotes the i - th eigenvalue of its 

argument. We note in passing thai for integral equations of the form (2.8) for 

example we can show that i f the kernel of the integral operator K. is Hermitiaa 

i.e. K(x,y) = K(y,x) then Kl is a normal operator; see [21. p.27). This may be 

used as an important sufficient condition. For the case where 5 is a sphere, we 

can prove the following result concerning the continuous problem. 

T H E O R E M 4.5 

// an operator IC is a combination of the identity operator! and potential opera­

tors Lfc, Mk, fl'i'^ -Va. or their products, then it is normal. 

Proof. Following [3), when 5 is a sphere, all operators forming have the or-

thorgonal spherical harmonics 5,'"(-) as their eigenfunctions and hence so wil l AC, 

implying that JC is normal: see (75|. Q 

Remarks 

(a) . In view of Theorem 4.5 and the proceeding remarks, we can expect ihe 

eigenvalues of A.A' to clu.ster around some fixed point in a similar manner 

to that of A. This accumulation point is just the square of that for .4. 

(b) . Much work has been done in the field of CC methods wi th preconditioners; 

(refer to [16, Ch.S| and (46, Ch.lO] and the references therein). In theory, 

preconditioning is very attractive since it can reduce the condition number 

and hence improve the speed of convergence. However no such prccondi-
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tioiiers exist even for the case of solving integral equations \vitl» compact 

operators, which can preserve the eigenvalue clustering pattern as well as 

reduce the condition number. 

4.4 Numerical results and comparison 

Here we consider the solution of the exterior acoustic problem in both 2 and 3 

dimensional space. The domain of integration 5 is chosen to be a family of el­

lipses in 2D, characterised by the equation (x / a )^ -f ( j / / ^ ) " = L and axisymmetric 

ellipsoids in 3D. characterised by (^j/a)^ i v I ' r IcY = I . We do not discuss 

the details of the underlying discretization method, as it should not greatly affect 

the efficiency or otherwise of the conjugate gradient method, provided the re­

sulting linear systems mimic the spectral properties of the continuous equations. 

Numerical methods presented here are based on the point collocation method 

(refer to the panel method of §2.1), where the unknown function is approximated 

by a constant over each element. Throughout the section, the A L G O R I T H i V I 

- C o n j u g a t e G r a d i e n t s presented in last section is used with the ini t ial guess 

x(o) = [ 0 , 0 , - - . 0 ] ^ . 

Dirichlet Problem 

Mere we consider the 2-dimensional problem (§3.5.2). In Figs.4.1-'1.2, we plot 

the approximate eigenvalue spectra with compact operators for a typical case of 

a = 0.5 and 6 = 1.5. We have computed the eigenvalues in four discrete cases 

with /V = 50, 100, 200 and 300 collocation points respectively. We note that 

as expected the eigenvalues cluster around I and the number of very distinct 

eigenvalues remains almost the same as increases. The results from our nu-
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inericai calculations are sutninarised in Tables *1.1-<I.2, for various choices of ihe 

problem and method parameters. The surface parameters a and b are chosen so 

that d = {a -h 6)/2, the typical length of the domain, is unity. In Tables 4.1-4.2, 

/ i is the actual number of steps of the CG method required in order for the root 

mean square (RMS) norm of the residuai for the approximate solution defiried by 
A' » /2 

^ r ? / i V to be less than the required tolerance r (where is the residual of 

the i- th equation). Furthermore, C is the 2-norm condition number of .4.-1', A' is 

the size of the matrix, A; is the wavenumber and q is the coupling parameter. The 

actual problem we are solving is equivalent to that of having one point source 

with strength (2-i-3i) placed at point (0.0,0.5); refer to §3.5.2. A blank entry in 

tables 4.1-4.3 indicates that the value of its corresponding parameter has not 

been changed from its previous value, [n the Table 4.1, we compare CPU times 

on PRIME 850 for the CG method with r = 10"^ to those of direct solution. 

From the Table 4.1, we note that the CG method reduces the CPU limes by 

substantial amounts. But in comparison to Tables 3.4-3.5, i t is not as efficient as 

the mul t igr id type methods. From the Table 4.2, we can draw the following two 

conclusions : 

(a) . Increasing N does not in general change the essential properties of the ma­

trices approximating the underlying integral operator and hence for a given 

tolerance leaves ft. the required number of CG steps, unchanged, [n general, 

fi is quite small and also decreasing r does not increase fi substantially. 

( b ) . The choice of the coupling parameter T ] { k ) = i k f ' l (see §2.3) is useful in 

improving the condition number of the continuous operator and hence that 

of the matr ix approximating i t . f t does not however necessarily reduce / i 
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as varying /; changes the eigenvalues and affects their distributions slightly. 

Neumann Problem 

Here we consider the 3-dimensional problem (refer [3) and (10]). On discretizing 

the non-regularised equation (refer Theorem 2.12), involving the non-compact 

operator Nk-. there is usually no clustering of the eigenvalues of .4 and indeed 

the eigenvalues and the condition number become larger in modulus as /V is 

increased; see (^1.25). In this case, a direct linear solver or a mult igrid type method 

should be used; refer to I6| for some ini t ia l results. Theoretically preconditioned 

CG methods are potentially attractive methods for solving such linear systems 

arising from discretization of integral equations wi th non-compact operators — 

unfortunately at present such general preconditioners are not available. 

Below we adopt the regularised formulation (1.59) and present the numerical 

results in table 4.3. The parameters and also the conclusions are much the same 

as those for the Dirichlet problem. Here [o.,{3] and in are as in Theorem 4.2 (for 

the matrix .4.4') and £ = 0 in all cases. The surface parameters are chosen such 

that d = (a -r a c)/3 = I . Furthermore, the actual problem being solved here 

is equivalent to that of having one point source with strength (2-f3i) placed at 

point (0.0,0.0.0.2); refer to [10 . 

We point out here that due to the limitations on the available dynamic memory 

on our computer we were unable to run the 3D problem for larger values of N. 

Nevertheless the results in table 4.3 clearly demonstrate, among other things, the 

dense clustering pattern of the eigenvalues and also the effect of the choice of the 

coupling parameter as 7]{k) = hi in reducing the condition number of the matrix 

as well as / i (sl ightly). We observe that relatively few CG steps are required to 
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Table 4.1: Direct method and CG method for Dirichlet problem (CPU times) 

Set up Direct Conjugate gradients Set up Direct 

6/a = I 6/a = 3 6/a = 4 

81 

243 

59.1 

527.5 

15.3 

400.1 

U.3 ( / /=5) 

87.3 ( / i=5) 

17.5 ( / /=9) 

159.8 ( / i=9) 

17.5 (fi=9) 

159.8 ( / i=9) 

yield a sufficiently accurate approximation x^y to x*. 
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Fig.4.1 Approximate Eigenvalue Spetrum of A = (I - K) 

coffipocL operotor 1 : LdentLtu operoLor 

The 2D RcouslLc Problem : See Section 
on on e l l ipse with o-0,5 & b"1.5 

(porometers c-S.O & *)"~2.5l) 

^.4 

- A 

100 150 200 250 300 

Fig.4.2 Approximate •genvalue Spetrum of B = A A ' 

O 3 

fl I : OS in rLq .^. l B : the normoL operoLor 

so 100 ISO 200 
The Number of Eigenvalues 

2S0 300 
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Table 4.2: CC method for Dirichlet problem in 2D 

a b k N C T 

1.0 1.0 5.0 i 100 9.8 6 

200 9.8 lO-' ' 6 

300 10.0 lO-'* 6 

300 10.0 10- ' 9 

2.5i 300 7.3 1 i o -« 
9 

1/2 3/2 5.0 i 100 16.2 j 10-^ 9 

300 16.2 10 - ' 12 

2.5i 300 11.3 I 10 - ' 16 

1/3 4/3 5.0 2.5i 200 13.8 10- ' •14 

10.0 5.0i 200 19.2 10- ' 17 

Table 4.3: CC method for Neumann problem in 3D 

a c k n N C m r 

l.O 1.0 5.0 50 32.5 (0.19,1.16) 4 10-" 15 

UIO 34.7 4 10-" 16 

5.0i 100 8.0 2 10"" 12 

2.0 2.0i 100 8.0 (0.27,0.38) 4 10-" 9 

3/4 3/2 2.0 > 
50 14.2 (0.26,0.44) 6 10-" 14 

2.0i 50 7.2 5 10-" 11 

100 7.3 5 10-" 12 

1/2 2 2.0 2.0i 50 6.4 (0.26,0.59) 4 10-" 11 

100 6.4 4 10-" 12 
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Chapter 5 

Numerical Solution of 

Boundary Element Equations 

on Non-smooth Boundaries 

In this Chapter, we study the problem of solving boundary integral equations 

(BIE) defined on non-smooth boundaries. Here in general the resulting integral 

operator is no longer compact, though bounded, and the solution is non-smooth. 

In particular, we investigate the boundary integral equations arising from re­

formulation of a 2D Hclmholtz equation with the Dirichlet boundary condition. 

Using Mellin transforms and the theory of singular integral equations(SlE) in 

§5.1, we first obtain the explicit form of singular solutions due to the boundary 

non-smoolhness. Then in §5.2, both the collocation and the iterated collocation 

methods are applied to solve ihe integral equation wi th a non-compact operator. 

The singularity in the solution causes the slow convergence of existing methods 

without modifications. To restore the appropriate order of convergence, we adopt 
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the "mesh grading" technique in our numerical methods, rhc associated problem 

of numerical instabili ty is discussed and the stability of discrete integral operator 

equations is established. We also give a brief discussion of other relevant nu-

nierical techniques. In §5.3, a numerical example is presented to illustrate and 

support the theoretical analysis of §5.2. 

5.1 Singular behaviour of integral solutions 

5.1.1 Introduction 

By assuming that the integral boundary S is sufficienlly smooth, we may estab­

lish the smoothness and the compactness of all relevant integral operators from 

reformualting the Helmhollz equation. Refer to 'GQ]. These two properties of in­

tegral operators have been explicitly used throughout Chapters 2-4 when integral 

operator equations are solved by numerical methods. There, both the smooth­

ness and the compactness are required in studying efficient numerical methods 

(see Chapter 2): while the latter is essential in developing iterative methods (see 

Chapters 3-4). However when the boundary of interest admits corners and edges 

{i.e. has geometric singularities), the solution to an integral operator equation 

wil l usually possess similar non-smooth behaviour near such singularities and 

the underlyitig integral operator is non-compact. Mere we consider the solution 

of the llelmholtz equation on some non-smooth exterior domain in 2D. 

As in §1.2 and §3.5.2, the 2D Helmholtz equation in a domain B exterior (o 

some closed boundary 5 with the Dirichlet boundary condition is given by 
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(V'+ k')<t>{p) = 0, pe B, 

<p(p) = / ( p ) . p e s , ( ^ 0 

l^m r ' / 2 { | ^ - ^/:^(p)} = 0, p G 

The solution 0(p) of this equation may be represented by TikCr, where (see §1.4) 

{nk<r){p)= [ - nGkMq)ds,^ peE (5.2) 
^5 ang 

where cr(p) is an unknown density function. By imposing the Dirichlet boundary 

condition this yields the second kind integral equation (see §1.4) 

^<^ip) + / { ^ P : 9) - r,G,ip, q)Mq)dS, = / ( p ) , p € S (5.3) 
2 Js onq 

where x{p)'^ the internal angle at point p between the two tangents (note that 

x{p) = 1 at all smooth points). In (5.3). Gk{p:({) is the fundamental solution 

for the Helmholtz equation and // is a non-zero coupling parameter required to 

ensure the uniqueness of cx[p) for any A:. Here we choose // = A;i/2 as this choice 

can be shown to improve the conditioning of the equation (5.3). (See [3j. |68j and 

§1.4). 

On a non-smooth boundary S, the integral operator 'Hk is no longer compact 

and the solution <T may not be smooth, even i f / is. Refer to (IS|. ( I9 j , (49|. The 

solvability of an integral equation such as (5.3) on piecewise smooth boundaries 

may be established through the generalized Tredholm theory; (refer to the remark 

in § 1.1 and |66|). As for the behaviour of the solution cr, the theory is not complete 

if the boundary 5 is non-smooth. In the case of Laplace's equation, analysis has 

been carried out to obtain the analytical properties of solutions for polygonal 

domains ([37],[42]). For the flelmholtz's equation, only the dipole distribution 

(the double layer potential) for the interior problem was hcuristically analysed in 
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82|. .As is known (see §1.4), representation of solution by the dipole distribution 

does not guarantee the existence of an unique solution for the resulting boundary 

integral equation at all wavennmbers. 

The precise knowledge of the solution behaviour is generally of fundamental 

importance. In practice, most of the commonly-used numerical techniques for 

solving integral equations are derived and analysed based on some global assump­

tion of the behaviour of solutions. Often the solution to the integral equation is 

assumed to belong to the spaces of C~ or functions (see [51j). Then the order 

of convergence of a particular numerical method can be determined accordingly 

using classical analysis. Here in this section, we analyse the theoretical behaviour 

of the solution of the boundary integral formulation for the exterior Helmholtz 

problem on polygonal domains by considering the formulation (5.3) which is valid 

for all wavenumbers. 

Without essential loss of generality, let us suppose that the non-smooth 

boundary S has a single corner point at o and comprises of two straight lines 

Pi and r2 and a smooth curve B. as shown in Fig.bA, where the angle between 

f i and P2 is denoted by a and the point o is set to be the origin in Cartesian 

coordinates wi th Pi along the x-axis. Let us further assume that the lengths of 

both Pi and P2 are 1 and the closed boundary S is defined in the anticlockwise 

direction as depicted. In fact the curves may be denoted by 

Pi : (5,0), ()<s<i, 

B : {x{s),y{s)l f , < s < t , , 

P2 : ( ( T - 5 ) c o s a , ( T - .s)sina), A, < 5 < T, 

where s is the arc length measured anticlockwise from the corner point o and 
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Figure 5.1: 2D Boundary Curve S wi th a corner at point o 

T = i -T tx is the total length of boundary 5. Note that f o may also be denoted 

bv 

(5 cos 5 sin a ) , 0 < ^ < 

where s is the arc length measured clockwise f rom the corner point o. Recall f rom 

Chapter 1 that the fundamental solution in 2D is given by the Hankel funct ion 

of the first kind 

G,(p,q) = \Vi['\kr\ r = \p~ql 

where the derivative of Ho^'(x) is 

(5.4) 

H(;>(x), (5.5) 

In our study, we shall require the following expansions of the Hankel functions 

near x = 0 (see [97, Ch.3') 

21 
H( '» (x) = i : i o g x + /2o(x), 

H ' , " ( x ) = - — - i x l o g x r / i , ( r ) , 
7TZ TT 

(5.6) 

(5.7) 
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where functions Ro{x) and R.i{x) = o{x^)-\-x P{x') are analytical (differentiable), 

with P( ) denoting an iibsolutely convergent power series. Note that is 

continuous in the vicinity of i = 0. 

We are primarily interested in the behaviour of solution a in the neighbour­

hood of o where a{p) may not be smooth. In what follows, we shall proceed our 

investigation in three subsections. In §5.1.2. we rewrite the boundary integral 

equation (5.3) defined on 5 into a sum of integrals using kernel expansions, each 

integral defined on one of the three segments of S. Then we shall form a new 

singular integral equation which contains the most singular integral. In §5.1.3, 

we apply the Meliin transform to the new singular integral equation to obtain an 

equation more amenable to classical analysis — the Cauchy type singular integral 

equation. Finally in §5.1.4, in order to determine the analyticity of the Mellin 

transform of a near point o we shall use the the theory of solutions of singular 

integral equations. We analyse such analyticity information by using the inverse 

Mellin transform to reveal the singular behaviour of solution a. We leave the 

problem of numerical solution for (5.3) unt i l §5.2. 

5.1.2 Boundary integral equations 

Consider the boundary integral equation (5.3). Using (5.6)-(5.7). it can be wri t ­

ten as 

^~-J^{n^i'\kr)-^kH['\kr)Grad{^ = f{p). (5-8) 

p e S/{0}. 
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To study the behaviour of the solution of (5.8) near p - let us write it more 

explicitly for the cases where p E Fi and /; G F^. We have for p 6 Fi : 

2 4 Jo 
s sin a cr[p')ds' 

2 - L r], 
krs sin a , , , v , , v , , 

- 7 / { ' /H}, '(A:r,0 ^ }(^(p)ds (o.9) 
4 Jo 

f {nHi'\kr,) - kH\'\kr.)Grad{r,) • n,}cr(q)r/S, 

= HP): O<S<E., 

where q = {x{t).y(t)) E B, = \p — q\ and p' = (5'cos a. 5'sin a) G Ft wi th 

Tji = l/j — p'\. Also for p = (.5 cos a, 5 sin a ) G Fo, we have similarly 

^ - ^ j r ' H j . " ( M . - . ' i ) < . ( / ) ' ^ . ' 

5sin a a(.5',0)(/3' 

4 JB 

n a A 

TT JO 57r 7n r 2 

A:-5sina , ^ / / r>\ j / 
4- yo 

- i A , ; H ^ - ' ( ^ , v ) ^ ' ^ ^ ' ^ ' ' ' - ^ " " " } < ^ ( ^ ' , 0 ) ^ / (5.10) 
4 Vo r^. 

- 7 / { ' / H y \ A v g - r m ( / J ( ^ T , ) G r a r f ( r , ) - a J c r ( r / ) r / S , 
4 JB 

= f { p ) : 0 < 3 < L 

where again q = (^(0:2/(0) ^ = \p - q\ and p' = (.?'cos o, 5'sin a ) 6 Fj 

with r,' - \p - p ' j . Here the case for p € B need not to be written down as it 

would be similar to equation (5.8). 

fn the remaining of this section, we shall denote by the space of complex 

and continuous functions in (0, 0 0 ) and by 6" the space of complex and continu­

ously differentiable functions in (0 ,00) , unless wo specify otherwise. In order to 
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determine the smoothness of above integrals as functions of s (except those wi th 

the kernel ^ , , ' ) , let us make the minimal assumption that cr £ 

Then we can show that those integrals in (5.9) and (5.10) involving the bound­

ary B or the kernel function Ri define functions because the integrands are 

sufficiently smooth. The kernel of other integrals may be typified by 

Hi'\ks/s'^-\-s^ -'Is'scosa') (5.11) 

where the angle a' may take any value (in particular a' 6 [ 0 . 2 - ) ) . From relation 

(5.6), the logarithmic kernel is implici t ly represented by (5.11) when a' = 0. Then 

the continuity of such integrals follows immediately from the lemma below. 

L E M M A 5.1 

The single layer potential operator Lk : C°[0. 1̂ — C'°[0; defined by 

W 5 ) = Hi'\k\/s'^ - f 5 2 - 2s's cos a')u{s')ds' (5.12) 
Jo 

is compact for any value of a'. 

Proof. From expansion of (5.6) we can see the relation H|,*'(A.'r) = A(Sj s')B[3. s')^ 

with .4 = | 5 - 5 ' | ^H | , ' ' (A: r ) bounded and B = (0 < 7 < I ) weakly singular, 

satisfying the sufficient conditions for compact operators ( [14, Ch . l ] ) . Thus the 

lemma is proved. • 

We have assumed that the solution a is a C ° function but not a C function. 

Hence 6' ' functions are considered to be sufficiently smooth not to contribute to 

the singular behaviour of a. From the assumption u G C^, we cannot show that 

LkU defined by (5.12) has any additional smoothness. However Lk'u "i^u* possess 

some additional smoothness if we take u from some subspace of C° . Now let us 
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(lefiiie a siibspace of C " by 

C° = {u : w € C°(0 ,co ) and u{s)/s'' is bounded for some p > 0}. 

Later on we shall prove that in general the solution to (5.8) belongs to the space 

of for some value of p that depends on the wedge angle a. Here using the 

space we have tlie following results. 

T H E O R E M 5.2 

f f u € C^, then [Lku){s) defined by (5.12) with a' > 0 is a function. 

Proof. Write the derivative ^ - ^ ^ as D{s) = k i^n\'\kTy-^^^^u{s')ds' where 

r = -f 5^ — 2 J ' 5 C O S Q ' . For any s' > 0, we have 

s' sin Q ' . sin a' ^ 0, 
min r = • 

[ s\ sin a' = 0, 

and ^ < 1. Since rHj'^(A:r) is bounded, we therefore have 

where Ci, are constants independent of s, s'. Flence LkU 6 C^. O 

T H E O R E M 5.3 

//w G 6 ° , then {Lku){s) defined by (5.12) with a' = 0 is a 6" function. 

Proof. Define a function E[s) = /o log |,5 - t\u{t)dt. Then we iiave [Lku){s) = 

^E{s) -T- v[s), where v{s) is a C function (using (5.6)). Obviously E(0) exists. 

For 5 > 0, we use ihe series expansion : 

\og\s-t\ = { 30 

LOl 



to obtain 

E{s) = J^'\og\s~t]u{l)dt-h J^^\og\s-t\u{t)dt 

= logs T v m ^ f : — rt^n{t)dt 

Jo jr\ JSJ Jo 

-f / \ogtu{t)dt - ^ — / t-hi[t)dt. 

Therefore LkU G C ^ • 

Thus we can conclude that all integrals in (5.9) and (5.10) except those with 

the kernel *̂ "'y functions of 5 but also functions 

if we assume cr G C°. As we are interested in the behaviour of <T[P) near p = o 

i.e. s = 0, let us introduce the notation 

^ 1 ( 5 ) = (T(S, Q). (T^is) = (T{S COS a, 5 sin a ) . 

fi{s) =z f{s,Q), 7 3 ( 5 ) = / ( 5 COS a, 5 sin a ) , 

and 

Z6i = (Ti + (72, Tp2 = - 0-2: 

h = h ^ h . f2 = h - f 2 : 0<S<t 

Then using the above equations and by forming (5.9)x(5.10), we may transform 

(5.S) into the following uncoupled equations 

T — / ' "^^^ = rj(sh (5.13) 

for J = 1,2 and 0 < .s < f,^ 

where Fj{s) are continuous C° functions(j = 1,2). Now we remark that Fj is 

originated from four parts (comparing with (5.8)) i.e. 

PA^) = I'iC^) + (-Vfcxi,)(.) -I- (-Vfc<7)(s) + (Y,i>j){s) (5.14) 

where Xk-Xk-.^k ' —> are compact operators (in particular ' — 6 " 

and C° C" ) from Lemma 5.1 and Theorems 5.2-5.:} and l'j('i) represents 
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some linear combination of the given runctioii / . Clearly \\c have established 

that Fj G \^ tpj G C*^ and / E C , allowing us to concentrate on the singnlar 

part of the equation (5.13). 

R e m a r k : 

In general if a{o) 7= 0, the simple cliange of variable of a{p) — (T(P) — (T{O) can 

reset the integral equation (5.8) with the new unknown function a. Further we 

have a G C'°. Refer to [9] and ['ID) for further discussion. 

5.1.3 Application of Mellin transforms 

To study the singular integral equation (5.13), we Rrst need to know more about 

its singularity type. To this end, we now employ the very useful analytical tool 

of Mellid Transforms to convert (5.13) into some better known forms of singular 

integral equations; (refer to [95j, [22)), The generalised Mellin transform of a 

function ^ ( 5 ) is defined by 

Jo 

with its inverse transform given by 

where the constant c € ( 0 1 , 0 3 ) is a real number(to be specified). We note that the 

change of variable s = e"'' will reveal the close relationship between the Mellin 

transform and the Fourier transform i.e. 

A(iO = r e''^''ilj{e")dx, -00 < ( < 00. 
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Applying the Meilin transform to both sides of (5.13), we iiniiiecliately obtain the 

corresponding equations 

sinQ /•<=+' 

for y = 1,2 and c — ioo < f < c + too . 

Due to the fact that (5.13) is only required for a finite interval, the existence of 

Meilin transforms of ^ ^ ( 5 ) and Fj{s) can be ensured by continuing the functions. 

For a locally integrable function on (0. 0 0 ) the definition of Meilin transform may 

be generalised (see [22j). In the domain Ci < Re{^) < C2 where Meilin transforms 

existj both A j ( 5 ) and ^^^(5) are analytical since s^~^ is an entire function with 

respect to ^(see [100, p.92j). Now using the equality s'- + 5 - - 25*5 cos a = 

( 5 ' - se'^){s' - 56""^), we can carry out ihe integration ( 47, p.284 ) 

I se 

where 0 < 5 < £ and the hypergeometric function is defined as usual by 

(5.16) 

Fi(a,6;c,ai) = 2^ 
n=0 

(c)n n\ 

with the coefficients {d)^ = (f/)(f/+ ^){d-\-2) • - • [d-hn- I) and (fZ)o = I. Since the 

modulus I—^-r-| may be larger than I, we then require the Kummer's relations 

to transform (5.16) into hypergeometric functions of convergent series; (see [70, 

Ch.3|). This leads us to 

0 5'2 + 52 - 25'5C0Sa 

TT sin(7r — a)^' 
2i5^'sin a 

56 

,se' (5.17) 
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where we have used the equalities 

and 
r ( i -^'Y i' v{vY s in- f ' 

Applying the series expansions (of F 7 ) to both (5.16) and (5.17), we may then 

obtain the function 

sin n a 

n s in(- - a)^' 1 ^ ^ , 5 , „ s i n f t a 
E G ) 

s > L 

s < 

(5. IS) 

^f'-^'.sinasin-^' ^ ^ ^ ' s i n a ^ ' ^ r a-f ' 

where H''(^':-s) at 5 = 0 or £ will not be required. Next we evaluate the following 

integral (relating to the Mellin transform) 

(i - (')sinasin 
sin na 

sin a ri=l 

Sin n a 
:(oT9) 

( a - e ) ( n - 0 {n~i')(n-^0 

where we assume that Re{^} > fte{C), although both terms (for ^,^') would have 

poles at integer points. But this can be cured if we choose c in the inverse iXfellin 

transform such that |c| < I (so (5T9) is always valid). At this point, if we denote 

sin - f ' 

and 

with the understanding that the analyticity of /2/s { j = L, 2) are only determined 

by <Pj's (since the second term will be analytical everywhere except at the integer 

points), we then can obtain the following integral equation of Cauchy type 

(5.20) 
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for > = 1,2, c < Re{(,) < C2 and |c| < I. Note that the right hand side of 

(5.20) also involves the unknown function ^ j ( 0 (refer to (5.14)). This point 

will be discussed later in detail. In summary, we have established that (5.13) is 

essentially a Cauchy type singular integral equation; (see (5.20)). To solve the 

above equation (5.20), we shall use the Carleman-Vekua method; (refer to [44 

and [79)). 

5.1.4 Singular form of solutions of integral equations 

Consider a new unknown function S ( ( ) determined by the Cauchy type integral 

5 , ( o , j - r ' - K ' ' ' ; - ' ' ^ ^ ' " < . v « „ o , c . (5.2,) 

Then using the Plemelj theorem (see [79, Ch.XV]) for boundary points ^e (0 = c, 

we have 

5 / ( 0 = i . ( „ A , ( o + ^ / " " : < ^ i f ^ < , 

sm - - j K O A , ( o . ^ r - ' " ' ' r t - « ' ' . ' f , 
± £.i\X J c - i X ) \ ~ S 

wliorc S j { i ) and 5 j ' ( 0 are the two limits of 5j(^) taken from the right and left 

side of Re{^) = c respectively, with 

S f U ) - S-{0 = r-iO^AO, (5.22) 

and Sj{^) is analytical in : Re{^) € (ci, «^2)/{c}}. With this notation, equation 

(5.20) can be replaced by the boundary integral problem 

± SjiO = 2 « i ( 0 , (5.23) 

or the non-homogeneous Hilbert problem(using (5.22)) 

(I ± r(a)Sl(0 - SjiO = 2Rj{0r{0 (5 24) 
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Combining (5.22) and (5.24) gives rise to the required solution 

where S j { i ) has no poles on R.e{() = c and S~( ( ) is analytical on the left of 

Re{^) = c except for negative integer points and the choice of c = 0 appears to 

be appropriate(refer to 82)). 

Recall that the Inverse Meilin Transform of A j ( 0 is given by 

I re r I O O 

i il I Jc—icc 

using (5.25). Closing the integration contour from the left, we can then use the 

well-known theory of residues to evaluate the definite integral in (5.26) by looking 

at all the poles of the integrand: see [100. C h . V l j . Those poles which are close to 

zero will determine the singular form of functions ipj^s i.e. solution a. 

T H E O R E M 5.4 

// the given function f { p ) € C \ then in CQ space the solution (T{P) of equation 

(5.8) near the comer behaves like 

a(p) - Ar^ <^o{p)j ^'ilh (3 = n i i n { - . } 
a In — Q. 

where A is a constant, r is the distance of p from the comer and cro{p) is a 

smoother function than r^ (0 < 0 < I ) . 

Proof. First, from (5.25), we know that apart from the possible integer poles' 

and those from the roots of 

' -F ^(0 — 0 sin = ± sin(7r — a)^ 

' A n integer pole of ^ = n for a function ^(x) corresponds to the non-singular component 
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any other poles can only come from *l*>(0: ^̂ 'hich is the Mellin transform of C 

functions and whose poles f must satisfy that /?e(f) < - 1 . As for the equation 

I X r(^) = 0 above, its solutions (on the left half of R.e{^) = 0) are given by 

(2a - I ) - 2/i« ^ 
( = — , for +; 

iTT — O O 

( 2 a - 1)77 2nn 
i = -7. = for ~ , a = L 2 , - - - . 

Q 2 - - a 

Hence using the theory of residues completes the proof. • 

To carry out the convergence analysis of nvmierical methods in the next sec­

tion, we now specify the necessary space setting. Following the above theorem, 

we can state that a £ C° with the specific value ol p ~ 3 where (3 is given in 

Theorem 5.^. To make use of the numerical analysis results from the literature, 

we shall replace by another general subspace of . This is defined by 

C - = { x : | ! x ( 5 ) - x ( 0 ) | i . . , < c o } 

with the norm 

llz/llr.M = niax sup U'^'^ D^y{s)l 

where D is the ID differentiation symbol as introduced in §1.1. Denote by 6'̂  

the space of those C'^ functions which vanish at 0. Then we have a 6 Cp with /? 

from Theorem 5.4 and r = 0. Note that CQ is a subspace of . which contains 

functions of complex valueSj arid is similar lo space settings from the literature; 

e.g., see |9|, [33| and [74. Ch.4 . 
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5.2 Numerical solution of singular boundary 

integral equations 

In general for a singular boundary integral equation where the singularities are due 

to the non-smooth boundary, we can write the underlying non-compact operator 

as Q-\-C with Q a bounded linear operator and C a compact operator, [n particular, 

we may take G to be the sum of wedge operators and C is usually called the 

compact perturbation. The method for solving such an integral equation is first 

to study the so-called model integral equation with the operator C/ alone and then 

to apply the results obtained to the original integral equation with the operator 

g-hC. 

In this section, we investigate the numerical solution of the boundary integral 

equation (5.13) from reformulation of the exterior Helmholt:^ equation defined on 

the non-smooth boundary 5 with a corner. Following the above general schema, 

we first form the model integral equation with the wedge operator in §5,2.1. Then 

we apply both collocation and iterated collocation methods (with non-uniform 

meshes) to the model equation in §5.2.2. The stability of the methods can oidy 

be established in special cases. To complete the theoretical analysis, we discuss 

in §5.2.3 the modified collocation and iterated collocation methods. We conclude 

the section in §5.2.4 with a brief discussion of other numerical methods. 

5.2.1 The model integral equation 

Let us now write the integral equation (5.13) in details as 
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for j = \,2 and 0 < .s < with Zfc, W'k : C° -> C° compact operators (refer to 

(5.14)). To simplify, it may be rewritten in an equivalent form 

T ^ WJ){S) -r {\Vka){s) = Vj{sl (5.27) 

0 < 5 < ^, 

where the operator Zk is still compact and Ki : C^fO, 1] —> C°[0, L) is defined by 

• (5.28) 

/o / ^ ' ( f M O f = 0 < . < I, 

with its kernel 

= . (5.29) 
^ ^ - L + - 2 /cosa ^ ^ 

The operator is the same as that arising from the solution of Laplace's equation; 

refer to [9], [33j and (74l. 

Without loss of generality let us consider the ' —' sign case only and drop the 

subscript j for ip and V. Note that in equation (5.27). both Tp and a are unknowns. 

The complete equation for cr containing the operator IC may be written in the 

form of a system of operator equations; (refer to [74, Ch.5]). Since all other 

integral operators except AC are compact in 6'°, they can be considered to be the 

compact perturbations of the operator AL". So we shall concentrate on the reduced 

integral equatiorr 

{I-}C)ii(s) = \''(s), 0 < .5 < L (5.30) 

which is referred to as the model integral equation. Throughout the remaining 

part of the chapter, we shall concentrate on the numerical analysis of (5.30). The 

^Herc ihe unknown i/i is replaced by u to avoid possible confusion later with the notation 

for basis functions 's. 
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close relationship between (5.30) and the complete equation will be discussed 

towards the end of the next subsection. 

For operator K., the following results are known (see [74]) 

L E M M A 5.5 

(i) in C°[0, 1), the spectrum of IC is given by 

[0,^1 0 < a < ; r , 
spec{Kl) = < 

[izS^O]; - < a < 27r. 

(ii) / /O < a < 2- , then 

| | . t : C * ^ [ 0 , l ] - C ' ^ [ 0 , L ] | ; = | 7r -a | / 7r < I, 

< | ' ( z - A : ) - ' : c°[0.1] - ĉ 'fo,!!!! 
TT - r ' M - al ' ' - - |7r - a | 

(Hi.) T — IC is continuously invertible in CQ. • 

The equation (5.30) can be shown to be strongly connected to a classical VViener-

Hopf equation (see [60, Ch.5j), the numerical analysis of which has been carried 

out in (9|; (see also [ 12)). In fact if in (5.30) we set s = e" .̂ / = e~^ and introduce 

the notation K{e) ~ !<{e-^), g[9) = l''(e"^). and v{e) = u(e-^), we obtain 

v{e) - r K{e ^ r)v{T)dT =g{e), ee [o,co). (5.31) 
Jo 

5.2.2 Collocation methods and their numerical analysis 

We now consider the numerical solution of the model equation (5.30) by collo­

cation and iterated collocation methods based on piecewise polynomials. Recall 

from §2.L the definition of the space S"*'*" of piecewise polynomials based on a 
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mesh of ( / i - f I ) points on [a , 6]. Here we have \a,lj\ = [O, l | . Therefore our mesli 

points are defined as 

Hn : 0 = //o < Vl < • • • < ' / n - l < //n = 1-

For i < i < n we set /, = [qi^i^qi], hn^ = //; - and hn = max hrj). 

Then 5'^''' is tlie space of piecewise polynomials of order r on each subinterval 

i= I , - •,rt;(see §2.1). To use the space S"'*" for approximation of continuous 

functions, we can view it as the space spanned by the independent Langrange 

polynormials where .V,̂  = nr is the dimension of space 5'̂ ''" and ibj's 

are discontinuous in [0.1): (refer to (2.12)). We shall use the space 5"''' in this 

subsection, but in the next subsection, we shall need the slightly modified variants 

of S"'*". For that purpose and along the similar lines of defining S"'"". lei us 

define 5"'^ to be ihe general space of piecewise polynomials of order r on each 

subinterval /,, i = u,- -,v with I < u, v < n and u < v (elements in 5"̂ *" are 

supposed to take zero value outside these subintervais). Obviously S" *" = S";1 

and 5"''" = 5r ;JU-5u; ' i ,n for any \ < u < n. 

As in §2.L, define the nodes of some quadrature rule on [0, Ij by with 

0 < 1̂ < • • • < $r < 1 and the collocation points on [0. 1] by 

Sj = q^.i + 0/i(»>)> ^ < J < '^a: 

where u = I N T i ( i - l ) / r | + 1, / = j-{i^-\)r. 

Then a projection operator Vn : ^^[0 , 1| 4- 5"-^ — 5"-" is defined by 

i^n<l>)(s} = ^ € 10: l | , (5.32) 

which interpolates 0(s) at every collocation point, i.e., 
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Using operator notation, the collocation approximation to solution u of 

equation (5.30) is defined by (refer to §2.1) 

{I-'PnlC)u^=V,y. (5.33) 

Further the product integration approximation may be defined by 

( I - fCV^)K = K (5.34) 

with the relation to xtn given by 

^/n = ' P n « ; (5.35) 

and having the equivalent definition 

< = V-rKlnn. (5.36) 

From equations (5.30) and (5.33), we can easily get (as in §2.1) 

u - = ( I - 'P.X)-'{T - V.)u (5.37) 

and then 

\\u - u.W < Wil - -P„^)- ' | i . | |(T - V„)nl (5.38) 

Here we are interested in the uniform or the supremum norm. Prom equations 

(5.30) and (5.34), we have similarly 

u - = ( I - / C ' P „ ) - ' ^ ( I - V.)u (5.39) 

and further, using the identity 

(T - fCV,,)-' =1 + fC{I - •P,X)-'V,„ (5/11)) 

we obtain for the product integration solution 

| | U - < | | < [ C , + C , | | ( I - V^K:)-']\\ . II^X^ - 'Pn)ul (5.4 I ) 
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wiiere C i , C 2 are generic constants independent of n and the solution u. Next to 

be considered are the following two questions : 

(1) . Does the stability hold i.e. , can we prove that^ 

| | ( T - P n > ^ ) - » | | < C 3 , Vn; (5.42) 

(2) , Does the consistency hold for (5.39) and (5.41), i.e. , do the interpolation 

errors | |(T — 7^n)iill and ||AC(Z — 7^n)'u|| converge to zero uniformly (and with 

a certain rate) as n — oo. 

Let us first consider the second question. Due to the singular behaviour 

of u [using piecewise polynomial approximations on uniform meslies(see (2.15)) 

i.e.. j]i = i/n {i = 0,- - , a ) ] , the convergence rate would be only 0{i/n^). See 

[74, Cli.4j, [Sl | and the numerical tests in §5.3. To restore the optimal order of 

convergence, we shall employ the so-called graded mesh(see (2.16)) 

nn.ni = { i / n ) \ i = 0 , - - , a , q > l . (5.43) 

Further the following convergence results may be proven (see [74, Ch.4j). 

T H E O R E M 5.G 

(i) // the mesh grading exponent q in (5.43) satisfies q > rjP, then 

\\{I-Vn)u\\^<c,n-^\\u\\^,0-

(it) If • • • o,re chosen to be the Gauss-Legendre quadrature nodes shijied 

to [0,lj and q > 2r//3, then 

i | / C ( J ~ P „ ) u | U < C s a - ^ n i ^ l | 2 . . / 3 . 

•'Recall frorn §2.1 thai such a stability result holds if ^ is compact. 
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where the constants c ,̂ cg only depend on q and r. • 

We now turn to look at the first question, that of proving (5.42). This seems 

to be the difficult part of the analysis and the result is oidy proved in special 

cases. For piecevvise constant approximations with r = 1 and q > I the proof is 

carried out in (74) and for the linear case with r = 2 it is only obtained in [18| for 

the uniform mesh {q = 1). In the case of r = 2 and g > 1, the proof of stability 

is known from (74, Ch.4| provided that - / 2 < Q < 37r/2. Due to the lack of 

complete theoretical proof of the stability result (5.42) for collocation methods, 

we shall proceed to discuss their modified variants which overcome the problem. 

.At this point; we discuss the link between the numerical analysis of a com­

pact perturbation equation of (5.30) and that of the model equation (5.30) using 

collocation methods. For simplicity of presentation, let us consider the following 

equation which is a compact perturbation equation of the model equation (5.30) 

{T-}C-C)u = g, i 7 G C ' ( 0 , 1) (5.44) 

where C is a compact operator in C°[0, 1). When using collocation methods for 

numerical solutions, all the above analysis for (5.30) will apply to (5.44) except 

that of the stability result. But the stability can also be established through the 

theorem below. 

T H E O R E M 5.7 

Let us consider equation (5-44) ^Hh IC as defined in (5.28) and let 'P„ be the 

projection operator as in (5.32). If both ( X — IC)'^ and (1 — IC ~ £)"' exist in 

then the stability result (5.42) for the model equation (5.30) ensures that for 
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the perturbation equation (5,44) 

11(1 _ -p^s: - 'PnCy'W < C6, for n sufficiently large. 

Proof. From the following relation 

{ I - V..{K: + £ ) ) = ( I - ' P „ / : ) ( i - ( J - Vnicy'VnC), (5.45) 

we shall try to show that ||7^''|l ^ C7 for sufficiently large n. where 

T„ = T - ( T - ' P A ' ) - ^ ' P . £ . 

Define T = I - ( I - Q-^C. Then we see that T is invertible in since 

T = ( T - / ^ : ) - ^ ( I - A : - C). Now from the proposition 1.4 of [IL, p.3] {i.e. if T " * 

exists and Tn converges to T uniformly, then T,~' is uniformly bounded), we only 

need lo show that fiT^ — T'j —̂  0 as n —̂  00. Bui we have 

T„-T = { I - V^fCy'CP^ - - Q-'C, (5..I6) 

which converges to zero uniformly; (refer to Theorem L.4). Hence the proof is 

complete. ^ 

-As for the discussion of the relation of the complete equation (5.8) with the 

model equation (5.30), we refer the reader to [74, p. 1301 The important point 

is that the model equation (5.30) mimics the essential singular features of the 

complete integral equation (5.S). 

5.2.3 Modified collocation methods 

The complete analysis of collocation projection methods has been recently carried 

out through making small modifications either by changes to interpolation on 

116 



intervals near geometric singularity cr by dropping one very small interval 

containing the singular part [9|. In both modified methods, the main modification 

is on the projection space of piecewise polynomials. We now introduce the two 

methods as applied to the model singular integral equation (5.30). 

For the first modified method ( M e t h o d I ) , we sliall use the new space S^*''' of 

piecewise polynomials instead of the space S"'*" (as defined in the last subsection), 

where S;'"^ = 5 7 / U Here we employ the graded mcsiies FU's as defined by 

(5.43). Then a projection operator Vn - ^ " [ 0 , I) + S^'" S^'" may be similarly 

defined bv 

(^nH)(^) = 

"( •S i ' - i / o ) , -5 € li' and i' < i, 

where ip/s and s/'s are the same as those defined in §5.2.2 using the graded 

mesh of (5.43) and 5i<_|/2 = -r r]i')/'2. The modified collocation solution 

u„ e 5" ' ' may be defined by (refer to (5.33)) 

{I - V,.IC)un = VJ'', (5..17) 

and the modified product integration solution u" € by (refer to (5.3-1)) 

( I - fCV„)K = (5.48) 

or 

u'^ ~ V 4- KLun-

Then using Lemma b.b{ii), i.e., the fact that i|A:|| < I , we can show the following 

results of convergence and superconvergence; (see [33] for the proof). 

T H E O R E M 5.8 
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(i) Suppose the mesh grading exponent q in (5.4^) satisfies q > r / f f . Then 

there exists an integer i = i ' i.e. aspaceS^S^ suck that for all n sufficiently 

large 

| | " - 5 „ I U < c,a-'\\u\l,0 -

(ii) / / ^ i : • • , s r o-^<^ chosen to be the Gauss-Legendre quadrature nodes shifted 

to [0,l] and q > 2r//?, then there exists an integer i = i' i.e. aspaceSl^'^ 

such that for all n sufficiently large 

where the constants Cg, Cg only depend on q and r. • 

In our second modified method ( M e t h o d I I ) . we shall employ the following 

graded mesh in place of Uln in (5.43) 

n „ . ^ : / / o = 0 , r}i = { ^ ) \ i = l , . . . , 7 i , q > i , (5.49) 
n -h t 

where ^ > 0 is some fixed integer. Note that for any ^ > 0, all n„_^^/ mesh points 

form a subset of fln.o niesh points'*. First we approximate (5.30) by the truncated 

equation 

{I-IC.}u, = V, (5.50) 

where 

' . . . 5 , , . f / i 

:{n) 
(^.u){s)= KC-)u{t)'-^ s€{0,\l 

with E{n) = / / i = {^lY —» 0 as M — oo. To solve (5.50) by collocation methods, 

we here modify the space 5"' ' by using S''^' = S^ln- T *̂»en we may define the 

'This fact will he used towards the end of the subsection. 
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projeclion operator : 6"'(0, L] -f 5" ' ' -> 5"' ' by 

0, se!u 

where ip/s and sj's are as defined as in §5.2.2 but using the mesh U^j of (5.49). 

The projection solution is analogously given by (refer to (5.33)) 

( X - P „ y C , K „ - P „ l ' - (5.51) 

and the modified projection solution „ by (refer to (5.34)) 

( T - ^ ^ P „ K = K . (5,52) 

In such a setting, the following has been proved in [9]. 

T H E O R E M 5.9 

(i) If the mesh grading exponent q in (5.49) satisfies q > rfP, then for n 

sufficiently large 

\\u - < 0{n-') • 

(ii) If ^ i j - - j ^ r (if^G chosen to be the Gauss-Legendre quadrature nodes shifted 

to [OJ] and q > 2r//? in (5.49), then for n sufficiently large 

provided that E is appropriately large in both cases, • 

The two modified methods introduced above are both desirable and attractive 

theoretically. The reason is that we have the uniform boundedness of ( J—'P„ /C)" ' . 

But since they both involve one unknown parameter — i* for the first method 
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( M e t h o d I ) and I for llie second method ( M c t l i o d I I ) , it may appear to hinder 

the implementation. In practice however, the choice of i* = 0 for M c t l i o d I and 

£ = 0 for M e t h o d I I is often satisfactory. Therefore it is possible and necessary 

to make ful l use of the theoretical results and to build a practical and reliable 

strategy in numerical implementation. The following l u o points will clarify the 

situation. 

( a . ) . Often the possible i l l conditioning of collocation equations (caused by ihe 

instability of discrete integral operator equations) can be revealed by the 

algorithm used for their numerical solutions, when starting with i' — 0 for 

M e t h o d I or £ = 0 for M e t h o d I I . In this case, larger values of i' or I may 

be successively tried to restore the stability, which wil l be achieved and wil l 

not damage the asymptotic rate of convergence according lo the theories. 

( b ) . Once the unmodified collocation coeflicient matrix has been calculated and 

stored, it is not necessary to recalculate a new coefficient matrix when we 

switch to modified methods. Such a new matrix can be simply extracted 

and formed from its unmodified counterpart of size /V„ ;-: .'V„ with /Vn = nr. 

In particular, by M e t l i o d I . it will beof size ;/ix m wi th in = {a ~ i*)r -\- i' 

and, by Mefe}iod I I , of size ni x m wi th in = [n - t - \ ')r. The rethiction 

in sizes effectively decreases the overall complexity in final solution. 

5.2.4 Other numerical techniques 

Although collocation methods discussed above arc more often used in the engi­

neering practice (see (24)), other numerical techniques such as Calerkin methods 

and iVystrom methods may also be useful as is the case for solving a general second 
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kind integral equation (see [14] and Chapter 2). Extensions of these niethoils to 

problems defined on non-smooth boundaries have been recently established; see 

32|, [49| and the references therein. In [32j, a complete error analysis of Calerkin 

methods for (5.30) using piecewise polynomials on graded meshes is shown with­

out any modifications. As for Nystrom methods, small modifications similar to 

those in IVIc t l iod I are required to prove uniform convergence on graded meshes; 

see (49) for further details. 

5.3 Numerical experiments 

We now present an example arising from the analysis of the boundary integral 

equation of the Helmholtz equation on a wedge in order to illustrate the effect 

of non-smooth sokuion on convergence rates. The equation to be solved can be 

represented in the form 

-(^) - Uo {'^'^''^^^^^ = fish 

0 < s < \, 

WI th a = " / l O . h = 5.0, // = 2.5i. r = \/s'^ -f 5̂  — 25'.? cos a and /(.s) is found 

accurately so the solution is o-(s) = s^^^e"^^^ = 5'^". 

We shall experiment with the product integration collocation method (§5 .2 .2-

5.2.3) with piecewise constant and piecewise linear basis functions. Suppose that 

the interval [0. l | is subdivided into n small intervals wi t l i 0 = 7/0 < '/r < ' ' < 

' / a - i < Hn = 1- Then in the case of piecewise constants, we collocate at the 

mid-points of each interval, while in the case of piecewise linears we collocate at 

the two Gaussian points on each interval. The error is measured by (for a given 
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value of fi wi th Nn collocation points) 

£ „ = l k , . - H | = m a x { | | < ( 5 , ) - < r ( 5 , ) | | } 

over all collocated points Sj^s, where a* represents the product integration solu­

tion (refer to (5.34)). As in [63], using the error En, \\*e may calculate the esti­

mated order of convergence ( E O C ) by the formula E O C = log ( £ ' n / i ? 2 n ) / log2. 

In Table 5.1 we show the results from using the uniform mesh i.e. using (5.43) 

with 7 = 1 . Columns 3 and 6 denote the ratio between two errors of successive 

mesh sizes; while columns 4 and 7 list the corresponding E O C value. From the 

table, we see that all E O C values are below 0.5 but increasing as n increases. 

So we may expect the asymptotic rate of convergence to be 0{h^^^). Then we 

employ the graded mesh (5.43) wi th 7 = 4 for the piecewise constant case and 

with 7 = 8 for the piecewise linear case. The corresponding results are listed in 

Table 5.2. It can be envisaged that the new rates of convergence are 0{k'^) and 

0(h-^) respectively, (.e. E O C 2 and E O C ^ 4 respectively. It should be noted 

that here we need not apply the modified methods (§5.2.3) since no numerical 

instability was observed. 
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Table 5.1: Errors of the uniform mesh case 

.'V„ 

(t'=0) 

Piecewise Constants Piecewise Linears .'V„ 

(t'=0) En j En/2/En EOC En En/2/En EOC 

16 1 .22E-I } 
1 

.12E-1 

32 
t 

.20E-1 .15 !| . I L E - l I . N ! .19 
i 

64 j .16E-1 L.19 .25 1 .SSE-2 1.21 1 .27 

t; 

128 ji .13E-i 
L.25 

!i 
.32 i .69E-2 

1! 
1.27 j .34 

Table 5.2: Errors of the graded mesh case 

('•• = 0) 

I 
1 

Piecewise Constants | Piecewise Linears 

('•• = 0) ^ n / ' j / En EOC 1 En En/2/En EOC 

16 
1 

.7:5E-2 1 
! 

I 
1 
i 

.72E-2 

32 .25E-2 2.97 L.57 1 
i 

.56E-3 12.8 3.68 

64 .72E-3 3.40 1.77 .33E-4 17.1 1 4.09 
1 

L28 .19E-3 3.70 
1 

1.89 j .I8E-5 18.1 4.18 
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Chapter 6 

Iterative Solution of 

Boundary Element Equations 

on Non-smooth Boundaries 

6.1 Introduction 

In Chapters 3 - 4 , we discussed the application of some iterative methods and es­

tablished their convergence analysis for solving Tredholm integral equations of the 

seconti kind with conipact operators. However as we have seen in the last chapter, 

boundary ititegral equations defined on non-smooth boundaries usually possess 

non-smooth operators. Therefore i l is not a t r ivia l task to extend or generalize 

the iterative techniques developed in Chapters '3-4 for numerical solutions of such 

integral equations. Obviously, the use of the conjugate gradient method as as an 

efficient solver, as introduced in Chapter 4, does not appear to be feasible. The 

reason is thai in general the spectra of the underlying integral operators are no 
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longer clustered (refer to Lemma 5.5). As for mult igrid methods, some work has 

been carried out for the analysis and application of the methods; e.g. see (57|, 

86], (87) and [88). The work so far on the convergence analysis of multigrid meth­

ods as applied to second kind integral equations with non-compact operators is 

incomplete in the sense thai only uniform meshes have been considered, which 

are known to yield slowly converging approximations. Also the existing analy­

sis is mostly centred on proving the convergence of midl igr id methods but the 

equally important problem of overall efficiency is not ful ly studied. Furthermore, 

in all these papers, the stability of discrete operators is only assumed, though 

following the work of [18) such an assumption may be justified when employing 

uniform meshes. In this chapter we shall use the convergence results available 

from Chapter 5 so as to prove the convergence of mult igr id methods for the solu­

tion of the discrete equations. Therefore our analysis also ensures the convergence 

of the discrete approximations to the solution of integral equations with opt imal 

orders. We shall also report on our experiments with the conjugate gradient (CG) 

method as applied to some non-smooth integral equations. 

As concluded in Chapters 3-4, for second kind integral equations with compact 

operators, the two grid methods are more efficient than the conjugate gradient 

method and they are almost as efficient as mult igr id methods, yet being much 

easier to implement, flence in this Chapter we shall confine ourselves to the study 

of two grid methods and the conjugate gradient method. 

In §6.2; under some appropriate assumptions, we first generalize the two grid 

methods of Chapter 2 (for compact operator equations) to solve the integral 

equation of bounded linear operators with compact perturbations and then prove 
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the convergence results for these generalized two grids. T^he specific application of 

the two grid methods of §6.2 to integral equations on non-smooth boundaries is 

dealt with in §6.3, where a very general scheme of operator split t ing is presented 

to gain good two grid efficiency. Some numerical experiments are carried out 

in §6.4, where we compare several variants of the two grid methods. The final 

section §6.5 is devoted to the experiments with the CC method. 

6.2 General iterative schemes 

Many boundary integral equations from practical applications can be character­

ized by a second kind integral equation of the form 

{V^C)u = f(s), se\a,b], (6.1) 

where V = 2 -r B \s a. bounded linear operator with bounded inverse V'^ and C 

is a compact operator in some Banach space A'. Here we let X be the Banach 

space of continuous functions over [a,b] wi th the supremum norm. For boundary 

integral equations on smooth boundaries (refer to Chapter 2). we may specify that 

V = I and C = -AC; (see (2.S)). While for equations on non-smooth boundaries 

(refer to Chapter 5), we consider the model equation (5.44) which is equivalent 

to (6.1) with 7? = J — AC and C = Mere, the collocation projection method 

is our prime choice for solving integral equations. However, the analysis of the 

section will be valid for both the iterated collocation and the Nystrom method. 

To concentrate on the analysis only, let us adopt the notation used in §3.1 and 

use the setting of grids and approximate operators for simplicity of presentation. 

Let us denote b y { C [ / | } J l i a sequence of grids (wi t l i number of grid points { A ' / } ~ i 
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such that iV[ < N2 < • ' )> t-"i»̂ t̂ h of which the approximate solution of (6.1) 

is denoted by ui and the approximate operators of 'D and C are denoted by 'D[ 

and Ci respectively. For the iterated collocation method (refer to §2.1), G\l\ 

represents the collection of /V/ collocation points and 'D/ = VVi and Ci = CVi 

(for some projection operator 'Pi); while for the Nystrom method (refer to §2.2)j 

G[l\ represents the union of all Nt integration nodes' and the operators Vi and C/ 

are defined through the composite interpolatory quadrature rule. Symbolical!}' 

we write the approximate equation as 

{Vt^C,)ut{s) = f{3l se[a.,b, (6.2) 

I.e. 

{I'^8t^C,)ui{s) = f{s), se[a,b\. (6.3) 

where e X. Evaluating (6.2) at the nodes ' yields the linear system of 

size ;V/ x .'V/ 

{V,-rC,)ui{s',) = f{s'.), s'jeGll]. (6.4) 

The system (6.4) is first to be solved for the Ni unknowns ut{sj) which are then 

used to compute ui(s) for other 5 G (ft. via 

v,{.s) = f{s)-i8,+C,)u,{.s). 

To measure the discretization error, we may subtract (6.2) from (6.1) to obtain 

u - ut = {'Dt -r C,)-''{V, -V + Ci- C)u, (6.5) 

I.e. 

\u - UiW < \\{Vi C / ) - ' | i • ||(P^ - 'D + C/ - C)u\\. (6.6) 

' In (general, an r point interpolaiory qiiadralure rule is applied to each of the / subintervals 

in [(1,6) so wc have .'V/ = Ir. 
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Here in this section, we make the following assumptions (couccrniug (6.6)): 

A l : the first term is uniformly bounded i.e. \\{'Dt - H C / ) ' ' | | < Ci; 

A 2 : the second term converges to zero as / —» oo, Via € A'. 

Pollowing Theorem 5.7, i t can be shown that the assumption A l is equivalent 

to requiring i l ' ^ / " ^ ! ! < co since C is compact in A'. We remark that of the two 

assumptions ( i ) A l is in general more diff icul t to prove; ( i i ) A 2 can generally 

be satisfied from the convergence of the interpolalory quadrature rule used. For 

the moment, let us assume that both A l and A 2 are true* and concentrate on 

investigating the convergence of iterative methods. For the application in the 

next section, we shall discuss again the two assumptions. 

By varying / in (6.2). we form a sequence of approximate equations with 

operators {'Di} and {Ci}. Suppose thai we choose two integers / = tn, n such 

that n < m, corresponding to a fine grid G j m | wi th A'̂ n points and a coarse grid 

G\n\ with A'n points respectively. Then we intend to solve the equation on the 

operational fine grid G\rn 

{Vrr.-rC^)u^ = f (6.7) 

by a two grid method i.e.. repeatedly using the information obtained cheaply from 

a solution of a residual e(|uation on the coarse grid G\n\ in order to efficiently solve 

(6.7). Refer to [ l 4 j and Chapter 3 for related two grid ideas and implementation 

detnils. We shall now generalize the two grid ideas of Chapter 3. Here we start 

with the generalization of Method 11. 

Method I I 
^This implies ihe convergence of appro.^iniaLe solulions to the solution of the underlying 

integral equation. 
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To introduce the two grid method, suppose that there exists an approximation 

for the solution of (6.7), with its residual r^^) = f - ( '£?,„+C^)^^^ ' . Then we 

propose the following smoothing step 

V^ui^^ = f - C . u ( ; ) i.e. = V-J{f - C . « ( ; ) ) (6.8) 

and subsequently compute the new residual 

r<:^ = / - ( ' i ? - n + C . ) ^ S ; ' . (6.9) 

It can be easilv shown that 

' m m m 

(6.10) 

iVow the correction equation for f j ^ ^ on grid G'[n] is given by 

( 'D„- f C „ ) ^ ( ^ ) - r M , (6.11) 

which is solved accurately by a direct solver (Gaussian elimination with partial 

pivoting) for v^nK^I)- '^^^^ Nystrom interpolation is then used to give the correc­

tion function vf^*(5) for .s = 5^", j = I , • • • , A'm 

'^mvl:\s) = rl:^ - C„«(^' ^.e. v^^\s) = © - ' ( . f " C „ 4 ^ ' ) . (6.12) 

Hence our new approximation is naturally given by 

n^z''' = " L ^ ' - ' ^ l : ' = - 'm' + ri'j -f vi:i (6.13) 

Expanding the right hand side of (6.13) in terms of r\^\ we can obtain the 

iterative formula in a more standard form (refer to §3.2) 
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where B = - [ I -Cni'Dn + C'n)"' !^' /?; ;* }• The iteration operator can be 

immediately given by (assume .4 = 'D^ +^^m) 

i - B A = i - p - ' { i - | i - c „ ( x > „ + c„)-')Cm^^;;'}(^m + c„) 

= -Z?-'[C^ - C „ ( - D „ + C „ ) - ' C D „ + C , „ ) 1 P - ' C ^ . (6 .15) 

Let us denote by q}}^ = 1 1 ^ ~ ^-"^11 ^^^^ two grid reduction factor. Then using the 

boundedness of T;;^' in (6.15). we have 

n l } , n < C3||[C^ - C ( P , - f -C . ) - ' ( I?n . + C ^ ) ! ^ - ^ C ^ | | . (6.16) 

To further simplify Omn' ^̂ '̂  shall require the following lemma 

L E M M A 6.1 

Lei U. V V —> Y be linear bounded operators in some Banach space Y and 

Up. Vp two operator sequences defined on Y converging to Uj V pointxuise (i.e. 

satisfying UpX —> Ux and VpX —> Vx, Vx £ Y as p ^ oo) respectively. Then 

the uniform boundedness of either operator sequence will guarantee the pointwise 

convergence UpVp —' UV i.e. UpVpX — UVx, Vx G Y as p oo. 

Proof. Let us assume without loss of generality that \\Up\\ < c. Then for each 

X ^ Y, y = Vx ^ Y we have 

\\UpVpx-uvx:\ = \\Up(Vp-v)x~h{Up-u)Vx\\ 

< I K I I l K V p - v ) x | H - i | ( ^ ^ p - ^ ) y x | | 

< c\\{Vp-V)x\ + \\(Up-U)y\\, 

which goes to zero as p — oo. Hence the lemrna is proved 
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Applying the lemma to terms in (6.16), we see that 

CmD'n ~* C'D~^ pointwise as »oo. 

C„(7?„ - F O - ' C C m - f C^)'£>~' - CV-' pointwise as - . 0 0 . 

Since C is compact and from the relation 

(6.17) 

( C ^ - C „ ( P „ + C „ ) - ' ( - Z ? „ - f C „ ) | 7 ? - ' 

= ( C „ ^ ? ; ' - C P - ' ) + [ C - p - ' - C . ( ' I ? n + C „ ) - ' ( I ? ^ + C , „ ) T ? - ' ) , (6.18) 

we therefore conclude that q]^^ — 0 as m . n — co; (refer to [ l 1, p.S| and Theorem 

1.4). Thus we have proved tlie following convergence result. 

T H E O R E M 6.2 

The two grid method I! of (6.14) converges for sufficiently large values of ni,n 

with n < m. In particular, its reduction factor satisfies 

l>m n!J.. = 0. 
m,n—-co • 

Method I 

We now generalize the Method I and then proceed to present its convergence 

analysis; (refer to [14. Ch.3| and Chapter 3). Method I is similar to Method 11 

(based on (6.S)-(6.14)) except that the smoothing step (6.8) is missed out. In­

stead, with current approximation uj^V we go on to set up the correction equation 

for v^^^ on C'(/i| 

{'Dn -\-Cn)vl:^ = r\:\ (6.19) 

in place of (6. LI ) . Then we employ the Nystrom interpolation equation to find 

the correction function v^nK^) •'^ — •'^X j ~ ' ' 1 ^"^^m 

'Dn.vl:\s) = r ^ ) - Cnvi^^ i.e. vl:\s) = p - ' ( r C : ) - CnV^^^ (6.20) 
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Finally our new approximation is given by 

- < n ^ " = " L ^ ' + - i : ' : (6.21) 

which gives rise to an iterative formula for Method I 

(6.22) 

where Bi = - CnCP,, - f C „ ) " ' l . The corresponding iteration operator is 

given by (again assume .4 = -f C,„) 

j-B,A = I - ' D „ V ; T - C „ ( I ? n - ^ C „ ) - M ( ' ^ m + C ^ ) 

= -V-J\C,.-C^{V^-^C^)-'l (6.23) 

the norm of which | | I - BiA'\ cannot be shown to converge to zero as rn, n — oo. 

In view of the sufficient condition (3.7), lei us define = | : ( I - BiA)-\\. Then 

it is easy to verify that 

c:,„ < c,||(c„. - c „ \ v . + c„)-'CD. + c„)l-z>-'c„|| 

- 1 / ^ I! 
m : 

T H E O R E M G.3 

The two grid method I of (6.22) converges for sufficiently large values of m. n 

with 11 < in. In particular, its S-step reduction factor satisfies 

Proof. Using Lemma 6.1 and by referring to (6.17) and (6.18), the proof imme­

diately follows. ^ 
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For implementation of both the metliocl I and the method 11, we now present 

the following detailed algorithm. Here we shall require these quantities : 

Dm t^m X A'rn matrix from operator 'Dn, evaluated at G[rn\ points; 

Cm i^m '< Â m matHx from operator Cm evaluated at 6 '(m| points; 

Cmn X i^n matrix from operator Cn evaluated at G\m\ points; 

.4„ : .'V„ X Nn matr ix from operator ,4„ = P „ + Cn evaluated at G{n] points, 

and vector fm wi th {fm)j - f{Pj)i Pj ^ ^ [̂'̂ 1: ^vhere Dm is usually of some sparse 

form depending on the boundary that defines V. Then starling from an ini t ia l 

guess o( Um = 0, we can describe our genera l t w o g r i d a l g o r i t h m G T G - 1 / 2 

as follows ; 

0) Set Fm = fm; y-m = 0. and input TOL(tolerance) and go to step 3; 

1) Find the residual on Cm: = /m - ( ^ m + C'm)^ni\ 

2) Perform smoothing on G[tn\: Um = Um-r D-;^r^ and = - C ' ^ D ; ; ' / - ^ : 

(This step is for Method I I only) 

3) Restrict the residual to C[7it: r„ = /?"„/*,„; 

4) Solve exactly on G[n\\ A^Vn = /•„ : 

5) Interpolate to obtain on 6'[m), V;„ ~ D';^{r^ - CmnVn) \ 

6) Add on the correction Vm to = li^n + ^̂ m; 

7) If | | i / r n | | ^ T O L exit wi th solution in otherwise go to step I . 

Here the restriction operator may be taken to be the so-called injection oper­

ator, i f we choose Nm = for some integer ratio /• and i f we are using the panel 
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nietliod (pieccwisc constant approximations) or the Nystrom inethod of special 

choices sucli that all C{n\ points form a subset of C[m). But in general rep­

resents the process of finding the residnal r„ on grid C7(a], i.e., = / „ — /Inm^mj 

where / L ^ is a i\'fi X A'^ matr ix f rom operator = T C„, evaluated at G'[^j 

points. If G\n\ (t 6'[/rt|, we may also obtain the r„ values (on G\ii\) from a simple 

(linear) interpolation of the values. 

It now remains to discuss the efficiency of both two grid methods. Inspection 

of the algorithms reveals that both require the solution of V^v = J' for many 

right hand sides. As is well known, the direct inversion of would require 

0{N^) operations. Therefore the generalized two grid methods do not promise 

to require only 0{N^) operations, the ideal two grid efficiency(refer to [52], 58) 

and Chapter 3). unless the solution of the system VmV = r can be found in O(.'V^) 

operations. Thus the complexity of the operator 'D is of great importance**. In 

the next section however, we shall see that for a particular type of problem i t is 

possible to choose an appropriate operator V in order to solve = ^ ii» G(N^) 

operations, leading to practical algorithms. 

6.3 Application to polygonal boundaries 

Often in jiraclice, non-compact operators in boundary integral equations may 

arise from either non-smooth kernels (see the /V^ operator in §1.3-1.^1) or non-

smooth boundaries (sec Chapter 5). Here we assume that the non-compactness 

**We note that in [87) for a first kind integral equation, V happens to be a operator of 

convolution kernel. Therefore, = r can be solved in O ( i V ^ ) operations when a Fast 

Fourier Transformation ( F F T ) algorithm is employed. 
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of the integral operator is due to the non-sinoothiiess of the bouiiclary. la this 

case, polygonal boundaries, as considered in (19|, are of particular interests since 

integral operators on general boundaries of curved corners will have the same 

singular behaviour as those on polygons except for a compact perturbation; (refer 

to (181). 

We see from Chapter 5 that second kind integral equations on boundaries 

with a typical corner may be represented by (5.'14) i.e. 

{I-IC-C)rP{s) = V{.s), 0 < s < \ , (6.2-1) 

which characterizes the complete integral equation (5.8), where £ is compact in 

C^{Q, l\. To apply the results from last section, we shall rewrite (6.2-1) as 

{V-^C)iP{s) = V{s), 0 < 5 < L (6.25) 

where V =^ I ~ ICs, C ^ - K, - C and {}Cs-ib){s) = K(i)^iY^^ 0 < 5 < 1 

with 0 < 5 < I fixed, where 1?"' exJsts since \\}Cs\\ < | | ^ | | < 1. This operator 

K,s is somewhat similar to that defined in [57] and [88]. For 5 > 0, /C^ - /C wil l 

be comptTct because of the continuity of its kernel, implying that C is compact. 

Therefore (6.25) falls into the class represented by (6.1). 

For the numerical solution of (6.25), we shall use ihe collocation methods as 

introduced in §5.2. In order to set up a projection operator on C [ / l , we can follow 

(5.32) of §5.2.2 to obtain 'Pt : C°(0, l | - f 5 ' ' ' -> 5'-'. Using 'Pi, we may define our 

product integration approximation to in (6.25) as follows 

{Vi^Ci)i^i= \'\ (6.26) 

where T>i ~ T — KsVi and C/ = C'Pi\ (refer to (5.34)). To give an error analysis 

for (6.26), we can refer back to (6.6), which requires both the stability ( A l ) and 
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system associated with V,n increases as the mesh grading exponent q increases 

for the same 8. Therefore, the theoretical complexity of our two grid methods is 

0 ( A ' ^ ) , rather than 0 ( / V ^ ) which was the case with smooth operator equations 

of Chapter 3. Nevertheless, efficiency of order 0{N^) may be practically restored 

and observed because of the following two observations : ( i ) system = r 

may be solved efficiently by a secondary iterative process; see [86| and (87); (ii) 

although theories predict that the convergence rate of two grid methods goes to 

zero as rn, n — oo, in practice, we only require it to be less than I for convergence 

and often very reasonable convergence can be observed once m, n > no ( typical ly 

no ^ 40). The effect of {ii) is now expanded in more details. Essentially we shall 

make special choices of V in order to solve V^v = r more efficiently. 

M i n i n i i m i 5 - A l g o r i t h m (MS) 

Suppose that .-V' is the largest order of linear system one particular computer 

can handle. Then using r t h order piecewise polynomials on a graded mesh (wi th 

grading exponent ry), we define 

L f 'V ' 
(6.27) 

and choose 8 = S', where 1NT[ ] denotes the integer part of a number. W i t h such 

a choice of 8 for setting up (6.'25), we then adopt the first modified collocation 

inethod (§5.2.3) with i = i ' = I . For any m < a*, the projection operator Vm on 

0,//J") is based on piecewise constant approximations. Therefore the matr ix Dm 

associated with operator 'D^ ^^iH be of the form 
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Dsn = 
X X 

(6.28) 

the inverse of which is found in 0{Nrn) operations and has the same sparse struc­

ture, given by 

i = J: 

i> \. J = 1 

(6.29) 

( D ^ ) . i ( 0 „ ) i i 

Tluis the complexity of two grid inelliods is restored to O( .V^) operations. .Ac­

tually, the idea may also be specialized. For given sufficiently large m. ii : no < 

in, n < n', we mav make tiiis choice for 5 

maintaining the complexity of two grid methods al O(N^) operations, 

We note that the choice for 6* in (6.27) may be generalized to 

(6.30) 

/ T \ 

\n' J 

where r > \. Further wc may use the piecewise polynomial .Ŝ *"" to define our col­

location projection approximations; (refer to §5.2.3). The matr ix D,n associated 

wi th operator 'Dm is now of the form 

D, 
A, 0 

A, f 
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where .4i is a r x r fu l l matrix, ,42 is a ( iV^ - r ) x r matrix and / is the 

(^V^ — T) X {Nm - T) »nit matr ix. The inverse of Dm can be shown to be given 

by 

D-m' = 
a;' 

The work for computing .4J"* is 0{T^) and the work for the multiplication .42.4j"' 

is 0{NmT')- Therefore we only require 0{Nm) operations to calculate D ~ ' i f we 

fix T. The case for the extreme choice r — I is discussed in (6.27)-(6.30). 

I n t e r m e d i a t e O p e r a t o r A l g o r i t l n i i (10) 

Let us now adopt the second modified collocation method of §5.2.3 with i = 0. 

To this end, we rewrite (6.25) as 

{ I - J ) i L ( s ) = V(s), 0 < 5 < L (6.31) 

where J =: IC -\- C. Following (5.50), we first approximate (6.31) by an interme­

diate operator equation 

(T - J J V . = l- ' , (6.32) 

wi th (J ,Ti)(.5) = / ; l<^)rP{t)T + (^V')(-0. ^i'n) = i^)" and m > a^. Since X 

is now a compact operator, we may solve (6.32) by unmodified two grid methods 

of Cliapter 3. That is, we employ the two grid methods of last section with 

the choice o{ V = X and C = —Jc- complexity of O(.'V^) operalioris may be 

expected. Refer to [14) and §3.3 for algorithmic details. 

6.4 Numerical experiments 

Here we solve the example given in §5.3 by various two grid methods discussed 

in the previous section. We demonstrate and compare their convergence and effi-
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cieiicy. [n all the following experiments, iterative solutions are terminated when 

a residual in root mean square norm (RMS) less than T O L is obtained. The 

choice for T O L should be based on expected level of discretization error and will 

be discussed in more details. The number of iterations required to achieve the 

desired accuracy is denoted by "STEPS'' and the corresponding cpu seconds used 

by Prime-750 by "CPU" . A direct solver requires CPU' =0.2, 5.0 and 130.0 re­

spectively for solving a linear system of order 36 x 36, lOS x IDS and 324 x 321. 

We shall adopt the consistent notation among all tables such that "q" denotes ihe 

mesh grading exponent, "METHOD" ' distinguishes ' ' V . I " for variant I and " X M I " 

for variant I I of two grid methods and means no convergence. Throughout ihe 

section, we shall use for numerical solutions the iterated collocation approxima­

tions based on both piecewise constant and piecewise linear approximat ions(§6 .3) . 

Therefore, orders of convergence of both approximations are 0{hl^') wi th uni­

form meshes {q = L); while the graded meshes with q > and q >S respectively 

should restore convergence orders to 0{h^^) for piecewise constant and 0{h'j^) for 

piecewise linear approximations. 

As wi th all iterative methods, the stopping criterion has a great effect on the 

actual efficiency of the methods. Ideally we would like to stop our iterations 

whenever the errors are below the level of the discretization error as in general 

there is l i t t le to be gained by solving the discrete boundary element equations to 

levels of accuracy far smaller than the underlying discretization error \\u -

The precise knowledge of the discretization error is in general not available, except 

that in our case the error is of the form 0(n,"^) where a = L/2, 2, 4 for example 

depending on the discretization method and the smoothness of the solution (or 

40 



the choice of the grading exponent (/). For our test problem, we can obtain some 

knowledge of the exact discretization error by solving the system directly. We find 

that the following choice for the tolerance T O L is appropriate so that it is below 

our observed level of the discretization error : ( i ) with 7 = 1 , choose TOL=10~^ 

for any Nn < 324, ( i i ) with q = 4, choose T O L = 1 0 - ^ for = 36; TOL=IO-** 

for iV„ = 108 and T O r . = L0*-̂  for /V„ = 324; ( i i i ) wi th g = S, choose T O L = 10-*' 

for = 36. T O L = 1 0 - ^ for A'^ = 108 and T O L = 1 0 - ^ for = 324. 

In Tables 6.1-6.2, we .solve the integral equation by the so-called direct two 

grid methods. By 'direct* we mean the 'unmodified' variants i.e. twogr id methods 

applied to equation (6.31). We observe that twogr id methods converge in all cases 

and in particular convergence is faster as iV^: -'̂ 'n increase. Since the integral 

operator J = K, -T C involved here is known to be non-compact, we are unable 

to jus t i fy theoretically the convergence of direct t w o g r i d methods. Results from 

Tables 6.1-6.2 show that the direct two grid methods converge at reasonably 

fast rates. However in the 3D case, the slowing down in convergence due to the 

presence of non-compact operators has been observed in [15] and (17 . 

In Tables 6.3-6.4, we experiment with the general iterative schemes for two 

grid methods (§6.2-6.3) with a fixed cut 8 around the corner ( 5 = 0). To compare, 

we choose two different cuts (51 ~ (\Y ^ i"d 82 = {j^iY ("Otice the dependence upon 

the mesh grading exponent q). .As expected, convergence of two grid methods 

with the larger cut (5i is faster than that of the smaller cut 82 but at the same 

time the computational cost in computing D ~ ' ) associated with 8\ is greater 

than that with 82- Comi)aring Tables 6.3-6.4 with Tables 6.1-6.2 respectively, we 

see that the convergence in the former two is overall much faster than that in 
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the latter two but CPU times are also greater in the former. Similar tests wi th 

two grid methods using the general iterative scheme (i.e. using a general 8) for 

potential Row problems on non-smooth boundary can be found in [SG] and (SSj, 

where = is chosen. Sec also (57 . 

In Tables 6.5-6.6. we present the results of solving the same integral equation 

by the Minimum (5-algorithm (§6.3). flere on the PRlME-750. the minimum 8 

is chosen to be 8' = depending on the exponent 7 . We also present the 

results from the comparable choice 8 = ('^^Y- Finally in Tables 6.7-6.8, results 

are obtained from applying the 10 algorithm (§6.3). The intermediate corner cut 

is indicated by c ( i V ^ ) = (^Y- Numbers in Tables 6.5-6.8 compare favorably 

wi th those of previous tables. 

In conclusion, we favour the use of algorithms M J and l O from both the 

theoretical and the practical points of view. 

6.5 Application of the conjugate gradient method 

f laving looked into two grid methods for solving non-smooth integral equations, 

we M O W consider the application of the conjugate gradient (CO) method, as in­

troduced in Chapter -1. Thus the study of iterative methods would be more 

com plete. 

As is well known, the eigenvalues of a compact operator may cluster at one 

point (zero); (refer to Theorem 4.3). But for eigenvalues of a non-comapct op­

erator, such a simple clustering pattern may not be present. It might be true 

that eigenvalues of a non-compact operator (only due to non-smooth boundaries) 

do not accumulate at any p-iini i>f an interval; (refer to Lemma 5.5). ^'his inay 
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suggest that the use of the CG methoti for the solution of the linear systeins 

resulting from discretization of such non-smooth operator equations is not ap­

propriate although the method converges for any linear system asymptotically 

(provided that the round off error is sufficiently small). 

However i t is usually true that a [lon-compacl operator is approximated by a 

sequence of discrete compact operators and the approximate eigenvalue spectra 

of these discrete compact operators often do possess a simple clustering pattern. 

Therefore the CG method should not entirely' be ruled out as an efficient iterative 

method for solving non-compact integral operator equations. 

We have observed, for our particular problem, that unlike the case of compact 

operators the number 0,\ of eigenvalues outside the clustering region increases 

as A' increases. The difference in clustering behaviour would indicate that the 

conjugate gradient method may loose its fixed step convergence property. How­

ever for a given value of .'V the number 0,\' of eigenvalues outside a given region 

is relatively small. Hence the present conjugate gradient method may still prove 

to be efficient as a practical fast solver. Below we solve the same model problem 

as in §6.4 using the CG method (Chapter 4) and present the related details. 

[n Figs.6.1-6.2, we plot the approximate eigenvalue spectra of the non-compact 

operator K phis an identi ty operator 2, i.e. A = T ~ K and its normal operator 

B = . 4 ^ ' , using the piecewise constant approximations. While in Figs.6.3-6.4, we 

plot the corresponding approximate spectra from using piecewise linears. For each 

figure, we have computed the eigenvalues of three discrete cases with N = 50. 150 

and 300 collocation points respectively. From these figures (6.1-6.4), we can 

observe the clear clustering patterns of eigenvalue distr ibution around the point 
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A = 1. Recall the convergence analysis of the CC method discussed in Chapter 

4. There we claim that convergence of the CC method is very fast whenever 

eigenvalues cluster. This certainly predicts a good efficiency of the CC method 

when applied to our model problem. Hence we adopt the A L G O R I T H M -

c o n j u g a t e g r a d i e n t s of §4.2 for numerical solutions. 

In Tables 6.9-6.10, we list the results obtained from using the CG method for 

both the piecewise constant and the piecewise linear approximations. The tests 

are again carried out on PRIME 750 wi th the usual double precision arithmetic 

(wi th around 14 significant figures). The stopping criterion is as chosen in §6.4. 

We note that the CC method is quite fast for the case of uniform meshes (q = 1) 

and gerenally slow for the case of non-uniform meshes {q > I i.e. when close 

to the non-compact operator). Viewing the performances of the CC method 

(Tables 6.9-6.10) as well as two grid methods (Tables 6.1-6.S), we may conclude 

that all iterative methods^ are quite efficient in terms of [lumber of steps to 

achieve the required accuracy and effective in reducing the solution time for linear 

systems involved. In summary, two grid methods are [uore efficient than the CG 

method as is the case with solving smooth integral equations (Chapters 3-4). To 

further improve the CG method, preconditioning technicpies may be potentially 

important . However much theoretical study is needed towards the development 

of such preconditioners. 

^provided that the discretization method is of low order for the present C G method. 



Table 6.1: Direct two grid methods for the piecewise constant case. 

M E T H O D Fine[m] Coarse(n) STEPS CPU 

1 V . I 324 12 1 1.5 

36 1 L9 

108 1 7.5 

ICS 12 1 0.2 

i 1 I 
36 1 0.5 

1 
V . I I 

1 
i 324 12 1 2.9 

36 1 3.3 

108 I 8.9 

12 1 0.4 

36 1 0.6 

4 V . I 324 12 12 17.6 

36 4 6.7 

j 108 2 9.4 

108 12 4 0.8 

36 2 0.7 

V . I I 324 12 8 22.4 

i 36 3 9.1 

108 2 12.1 

108 12 3 L.O 

36 2 I.O 
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Table 6.2: Direct two grid methods for the piecewise linear case. 

q M E T H O D Fine[m] Coarse(nl STEPS CPU 

1 V . l 324 12 1.5 
1 

36 2.0 

108 
I 

7.8 1 
108 12 0.2 i 

I 

36 0.5 ! 

V . I I 324 12 
i 

2.9 ! 

36 3.4 I 
1 

1 
1 108 1 

I 
9.2 '• 

1 
108 0.4 . 

1 

1 
•ir 
36 

0.7 \ 
i 

8 V . l 324 12 18 
1 

32.9 

36 6 13.3 

108 ' 12.1 

108 12 11 3.9 I 

36 3 1.9 

V . I I 324 12 13 37.0 

36 4 12.5 

108 2 13.0 

108 12 6 2.1 

36 3 1.5 
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Table 6.3: General iterative schemes for the piecewise constant case (fixed 6). 

6 i M FT H O D Fine[mj - Coarse(n] STEPS CPU 

I V . I 324 12 7.5 
1 36 8.2 
G lOS 15.0 

108 12 [̂ 0.9 
36 4 1.3 

V . I I 324 12 3 11.8 
36 3 12.4 

• 108 3 18.8 
ICS 12 3 1.4 

36 3 1.7 

V . l 324 12 6.5 
_l_ 36 i| 7.2 
t 3 ICS i[ 14.0 

108 12 i[ 0.8 
36 i\ 1.2 

V . l l 324 12 3 lO.O 
1 36 3 10.6 
j 108 3 17.0 

ICS 12 3 1.2 

! 
36 3 1.5 

4 V . l 324 12 10 17.4 
36 10 18.9 

-6 108 10 28.4 
108 12 8 L.7 

i 36 8 2.3 

i V . l l 324 12 10 37.8 

1 36 10 39.2 
1 108 10 48.5 
1 
1 108 12 7 3.1 

36 7 3.6 

ir^y 

v . l 324 12 10 15.9 

ir^y 36 10 17.4 
i 108 LO 27.1 

108 12 8 1.6 
36 8 2.2 

v . l l 324 12 10 33.1 
36 10 34.2 

108 10 43.7 
108 12 7 2.7 

36 7 3.2 
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Table 6.'1: General iterative schemes for the piecewise linear case (fixed S). 

M E T H O D Finejm] Coarse[n) STEPS CPU 

V. t 

V . I I 

324 

108 

324 

lOS 

12 
36 

lOS 
12 
36 
12 
36 

lOS 
12 
36 

2.4 
2.8 
8.3 
0.3 
0.5 
4.5 
5.0 

10.4 
0.5 
O.S 

a ) 

(̂ ) 

v . i 

V . I I 

V . I 

V . I I 

V . I 

V . I I 

324 

108 

324 

ICS 

324 

108 

324 

108 

324 

108 

324 

108 

12 4 6.3 
36 1 2.1 

108 1 2.0 
12 A O.S 
36 1 0.5 
12 3 10.0 
36 1 3.9 

I OS 1 9.3 
12 3 1.2 
36 1 0.7 

12 
36 

108 
12 
36 
12 
36 

108 
12 
36 

12 
36 

108 
12 
36 
12 
36 

108 
12 
36 

9.6 
10.4 

t 

1.0 

16.2 
14.5 

* 
1.7 

f 
t 

9.6 
f 
f 
f 

20.6 
13.1 

f 
+ 
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Table 6.5: Mii i imutn 5-algorithm (MS) for the pieccwise constant case. 

M E T H O D Fine[m| Coarse[n] STEPS CPU 

L/324 

1/108 

1/324 

I/IOS 

V. I I 

V . I 

V. I I 

324 

108 

324 

LOS 

324 

lOS 

324 

108 

12 I 
36 1 

LOS 
12 
36 
L2 
36 

LOS 
12 
36 

L2 
36 

LOS 
L2 
36 
12 
36 

108 
12 
36 

L.5 
L.9 
7.5 

1.5 
L.9 
7.5 
0.2 
0.5 
2.9 
3.3 
8.9 , 
0.4 i 
0.6 I 

(^oo) 

V.L 

V . I 

V, 

324 

I OS 

324 

lOS 

324 

108 

324 

108 

12 12 17.6 i 
36 4 6.7 

LOS 2 9.5 
L2 '1 0.8 
36 '2 0.7 
L2 S 22.5 
36 3 9.1 

108 2 12.2 
12 3 1.0 
36 2 l.O 

12 12 17.6 
36 '1 6.7 

LOS 1 2 9.5 
12 • 4 O.S 
36 2 0.7 
12 8 22.5 
36 3 9.1 

108 2 12.2 
12 8 2.7 
36 3 L.4 
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Table 6.6: Minimum ^-algori thm ( M S ) for the piecewise linear case. 

M E T H O D 

VM 

V . [ I 

Fine[m) Coarse[n 

324 

108 

324 

lOS 

12 2 3.0 
36 1 1.9 

108 I 7.4 
12 2 0.4 
36 1 0.5 
12 2 5.7 
36 1 3.3 

108 I 8.7 
12 2 0.7 
36 1 0.6 

STEPS CPU 

1/324 

1/108 

1/324 

1/ios ! 

V . I 

VMl 

324 12 2 3.0 
36 1 1.9 

108 1 7.4 
iOS 12 2 0.4 

36 1 0.5 
324 12 2 5.7 

36 1 3.3 
108 1 S.6 

108 12 2 0.7 
36 I 0.6 

( M O ) 

V I 

V . I I 

324 

108 

32'1 

108 

12 
36 ¥ ¥ 

108 2 9.4 
1.2 ¥ ¥ 

36 4 1.2 
12 * ¥ 

36 t ¥ 
108 2 12.1 

12 ¥ ¥ 

36 2 1.0 

(^) 

(TOS) 

V.[ 

VMl 

324 12 ¥ ¥ 

36 ¥ ¥ 

108 2 9.4 

108 12 ¥ ¥ 

36 4 1.2 
324 12 ¥ ¥ 

36 ¥ ¥ 

108 2 12.1 

108 L2 t ¥ 
36 2 1.0 
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Table 6.7: IiUermediate operator algorithm (10) for the piecewise constant case. 

q M E T H O D Finejm] Coarse[n) STEPS CPU 

I V . I 324 12 1.5 

36 1.9 

108 7.3 

108 12 0.2 

36 0.5 

V . I [ 324 12 
1 

2.8 ! 

36 3.2 

108 8.6 

108 12 0.4! 

36 0.6 

4 VM 324 12 12 16.9 

36 6.4 
j 

108 9 9.2 

108 12 0.7 

36 2 0.7 

V . I I 324 12 8 21.9 

36 3 8.9 

108 9 11.9 

108 12 3 1-0 

36 2 1.0 

1 5 1 



Table 6.8: Intermediate operator algorithm {10) for the pieceuise linear case. 

q M E T H O D Fine[m) Coarse[n] STEPS CPU 

I V . I 324 12 1 1.6 

36 I 2.1 

108 1 
1 

7.8! 

lOS 12 1 
1 

0-2 ! 

36 0.5 

VMI 324 12 I 
i 

2.9 ! 
I 

36 3.4 I 

108 1 9.2 -

r 
I lOS 12 1 0.4 ' 

36 1 0.7 

s VM 324 12 IS 27.0 : 
1 

36 6 
! 

10.6 \ 

108 2 10.2 i 

108 12 I I 2 .2 ; 

36 3 
i 

1.1 

V . I I 324 12 13 36.8 
• 

36 1̂ 12.5 

108 2 12.8 

108 12 6 2.L 

36 3 1.5 
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Table 6.9: The CC method with piecewise constant approximations (CPU times) 

q Size N Number of CG Steps CPU Seconds 

1 36 5 0.2 

108 
1 ^ 

l.S 

324 5 L5.6 

4 36 15 0.6 

L08 29 5.2 

324 42 131.3 

Table 6.10: The CG method with piecewise linear approximations (CPU times), 

q Size N , Number of CG Steps CPU Seconds 

1 36 5 0.2 

108 5 

324 5 16.2 

s 3 6 ; 31 1.4 

108 57 20.1 

324 89 291.0 
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Fig.6.4 Approximate Eigenvalue Spectrum ot B = AA* [constants,q=4 
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W i t h [I„ S M chfsen, the global convergence of the collocation s<.|iitir»n may In-

given below. 

T H E O R E M 2.1 

I.ft r be a non-negative integer. Suppose <j) E . Then we have 

- ^„|! = 0(h'J. 

Proof. Following (2.5). we only need to show that 

.t>-Vr.<i>\=0{h:). 

This however follows f rom the interpolation theory for G C*"; refer to 16, Ch.3|. 

Thus the proof is complete. 

However the solution <i> is generally non-smooth whenever kernel K(s.t) is 

weakly singular; (refer to (2.8) and see [48]). Suppose that 0 has a singularity 

at point s = a. Then we may have to employ suitable non-uniform meshes Un 

(often referred to as the graded meshes) i.e. 

= a - Q y . ( 6 - a ) , i = 0, • • •, n. (2.16) 

with (/ > 1 in order to maintain the convergence order of 0{h^n) some 

basic idra of the appr'.ach, we now give the following result. 

T H E O R E M 2.2 

Suppose 0 - A(3 - a)^ € C where 0 < 3 < I and A is some constant. Then 

using the graded mesh 11^ as defined by (2.16) with q > r//3, we have 

<l>-<t>n\ =0(h'-J. (2.17) 
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ng.6.1 Approximate Eigenvalue Spectrum of A = (I - K) [constants,q=1 
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Fig.6.2 Approximate Eigenvalue Spectrum of B = AA* [constants,q=l] 
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Fig.6.3 Approximate Eigenvalue Spectrum of A = (I - K) [constants,q=4l 
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Fig.6.5 Approximate Eigenvalue Spectrum of A = (I - K) [linears,q=l] 
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ng.6.6 Approximate Eigenvalue Spectrum of B = AA* [linears,q=ll 
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Fig.6.7 Approximate Eigenvalue Spectrum of A = (I - K) [linears,q=8l 
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Fig.6.8 Approximate Eigenvalue Spectrum of B = AA* pinears,q=8l 
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