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Abstract

Waves, currents and sediment transport modelling at the Wave Hub site

Author: Raul Gonzéalez-Santamaria

This research project uses an integrated modelling system to investigate the effects of a
wave farm on nearshore sediment transport at the Wave Hub site. The Wave Hub
project is a large scale demonstration site for the development of the operation of arrays
of wave energy generation devices located at the southwest coast of the UK where
multiple field measurements took place. Particular attention of this study was paid to the
interaction between waves and tides due the presence of the wave farm and its effects
on radiation stress, bottom stress, and consequently on the sediment transport and the
coast adjacent to the wave farm, using an integrated complex numerical modelling
system. The modelling system consisted of the SWAN model for waves and the ROMS
model for currents, and a sediment transport model for morphological computations.
The wo-way coupled SWAN and ROMS models with nested model grids were set up
and run with and without the wave farm at the Wave Hub site. The results from this
study show that tidal elevation and tidal currents have a significant effect on the wave
height and direction predictions, and tidal forcing and wind waves have a significant
effect on the bed shear-stress, mainly during spring tide. Also, the wave radiation
stresses can considerably alter the long-shore and cross-shore velocity components.
Interactions between waves and tides at the Wave Hub site are found to be important
when modelling coastal morphological change due to the presence of wave energy
devices. The wave action can impact on bottom boundary layer and mixing in the water
column, which consequently impact on the nearshore sediment transport and the
resulting morphological changes. Model results indicate that wave and long-shore
currents are attenuated in the area sheltered by the wave farm. Bed-load rates show a
decrease in magnitude when the wave farm is present, even during storm conditions.
Wave impacts on averaged flood and averaged ebb tidal cycles show significant
changes during flooding cases, when including the wave farm, it has major effects for
the averaged flood cases on current speeds, bottom stresses, suspended sediments anc
bed-load transports. The results highlight the importance of the interactions between
waves and tides when modelling coastal morphology with presence of wave energy
devices. It was observed that the presence of the wave farm has significant impacts on
the nearshore circulation, bed shear stresses and sediment transport. The morphological
changes are also altered by the wave farm. This integrated modelling systepa

useful tool to help the study of physical impacts of a wave farm on coastal areas, which
is the key element for the wave resource characterization, ocean circulation, sediment
transport, morphodynamic changes and environmental impact assessment for the on-
going Wave Hub projects.
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1. Introduction

Marine energy is about connecting the energy from the sea - including waves, tidal
streams and use of tidal rang® -generate electricity. Some 25% of the world’s wave
and tidal technologies are being developed in the UK, which has the best wave and tidal

resource in Europe (www.wavehub.co.uk).

The UK is widely regarded as a world leader in the development of marine renewable
energy due to the high level of marine energy resource, its skilled expertise and the
world-class complementary testing facilities at Wave Hub in Cornwall. In May 2011 an
analysis released by the Carbon Trust found that total marine energy capacity could be
27.5GW in the UK by 2050, which would be capable of supplying to the grid the
equivalent of over a fifth of current UK electricity demand. Also, the report shows that
the UK could create over 68,000 jobs. These jobs would be dedetbpnks to
growing export markets in countries like Chile, Korea and America as well as Atlantic-
facing European states which benefit from powerful waves or tidal currents, including
South West England in tHgK (http://www.wavehub.co.uk). To help the development

of renewable energy, a number of test and demonstration sites have been established in

the UK, and the Wave Hub Project is one of them

1.1 The Wave Hub project

Located at the southwest coast of England, the Wave Hub project aimed to create one of
the world’s largest wave farms for demonstration and testing wave energy converter
devices (Figure 1.1). Recent studies at the Wave Hub site suggest that wave induced

currents are important in controlling sediment movement (SWRDA, 2006). Better
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understanding of tidal effects on waves and sand transport is crucial to wave resource
characterization and environmental impact assessment of the wave farm at the Wave

Hub site.

1.2 Previous studies at the Wave Hub site

A numerical study carried out by SWRDA (2006) suggested that the wave energy
converters (WECS) installed at the Wave Hub site would cause a reduction between 3%
- 5% of wave height in the adjacent coast of the Wave Hub, as well as changes in tidal
currents and bathymetry. However, in their study a hydrodynamic model, Flow3D, was
forced by four tidal constituents during a storm to assess the impact of the deployed
WECs on tidal currents and sediment transport. Key areas of study are the estimated
wave height attenuation and tidal currents in the lee of the Wave Hub site and the
associated impact on sedimentation, beach topography and beach state. Tidal currents
recorded maximum current velocity of 1.2 m/s, in comparison of the admiralty pilot
reported tidal currents between 0.5 and 1.0 m/s on the north coast of Cornwall during
spring tides. To assess the WECs effect on the studied area, wave dragon devices were
used. Model results suggest that sediment transport for this case study changes
significantly at the Wave Hub site, but the impact of the wave farm on the adjacent

nearshore zone remains an unresolved issue.

Millar et al (2007) carried out a study at the Wave Hub site using the wave model
SWAN (Booij et al, 1999), to estimate the impact of WECs on the nearshore wave
climate. They assumed a transmission rate through the wave farm of 90%, and analysed
the distribution of the wave energy transmitted through the WECs to the adjacent
nearshore region. By comparing the SWAN model results with field observations from

wave buoys, they concluded that the average reduction in significant wave height was of
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the order of 1cm, and that the stretch of the coast most likely to be affected was between

St Ives Bay and St. Agnes (Figure 1.1).
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Figure 1.1 Location of the Wave Hub site and the affected area by thefamavéred

shaded line) suggested by Millar et al (2007).

Buscombe and Scott (2008) indicate that the sediment transport due to tides is believed
to be weak and ungquantified in this region, and the volume of transported sand is
limited in comparison with other sectors of the English coasts. Also, they sugdest tha
not only storm events may cause movement of sand on the inner shelf, but also their
effects are greater in the near-shore zone where significant cross- and long-shore
sediment transport takes place. Hence, wave-induced currents are more important in
controlling sediment movement. Even, the prevailing winds are from the South and
West, easterly winds can also produce significant movement of sediment. Therefore,

there is currently a lack of studies in the near-shore areas in the lee of the wave farm.
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Following the previous studies of wave-tide interactions at this area (Gonzalez-
Santamaria et al, 2011), the main aim of the present study is to investigate the effect of a
wave farm on the wave field, bed shear stresses, sediment transport and morphological
changes, particularly along the shoreline behind the wave farm. We use the integrated
and fully coupled wave-current numerical modelling system, incorporated with a
morphological module, to gain insight into how the wave farm affects the currents and
bottom friction at the Wave Hub site, as well as sediment transport and the resulting

morphological changes.

1.3 Objectives of the study

The aim of the present study is to investigate the effects of a wave farm on the wave
field, bed shear stresses, sediment transport and morphological changes, particularly

along the shoreline behind the wave farm.
Particular airs:

e To investigate wave-tide interactions and their effects on sediment transport at
the wave-farm coast, looking at the relationships of wave-currents and bottom
streses Also, to assess on how waves, tidal currents and winds affect the wave-
induced currents at the Wave Hub site and the near-shore zone, as well as their

impact on the sediment transport.

e To setup a modelling system able to predict wave-current interactions and

morphology changes, all affected by the wave farm.

The use of an integrated and fully coupled wave-current numerical modelling system,

extended with the sediment transport modules to gain insight into how the wave farm
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affects the current and bottom friction at the Wave Hub site, as well as sediment

transport and the resulting morphological changes.

It is found that at an open coast the waves are modified by the flow through the water
level and the current field. Changes in water level are reflected in changes of water
depth. This, in turn, leads to changes in wave propagation, producing shoaling,
refraction and wave breaking. Changes in the current field modify the wave patterns due
to current refraction and, in cases of strong opposing currents, wave blocking. As
accounted by Reniers (2012), when the flow is modified by the waves, the bottom
friction is enhanced. Bottom friction then forces longshore currents, wave-induced set-

up and horizontal and vertical circulations.

The current research study has been carried out by a complex modelling system and
validated against measured observations. Model results show great accuracy when
comparing with available wave buoy data and sea surface elevations, also a high
correlation has been found between bottom friction, bottom stresses and bedload
transports due to offshore wind fields and thus wind-waves, particularly in nearshore

areas. However, due to the limited wave observations, velocity current measurements

and sediment transport data, the model has not been validated in full.

1.4 Structure of the thesis

The thesis has been structured in the following chapters:

Chapter 2 consists on the review of renewable energies, particularly the energy
extracted from wind-induced ocean waves through wave energy devices. The review of
the Wave Hub project, which is the main focus on this research, is also addressed. Also,
the review of the theory behind the modelling of wave-current interaction and sediment

transport.
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Chapter 3 reviews the theory of the applied numerical models to study wave modelling,
ocean modelling, wave-current interactions and sediment transport. Then, the
description of the coupled modelling system: the wave models and tide and ocean

circulation models.

Chapter 4 provides the validation of the modelling system is carried out. First the
validations of sea surface elevations and wave parameters during storm conditions.
Then, the implementation of the coupled modelling system, analysing the effects of the

wave farm on hydrodynamics and bottom stresses.

Chapter 5 presents the results of impacts of the wave farm that are modelled by the
operational system testing and validating the results during storm conditions, even

analysing the wave farm effects on the wave-current interactions.

Chapter 6 then presents the results of the effects of the wave farm on suspended
sediment transport, bedload transport rate and morphology changes, and finally the

analysis of bottom bed changes during and after the storminess period.

Chapter 7 gives the concluding remarks of the overall research outcomes and

recommendations for future research.
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2. Literature Review

2.1 Introduction

All societies require energy services to meet basic human needs (e.qg. lighting, cooking,
space comfort, mobility, communication) and to serve productive processes. Delivery of
energy services needs to be secure and has low environmental impacts. Sustainable
social and economic development requires assured and affordable access to the energy
resources necessary to provide essential and sustainable energy services. Renewable
energy (RE) sources play a role in providing energy services in a sustainable manner
and, in particular, in mitigating climate change. In the Special Report on Renewable
Energy Sources and Climate Change Mitigation by Moomaw et al, (2011) they estimate
that RE accounted for 12.9% of the total 49@&-Joules (EJ) of primary energy supply

in 2008 (IEA, 2010a). The largest RE contributor was biomass (10.2%), with the
majority (roughly 60%), of the biomass fuel used in traditional cooking and heating
applications in developing countries but with rapidly increasing use of modern biomass
as well, 0.6 Hydropower represented 2.3%, whereas other RE sources accounted for

0.4%.

The RE resource in the ocean comes from different sources, each with different origins
and requiring different technologies for conversion. Lewis et al. (2011) have identified

six ocean energy sources, these are:

e Waves, derived from the transfer of the kinetic energy of the wind to the uppe

surface of the ocean.
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e Tidal Range (tidal rise and fall), derived from the gravitational forces of the Earth-

Moon-Sun system.

e Tidal Currents, derived from water flow resulting from the filling and emptying of

coastal regions as a result of the tidal rise arid fal

e Ocean Currents, derived from wind-driven and thermohaline ocean circulation.

e Ocean Thermal Energy Conversion (OTEC), derived from temperature differences
between solar energy stored as heat in upper ocean layers and colder seawater,

generally below 1,000 m.

e Salinity Gradients (osmotic power), derived from salinity differences between fresh

and ocean water at river mouths.

Ocean wave energy (as distinct from internal waves or tsunasspergy that has

been transferred from the wind to the ocean. As the wind blows over the ocean, air-sea
interaction transfers some of the wind energy to the water, forming waves, which store
this energy as potential energy (in the mass of water displaced from the mean sea level)
and kinetic energy (in the motion of water particles). The most energetic waves on
earth are generated between 30° and 60° latitudes by extra-tropical storms. Wave
energy availability characteristically varies seasonally and over shorter time periods,
with seasonal variation typically being greater in the northern hemisphere. Annual
variations in the wave climate are usually estimated by the use of long-term averages in
modelling, using global databases with reasonably long histories (Lewis et al, 2011).
Figure 2.1 shows a map of the global offshore average annual wave power distribution;
the largest power levels occur off the west coasts of the continents in temperate

latitudes, where the most energetic winds and greatest fetch areas occur.
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The rate of energy input to waves is typically 0.01 to 0.1 ¥Vthis is a small fraction

of the gross solar energy input, which averages 350°\Wat waves can build up over
oceanic distances to energy densities averaging over 100 kw/m (Cruz, 2008). Normally
the highest average levels of wave power are found on the lee side of temperate zone
oceans. On an annual basis, the highest levels in the Northern Hemisphere are off the

west coast of the British Isles, also in Iceland and Greenland.
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Figure 2.1 Global offshore annual wave power level distribution (after Cornett, 20

In terms of wave energy resounceFigure 2.1, there are some attractive areas in the
globe when looking for a suitable site to locate a wave farm. On an average day, about
1 TW/h of wave energy enters to the coastal waters of the British Isles; this energy is
about the same amount of energy which is used in electricity in the British Isles on an
average day. The challenge is to choose a location which provides not only the
adequate resource but also all the necessary conditions to ensure the continuous and
reliable operation of the wave energy converters (Cruz, 2008). The UK has some of the
largest wave and tidal energy resources in Europe. Allowing for technical, practical

and environmental limitations, wave energy alone could generate up to one-sixth of the
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UK’s electricity consumption. The UK Government is committed to increasing the
amount of electricity generated by renewable energy sources to 20% by 2020. This
will help to address increasingly important energy and environmental issues including
the security of energy supplies, climate change, resource depletion and environmental

pollution.

2.2 The Wave Hub Project

In the Southwest of England a project called Wave Hub is being developed and funded
by local authorities, industry and prestigious universities. The project started in 2003
from the initiative of the local government because the region has the potential to
generate substantial amounts of electricity from its wave and tidal stream resources,
and has the skills and facilities to support development of the industry. The Wave Hub
is an electrical grid connection point approximately 10 nautical miles (16km) offshore

into which wave energy devices will be connected.

Wave Hub is a ground-breaking renewable energy project that is being developed in
response to the Government’s initiative to increase the use of UK’s renewable energy
resourceSSWRDA, 2006). It aims to create the UK’s first offshore demonstration
facility for proving the operation of arrays of wave energy generation devices. When
fully operational, the Wave Hub site will loiee world’s largest test site for wave energy
converters. The Wave Hub is located off the coast of Cornwall, in the Southwest of
England (Figure 2.2). Recent studies at the Wave Hub site, suggest that wave-induced
currents are important in controlling sediment movement (SWRDA, 2006). However,
the tidal control on sand transport is uncertain on the Wave Hub coast (Buscombe and

Scott, 2008).
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A modelling study by SWRDA (2006) suggests that the Wave Hub would cause
between 3% - 5% reduction to wave height between Hayle and Newquay, as well as
minor changes to surface tidal currents and offshore bed elevations. Key artéees are

estimated wave height attenuation and tidal currents in the lee of the Wave Hub site and

the associated impact on sedimentation, beach topography and beach state.

@  !ndicatve Wave Hub Location

[:I Wave Hub - Area To Bie Avoided

e |ncticative Subsea Cable Route

)
Figure 2.2 The Wave Hub site is located 16 kilometres off the north coast of Co

(north east of St Ives) in South West England (after www.wavehub.co.uk).

SWARDA & ASR Ltd (2007) performed a review of the Wave Hub project, reviewing
Millar et al (2006) and SWRDA (2006) studies. They usedI¥WRDA data and their

own model to conduct a scientific examination of the likely impacts of the Wave Hub.
They concluded that the impact on wave height is expected to be low at less than five
percent or less than five centimetres off a metre-high wave. In the same report by
SWARDA & ASR (2007) they concluded that neither Millar et al (2006) nor SWRDA

(2006) presented calibration of the wave models to the local environment, or even the
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effect of the devices on the wave peribli@nce a number of open questions still remain
on the impacts of waves and wave-induced currents on the sea bed and on the coastal

evolution in the area.

2.2.1Hydrodynamics around the Wave Hub area
SWRDA (2006) deployed a buoy in 2005 to observe wave parameters and tidal

currents, recording maximum velocities of 1.2 m/s, on the other hand, the admiralty
pilot reports tidal streams on the north coast of Cornwall at a spring tide rate of 1 to 2
knots (0.5 to 1.0 m/s). In a study by Babtie (2002) the effects of waves and tidal
currents on sediment transport were investigated, modelling the inter-tidal area in St
lves Bay the analysis investigated the dynamics at seven locations within this area. In
their study it seems that the transport of sediment is mainly cross-shore but there is no
data that quantifies the transfer of material between the nearshore and offshore during
storm (winter) and calm (summer) conditionseethe numerical study @s not state

where the ebb dominated flow is. However, SWRDA (2006) assumes that the

dominated flow may be in the vicinity of the Hayle estuary (see Figure 2.2).

Generally, it is accepted that transport in the offshore zone is mainly related to currents,
as the influence of waves is limited to shallow water depths. Unfortunately, there is no
admiralty information about tidal currents for St Ives Bay; however there is information
for the South West. For example, it has been reported that tidal current speeds range
from 0.72 m/s off to Lundy up to 3.0 m/s in the Bristol Deep (Babtie, 2002). There is no
data available for sediment transport during storm conditions. In the report by SWRDA
(2006) it is suggested that there is very little published information to date regarding

sediment transport in the transitional zone and the nearshore zone.
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2.2.2Morphodynamics around the Wave Hub area

The north Cornwall beaches are characterised by low erosion rates due to high inputs of
sediment from offshore. They are characterised by large tidal ranges and significant
wave heights, thus large redistributions of material during storms are a strong seasonal
component to beach change. On nearly all of the beaches, dominant controls are also
played by some combination of intertidal rock outcrops (rip channels at high tide) and
streams which discharge directly into the beach. For any given beach, on/offshore
exchanges of material are likely to be more significant than the exchanges along-shore;
this depends on the beach and on the environmental conditions, as well as the timescales
of observation. Moreover, the influence of the rivers on the coast that discharge directly
into the beaches, is poorly studied, thus the sediment transport impact is not well
understood. (Buscombe & Scott, 2008). Waves cause strong seasonal on/offshore
movements of sediment at the shore. According to SWRDA (2002), wave-induced
currents are considerably more important than tide-induced currents in nearshore

sediment transport affecting beaches.

A study by Babtie (2002) suggests that this on/offshore sediment transfer might not be
as significant as what it could be due to tidal currents, which move sediment in the
opposite direction (from Hayle estuary to Black CIiff). Also, the net movement of
material appears to be from the west to the east. Along this frontage the sediment moves
westwards (clockwise direction), into the Hayle estuary where it has the opportunity to

either settle or be transported further along-shore on an ebb tide.

In the report by Buscombe and Scott (2008) most of the beaches of the Southwest of
England have been characterised. The report covers 53 beaches and coves, for each of
them physiography and physical attributes (of the region) are given. The

morphodynamic classification for 15 major beaches within the regions are discussed.
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The coasts of Devon and Cornwall in the Southwest of England experience some of the

most energetic wave conditions (with significant wave heights-8Mm2 and the largest

mean spring tide ranges (4-9 m) in the UK. Atlantic swell waves with moderate energy

(0.5-1.5 m) during spring and summer enable the development of rhythmic bar

morphology on the intermediate beaches at the low water stand, generating

morphologically controlled rip current systems. Large tidal ranges introduce hazards

such as tidal cut off through high water levels, and horizontal speed of shoreline

movement, and enhanced rip current velocities on the ebbing tide. In the same report by

Buscombe and Scott (2008) the following beaches in the North of Cornwall were

characterised:

Saunton Sands: this is an ultra-dissipative beach, characterised by a low gradient
and fine sand (D50=0.19 mm), has a mean spring tidal range of 7.9 m and shows
very subdued intertidal morphology due to cross shore translation of high energy

surf zone processes during the tidal cycle.

Constantine Bay, Perranport, and Sandymouth: these are intermediate
(reflective/dissipative) beaches, characterisec ow-tide terrace and rip, and

by low-tide bar/rip morphologies. Thebeaches have the highest calculated rip
current risk and fall into the low tide bar/rip beach type (Scott et al, 2007). They
are characterised by a steep, often coarse, reflective high water beach face, a
wide (400-600 m) subdued dissipative intertidal zone (swash bar sometimes
present) and well developed intermediate low water bar and rip circulation

systems.
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2.3 Effect of currents on waves

The present study is focused on the analysis of wave induced currents and tide induced
currents, thus the need to understand these processes is compulsory. The effect of
currents on waves is evident in the tidal modulation of significant wave height and
especially in wave period. The modulation of apparent (absolute) period must be

attributable to the unsteady current (Wolf and Prandle, 1999).

According to Wolf and Prandle (1999), there are some important concepts to keep in

mind when considering the impact of currents on waves:

» Wave generation by wind — the effective wind is that relative to the surface current,
the wave agec(,/U*) and effective surface roughness may be important. ¢jesethe
wave phase speed atid is the friction velocity of the wind. The effective fetch also

changes in the presence of a current.

» Wave propagation — current refraction is dependent on the spatial variation of currents,
which could decrease or increase towards the coast. Generally, shoaling depths will
increase the tidal amplitude towards the coast until friction reverses this trend. The

waves will tend to turn towards the direction of the current axis.

« Doppler shift— the effect of a steady current on intrinsic (relative) wave

frequency.

+ Steemning of waves on an opposing current due to shorter wavelength and
increased wave height. This is a consequence of the principle of conservation of

wave action.
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* Modulation of absolute frequency of the waves by unsteady currents and
modulation of intrinsic frequency by propagation over spatial gradients of

current.

* Wave-current bottom stress various empirical theories for wave-current
interaction in the bottom boundary layer suggest that the friction coefficient
experienced by waves in a current regime will be larger than if there were no

currents.

» Effect of vertical current shear stresses on wave breakiwgnd-driven surge

currents would be relevant to this.

Waves can be affected by the presence of currents due to refraction, modification of
bottom drag and blocking (Bolanos et al, 2008). An impact of currents on waves
modifies the wave period the waves will propagate faster when their direction of
propagation is the same as the current direction. Also, the water depth will have an
influence on the waves, so low tide affects the waves more than high tide, due to bottom

influence on the waves (Pleskachevsky et al. 2009).

2.4 Effect of waves on currents

The effect of waves on currents can be seen in an apparent decrease in tidal current
amplitude with increasing wave height. This is attributed here to an increased bottom
friction coefficient for the current flow due to the presence of waves (Wolf and Prandle,
1999). This friction of the wave with the bottom leads to wave energy loss and to the
appearance of radiation stresses, which in turn cause long-shore currents and wave set-
up. Also, the effective surface drag coefficient for wind-driven surge currents may
change with wave age. Prandle (1977) shows that bottom friction has little effect on

depth-averaged tidal current in water depths greater than 50m (Wolf and Prandle, 1999).
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Currents can be modified by waves due to an increase in turbulence, Stokes drift,
Langmuir circulation, radiation stress and indirectly by a modification of the wind
stress. The behaviour of the Stokes drift has been theoretically measured and modelled
in several ways (Bolanos et al, 2008). The wave energy can be transferred to currents
(radiation stress): this effect occurs when strong energy gradients appear, especially in
shallow water. The waves lose their energy here due to stronger bottom friction, and as

a consequence they slow down (Pleskachevsky et al. 2009).

2.5 Tidal currents

In addition to wave’s effect, we need to understand tides and tidal currents, particularly

in the UK where large tidal ranges exist. Tidal currents are tidal streams that vary from
place to place, and are sensitive to changes of depth and to the influence of coastal
embayments and headlands (Howarth, 1982). In the oceans, well away from the
influence of the coast, both the direct tidal forcing and the Corcliglerations act to

induce circulation of the semi-diurnal current ellipses in a clockwise sense in the
northern hemisphere and in an anticlockwise sense in the southern hemisphere. On the
continental shelf the sense of rotation is usually controlled by the bathymetry and by
coastal wave reflections. Another important influence on the sense of ellipse rotation
near a coastline is the presence of shelving beach or an embayment. In a pure standing
wave system, currents are rectilinear with maximum amplitudes near the nodes or
amphidromes such as in the southern North Sea, and southern entrance to the Irish Sea.
The strongest currents are observed in the English Channel and Dover Straits, in the

Irish Sea and North of Ireland (Pugh, 1987).

One of the most distinctive features of the Continental Shelf Sea is the relative strength

of the tidal currents compared with those that occur in the deep sea. From the point of
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view of fluid flow this feature is easy to explain. Just as flow through a large-diameter
pipe accelerates as thée’s diameter decreases, so a slow tidal flow in the deep sea
accelerates to fast tide over the shallow continental shelf. In shelf regions, tidal currents
are usually ten times stronger than currents from other sources (wind or convection due
to fresh water from rivers) (Dyke, 2007). Tidal currents may be broken down into their
harmonic constituent ellipses or rotary components, measured, analysed, and predicted
in the same way as tidal levels (Pugh, 1987). Tidal currents can also be specified by the
amplitude and Greenwicphase lag of the two components of the tidal current vector,
each of which can be determined independently from harmonic (or response) analysis in
the form of a tidal ellipse, instead of the individual components. Four parameters
completely describe the tidal ellipse and hence the tidal current for a single constituent
(Kantha and Clayson, 2000). The ellipse parameters for tidal currents are the semi-
major and semi-minor axes, inclination and phase angles. The inclination angle is the
angle which the semi-major axis makes with the x- (east) axis. The phase angle is the
angle corresponding to the time of maximum velocity. The calculation of these

parameters is beyond the scope of this research.

The current associated with a tidal constituent is a two dimensional periodic vector and
as such can be approached in three different but complementary ways. Each describes
the motion in terms of the four parameters - the amplitudes and phases of two
orthogonal components; the amplitudes and phases of a clockwise and anticlockwise
rotating vector, (an ellipse described by the motion), its maximum and minimum
amplitude and the phase and direction of the maximum. The first orthogonal
components, usually in the east and north directions, is the easiest for analysis and
computation but is lacking because the choice of directions is arbitrary, having no

dynamical significance. The second is not only a step between the other two but also
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has dynamical significance because of Earth’s rotation (in the northern hemisphere
clockwise motion is favoured). The third; the ellipse parameters may be presented in
four separate contour maps, are independent of a coordinate system and make most

sense for presentation purposes (Howarth, 1990).

Tidal currents play an important role around tidal inlets, estuaries and open coasts,
where the currents are strong enough to cause significant bottom changes. The
propagation of tides along the ocean coasts and shallow waters normally are described
by the shallow water equations, as tidal wave lengths are large compared to the water

depth (Roelvink and Reniers, 2012).

2.6 Wave-current interaction

The main sources of energy in the coastal region are in the following order: tides, surges
and wind waves. Tides and surges have a significant impact on shallow water waves.
Interactions occur between these different ‘waves’ because the tides and surges change

the mean water depth and current field experienced by the waves (Wolf and Prandle,
1999). The wave current interaction equations have been studied extensively (e.g.
Longuet-Higgins and Stewart, 1962, 1963; Bowen, 1969; Grant and Madsen, 1979)
Stokes drift is a well known second order wave process describing the net transport due
to waves (Bolanos et al, 2008). Surge and tides are both long waves with periods of
several hours, surface gravity (wind waves) have periods of several seconds (Figure
2.3), thus linear wave theory is sufficiently accurate, in the depths of water concerned
greater than 12.5m mean depth, and significant wave heights less than 5m, for the

purposes of dispersion (Wolf and Prandle, 1999).

The term wave-current interaction is commonly used to define the complex nearshore

interaction of currents and the wave motion. To understand this process we require the
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derivation of the depth-integrated, time averaged equations of momentum and

continuity. Some assumptions help to simplify such equations since this particular

nearshore zone is highly turbulent: from integrating differential equations over the depth

from the bottom to the free surface, applying the appropriate boundary conditions which

are affected significantly by contributions of bottom friction, bottom stress and surface

stress (Svendsen, 2006).
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Figure 2.3 Classification of the spectrum of ocean waves according to the wave

(after Munk, 1950)

In order to study the wave-current interactions, we need to separate the waves from the

currents, and their physical mechanisms. The total velocity of a water pagtisle

divided in three parts: the time-averaged current velocity; the oscillatory part

representing the wave motion; and the turbulent fluctuation. Thus we have:

u =U+u, +u
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where, u is the time-averaged velocity, is wave-induced velocity and’ is the

velocity fluctuation due to turbulence.

Waves and currents are coupled through the following physical mechanisms: i) surface
shear stress, the effect of surface waves on the drag coefficient; ii) bottom shear stress,
waves enhance the turbulent mixing, therefore, waves modify the bottom stress
experience by currents (Grant & Madsen, 1979; Zou, 2004); and iii) radiation stress
which represents the excessive momentum flux within the circulation due to the

presence of waves (Longuet-Higgins and Stewart, 1964; Zou).2006

The forces acting on the free surface are a combination of wind shear stresses and
surface pressure that together add up to the total stress. In case of strong winds blowing
over waves, these create a pressure distribution and a shear stress distribution on the
sloping surface. The shear stress is larger in the upstream side where the pressure is
smaller. At the rear side of the wave the pressure is strongly negative and the shear

stress is small (Svendsen, 2006).

A theoretical model presented by Pradeep et al (2011) describes the current velocity
within and outside a waveurrent boundary layer, to quantify the associated bed shear
stresses for waveurrent interaction at an arbitrary angle. The model indicates that the

wave-current interaction angle is not significant for wamerrent flow properties.

2.7 Bottom friction

Another term to assess the tides induced currents and waves induced currents is the
bottom friction which is responsible for energy dissipation at the seat lmedy reach a

few watts per square meter, which is comparable to the energy input by the wind for
moderate winds (Cavaleri et al, 2007). Within the bottom friction, the bottom stress is

responsible for the sediment transport and the mixing column of water.
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2.7.1The bed shear-stress

Currents and waves effects on the sediment dynamics take place primarily through the
friction they exert on the sea bed. This is expressed in terms of bed shear-stress, which
is the frictional force exerted by the flow per unit area of bed (Soulsby, 1997). The bed
shear-stress has units of force per unit area, which can also be written in units of

velocity, as the friction velocity (or shear velocity), which is defined through the
1
relationshipr, = pu?, oru, = (7,/p)z, andp is the density of the water.
Friction velocity can be related to the turbulent fluctuations in the real velocity

components. A dimensionless form of the bed shear-stress and its relationship to the

sediment is the Shields parameter defined by:

g = To _ uf (22)
~glps—p)d  g(s—1)d

whereg is the acceleration of gravity,is the is the density of the watex, is the
density of sediment grains, s is the specific dengityd), and d is the characteristic

diameter (usually the median grain diameter) of the sediment.

Soulsby (1997), states that the generated bed shear-stress depends not only on the speed
of flow, but also on the roughness of the sea bed. This can be measured using either the
Nikuradse roughness (related to grain size) or by the roughness length (derived from the

velocity profile).
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2.7.2Bottom friction dissipation

The physics of the influence of a current on bottom friction dissipation is not fully
understood. Bottom friction dissipation represented by the bottom friction, is regularly
considered in shallow water modelling. With the exception of particular conditions as
the southern and northern sea, bottom friction is rarely the dominant process for the
proper evaluation of the wave conditiofifiere is a fair idea of the physics involved,

but a lack of a solid quantification of the energy lost in the process (Cavaleri et al,

2007).

The same approach used for wave-bottom conservative interactions is usable also for
currents. The level of interaction depends on the amplitude and the spatial scale of the
current variations. The modifications of waves when interacting with currents are not
interesting only on themselves, but also for remote sensing, both from space and from
coastal measurements. A strong limitation to the operational implementation of the
extensive theory available is the lack of sufficiently accurate description of the current
field in the open sea. The difficulty of the problem increases considerably once we
consider the currents as three-dimensional. Even, a better description of the current field

is required to evaluate its effect on the wave field.

Another problem, pointed out by Cavaleri et al (2007), is the availability of the
information (the characteristics of the bottom) required for the correct evaluation of the
bottom friction. Within the relevance of the process for the evaluation of the wave
conditions at a certain location, a detailed knowledge of the bottom characteristics of the
area is a mandatory condition. This helps to decide which process can be locally
relevant and, therefore, which processes need to be included in a model. However, even
if the relevant processes were identified, the correct quantification of the energy

involved in the processes is still a problem, as their physics itself implies that small
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changes of the wave conditions can lead to an order of magnitude diff@nethe

overall energy budget. How to deal with this problem is still an open question.

2.8 Radiation stresses

When the waves break, the wave momentum is transferred to the water column,
inducing near-shore currents; this is called radiation stress, an additional term to study
wave induced currents. In 1964, Longuet-Higgings and Steward published a paper
where the radiation stress was discussed physically and applied to water waves. They
define the radiation stress as the excess of momentum due to the presence of waves or

the flux of momentum carried by the ocean waves.

Assuming a propagating wave in x-direction, and assuming that linear wave theory
holds, the horizontal and vertical components of the wave velogitgndw ,

respectively, may be expressed as:

u = —=—coshk(z + h) cos(kx — wt), and (2.3)
w =—2_sinhk(z + h) sin(kx — wt). (2.4)
2sinkh

where, k is the wave number, h is the water depth, z is the surface elevation, H is the

wave amplitude, o is the angular frequency.

The total flux of horizontal momentum across unit area of a vertical pglafxet), can

be found by integrating + pu? from bottom to surface:

n (2.5)
M(x,t) = f(p + pu?)dz
“h
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The principal component of the radiation stress, is defined as the mean value of

M (x, t) with respect to time, minus the mean flux in the absence of waves. Thus:

T (2.6)

Sxx = f(p + pu?)dz — fpodz
) ~h

Essentially,S,, consists of three main ternsg, = Sy, + S, @ + 5.,

T 2.7)

S ® = fpuzdz
“h

0 2.8)
Sxx(Z) = f(p — po)dz
-h

m (2.9)
Sxx(3) = fpdz
0

wheres,, ! is the vertically integrated Reynolds stress (or kinetic enesgy’ is the

change in mean pressure with the fluid, &pd® is the potential energy density.

All the above equations have been derived using the small-amplitude approximation,

hence,S,, ! is identical to the vertically integrated Reynolds sti@s3, from the

bottom to the surface, in the stream-wise direction x:

0 (2.10)

]
S = fpuzdz = jpﬁdz
“h “h
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Sxx(z) arises from the change in mean pressure within the fluid and it is assumed that

there are no non-hydrostatic effects, then:

0 (2.11)
Sxx(Z) = f(ﬁ_ Po)dz
-h
From incompressibility and continuity:
p+pw? =—pgz =p, (2.12)
So
p—po=—pw? (2.13)

Which means thai is generally less than the hydrostatic presgpyrand zero, it also

means thas,,® < 0. Combining equations 2.11 and 2.12 and 2.13:

0 (2.14)
Sex™ + 8P = fp(u2 —w?)dz >0
“h

After integration of equation 9, applying the velocities defined in equation 1, we have:

2
C Wyg @_ pgH?*kh (2.15)
xx x> 4 sinh 2kh

It worth mentioning that for deep water, where the particle orbits are circles, the

addition of the first two terms of the radiation stress is zero 1@.¢. w2), while in
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shallow water u dominates (ewg? = 0). The sum of these first two terms is twice the

kinetic energy density, that is, the total energy density of the waves.

The third termS,,® = ["pdz can be simplified, if we assume that the pressure at any

point in the surface fluctuates in phase with the surface elevation (that is, we assume the

fluid is hydrostatic):
p=pg(n—2z) (2.16)
Substituting 2.16 into the integral 6, ®, we have:

®3) _ pgn_z _ pgH? (2.17)
2 16

SJC X

S is the potential energy density, that is to say, half the total energy density E

whereE = %pgnz. If we express all the terms in terms of E, we find that:

S, = E( 2kh 1). (2.18)

sinh 2kh 2

The ratio% lies always between 0 and 1. In deep wdtgr > 1) the ration tends to

0 and so:

1
S = (2.19)

While in shallow water(kh < 1) it tends to 1 and so:
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3
S=2k (2.20)

The transverse radiation stre§s, has the same definition &g,, where v is the

transverse component of velocity.

1 n (2.21)
Syy = f(p + pv?)dz — fpodz
“h

In gravity waves the transverse velocity vanishes everywhere, thus,
1) _
Syy™ = (2.22)

wheres,,® ands,,® are equal t8,,® ands,,® respectively. Following the same

methodology in a similar way as {8y,

n (2.23)
Syy(l) = fpvzdz =0
~h
and
n (2.24)
Syy(z) = fpwzdz = Sxx(z)
“h
likewise
¢ @ ,0977_2 e ® (2.25)
yy —T— xx

which results in
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_ kh (2.26)
YY" " sinh 2kh

where the total energy densityi€

1 H?

In deep wates,,,® cancelss,,® ands,,, vanishes:

by = 0. (kh> 1limit) (2.28)

In shallow water the mean square vertical veloeiy is small. Hences,,® is

negligible, and

(2.29)

S

vy

1
_5 @
=5, =5E.

In the 2D case being discussed, the x-axis is aligned in the direction of wave

propagation. The flow of x-momentum across the pjane constant is given by

T (2.30)

Sxy = f puvdz
~h

There is no contribution from the mean pressure. Simceanishes identically,
Sxy = 0. (2.31)

If for some reason the co-ordinate system is not orthogonal, there will be a non-zero

shear stressS,,,.
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In summary, the radiation stress tensbican be calculated by the ordinary tensor

transformation rules from the two-dimensional tenSpmwhich in diagonal form is

given by
2kh N 1 0 (2.32)
S—F sinh 2kh = 2
0 2kh
sinh 2kh

2.9 Cross-shore currents

Cross-shore currents are explained in the momentum exerted by the waves as the
balance between the wave set-down and wave set-up. Wave set-down is when the water
depth decreases toward the breaking point, the height of the MWL decreases and it
reaches its lowest point at the breaking point. Waves incident on a shallow water region

increase in amplitude and steepness, and finally break, producing a change in mean
water surface level. This is caused by a change in the radiation stress (Longuet-Higgings

and Steward, 1962).

Inside the surf zone, wave energy is dissipated by wave breaking, the radiation stress
decreases, and setup of the mean water level occurs (Horikawa, 1986). Wave setup

results in a water level which increases shoreward from the breaking point.

It is found that for the cross shore momentum balance, the change in radiation stress is
quite large. However, in the case of small bottom friction, the radiation stress is
balanced by the pressure force represented by the increase of mean water level. If this
mean water level difference (slope) is 1/30 or larger, then this slope could drive a
current if left unbalanced. On the other hand, if the two forces are balanced, there would

be no forces left to create currents (Svendsen, 2006).
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2.10Long-shore currents

Radiation stress theory has been successfully used to explain the presence of long-shore
currents (Bowen, 1969). Significant momentum can be transferred from waves to
currents when a strong radiation stress gradient occurs due to wave breaking and to the
bottom friction in the near-shore region. Radiation stress gradients are determined from
the spatial gradients in the directional energy spectrum of the wave model, and the
strongest gradients in radiation stress occur where depth-induced breaking happens

(Mulligan et al, 2008).

To explain physically the long-shore currents or long-shore momentum variation, we
have to address Svendsen’s (2006) definition that relates these variations to three

balancing forces or processes:

d s . d jn . 5o (2.33)
— =Syt | Tydz—1y =
dx dx —h \-;l-l

t iii

The first term in Equation (2.33) is the cross-shore rate of variation of the long-shore
radiation stress componeny,,Swhich acts as a driving force for currents; however,

outside the breaker line there are no driving forces in the long-shore direction.

The second term, which is the bottom shear stress, restrains the currents but unless there

is a current its value will be zero.

The rate of change of the time-averaged and depth-averaged turbulent shear,stress,

given by the termiif), act as a distributing (or dispersion) mechanism that trar%gérs

driving forces in the cross-shore direction. This mechanism is also called lateral mixing.
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In other words, the long shore momentum is balanced by the bottom shear stress. Here
the lateral mixing only distributes the forcing in the cross-shore direction. However, the
long-shore component of the driving radiation stress is much smaller than the cross-
shore componentS{, < S,,), because the incident angtg, of the waves relative to

the normal to the shore is assumed small (Svendsen, 2006).

2.11Nearshore circulation

Nearshore circulation is the term used for the complex nearshore currents generated by
the short wave motion. These currents are determined by the depth integrated and time

averaged equations of continuity and momentum (Svendsen, 2006).

The forcing available for driving currents depends on how the radiation stress gradients
and the pressure gradients develop. This forcing can be expressed as the Forcing

Residual R, which is defined as the vectorial sum of the two gradients

0 3Sus (2.34)

Wherex and 8 denote the traditional tensor notation instead of i, j. If the depth
variations are such that the setup generated at two neighbouring cross-shore profiles is
even moderately different we can have a situation where there is a (perhaps small) long-
shore difference in the setup at the two positions. This corresponds to a long-shore
gradient inp which can be a noticeable forcing in comparison to the other (small) long-
shore forces. Therefore, as the expressiomR fahows, this small gradient can drive a
long-shore current, which can be strong locally. Thus in more complex situations on
natural beaches it is often not a good approximation to neglect the first term in R, as we

are able to do on a long straight coast. One can say: a coast only needs to deviate very
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little from long and straight for the long-shore variations to be important. This also
applies to the incoming waves. This can easily result in long-shore variations caused by
(small) offshore depth variations that create refraction of the waves resulting in focusing

or spreading of the waves near the shore (Svendsen, 2006).

In the depth-averaged equations of continuity and momentum equations, the total
horizontal velocity u can be divided into two parts due to the currents and the waves a

current part and a wave-part, thus, we separate them.

2.12Sediment transport
2.12.1  Suspended sediments

Particles in suspension under the combination of waves and currents are typically
associated with strong tide-induced, wind-induced or wave-induced currents, hence, the
vertical mixing turbulence results in additional upward transport of particles yielding

large concentrations in the upper layers. Under the combined waves and currents, the
current-related transport is dominant, and can be derived from the time-averaged

variables from the momentum equations (Van Rijn, 1993).

The transport of particles by rolling, sliding and saltating is called bed-load transport.
The bed load can be defined as the product of particle concentration, particle velocity
and layer thickness. The first bed-load formulation was presented by Meyer-Peter and
Mueller (1948), for unidirectional flows. Through the years this formulation has been

tested and modified.

Suspended sediment transport happens when the value of the bed shear velocity exceeds
the particle fall velocity, then the lifted particles reach turbulent forces comparable to or

higher than the submerged particle weight, and the particle motion becomes random or

55



chaotic. The suspended sediment generally is described as sediment concentration
which is the solid volume per unit fluid volume ¥m?®) or the solid mass per unit fluid

volume (kg/rf), see as suggested by Van Rijn (1993).

Soulsby (1997) have indicated that the suspended sediment occurs when current speeds
or wave motion is above the threshold of motion. At that stage, sand is entrained off the
bed and into suspension, where it is carried at the same speed as the current. As a result,
the proportion of the sand particles carried in suspension is much larger than that being
carried as bed-load, where the suspended load is an important contribution to the total

sediment transport.

2.12.2 Bed-load transport

The total load transport rate is integrated over a water depth, near the bedload layer, for
the combined waves and currents, speed velocity and the sediment concentration are
taken to be the mean values over a wave cycle plus a contribution of the covariance of
the time varying velocities and concentrations. Soulsby (1997) studied the covariance

contribution and suggests that it can be quite large, and is often in the opposite direction

to the current, thus, the net sediment transport is reduced or even negative. When the
waves are significant with small currents, a storm case, the covariance is greatest. There

is still a gap of knowledge in the quantification of the contribution of this covariance.

In general for most models, the bedload transport is treated as a function of the near-bed
velocity or bed shear stress, in 2DH models the bed shear stress follows the depth-
averaged flow, whereas in 3D models it follows the near bed flow. (Roelvink & Reniers,
2012). The waves interact with the current in modifying the bed shear stress, the bed
ripples, the sediment mobility and the near-bed current transporting the sediment.

(Roelvink & Reniers, 2012). The total sediment transport rate is usually an important
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guantity to address practical applications such as engineering works in coastal areas
(Soulsby, 1997): dredging channels, morphodynamic changes by coastal structures,

obstacles, and etcetera.

2.12.3  Erosion and deposition

Bedload transports are modelled in a simple way because the adjustment of the transport
of sediment particles close to the bed adjusts rapidly to the new hydraulic conditions,
however, suspended load transport does not have such behaviour because it takes time
to transport the particles upward and downward over the depth and therefore it is

necessary to model the vertical convection-diffusion process.

In an accelerating flow there is a vertical upward transport of sediment particles due to
turbulence which occurs as long as the sediment transport capacity exceeds the actual
transport rate. Van Rijn (1993) showed that the suspended sediment transport during

decelerating flow is always larger than during accelerating flow

In an accelerating flow the suspended sediment concentration is typically lower than the
equilibrium concentration, which is the concentration that would occur for stationary
and uniform conditions, because the sediment has to be picked up and transported
upwards by turbulent dispersion. When the flow decelerates or the waves are reduced,
there is more sediment in suspension than the flow can support and sediment settles out.
(Roelvink & Reniers, 2012). The large instantaneous shear stresses associated with
intensified near-bed turbulence often dominate sediment resuspension and enhance
bedload transport (Warner et al 2008). These processes combined have an impact on the
coastal areas, thus, in the following chapters we will focus on the Wave Hub site to

analyse the processes and the impact of a wave farm in the area.
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To summarise the general behaviour of the sediments and the morphology, there are:

Sand tends to go in the direction of near-bed current.

e |If the current increases, the transport increases by some power greater than 1.

e On a sloping bed, sediment transport tends to be diverted downslope.

e The near-bed orbital motion of waves stirs up sediment and thus increases the

transport magnitude.

In shallow water, the wave motion becomes asymmetric in various ways, which

leads to a net transport term.

2.13Summary

Renewable energy is very important for governments, local authorities and industry, as
alternative energy. The use of renewables minimise consumption of fossil resources,
and thus the amount of G@xerted to the atmosphere. One of the aims of the Wave
Hub project is to provide and to contribute to the electricity supplied in the Southwest
of England. The Wave Hub project is subdivided in multidisciplinary areas, one of
them is the effect of the wave energy devices on the wave-current interaction and
morphology changes, particularly in the lee side of the wave farm, which is the purpose
of this research. In the nearshore coast of the Wave Hub site, there is the need to
understand and to estimate the hydrodynamics and morphology in order to assess the
environmental impact of the wave farm. The tides are the main driving force for the
sediment transport in the Southwest coasts of England, followed by the wave action,
these two driving forces are rather complicated to model at the same time, and it only

can be done properly with new highly non-linear numerical models.
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Numerical modelling has been applied to study the impacts of the state-of-art wave
farm (Section 2.2), however, these studies lack of validation and calibration of the
models to the local environment. Even, the results are mainly for the area close to the
Wave Hub site. Also, there are no further studies in the near-shore area of the Wave
Hub site, particularly numerical modelling systems integrating waves, currents,

sediments, morphology and the wave farm.

The present study is intended to use numerical models which are capable of
reproducing the hydrodynamics and morphodyramiiven by waves and tides. Thus,

we need to validate the waves and tidal currents predicted by the coupled model first,
and then incorporate a sediment transport model in the model system, and finally run

the model with the presence of the wave farm.

In this Chapter 2 the physics behind the wave-current interaction and the sediment
transport were presented. First, the tides and tidal currents have been addressed, then a
look into the theory of wave-current interaction. Second, the wave induced currents
through radiation stress is discussed in depth. Finally, the theory of sediment transport
relating to suspended and bedload transports. In the next Chapter the wave model is
validated with wave buoy observations, the tide induced currents is characterised with
the presence of the wave farm. Also, the flow circulation model is validated with tide
observations and parameterised waves. The coupled modelling system is validated to

against measured observations.
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3. The Modelling System

3.1 Introduction

As discussed in Chapter 2, the characterisation of wave resources is important for
assessing the performance of the wave energy devices in a wave farm and the impacts to
the surrounding environment, particularly the wave-induced currents and tide-induced
currents. Also a modelling system is suggested to study these interactions; the system is
composed basically by a wave model and a flow circulation model. The selection of the
models was carried out among other similar models, this included type of equations,
physics considered for wave-current interactions, sediment transport model
characteristics, usability among other users,latthe end two wave models, WAM and
SWAN, as well as two flow circulation models, ROMS and SHORECIRC, were

reviewed.

The decision to select the wave model lies on the nature of each one; basically the
scientific philosophy of SWAN is identical to that of WAM cycle 3, whereas the WAM
model considers problems on oceanic scales, with SWAN the wave propagation is
calculated from deep water to the surf zone. Since, WAM makes use of explicit
propagation schemes in geographical and spectral spaces, it requires very small grid
sizes in shallow water, and thus, it is unsuitable for applications to coastal regions. For
that reason, SWAN employs implicit schemes, which are more robust and economic in
shallow water than the explicit ones. Note that SWAN may be less efficient on oceanic
scales than WAM (Booij et al, 2009). As a result, SWAN is selected because it can be

applied to coastal areas to study wave induced currents.
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The SHORECIRC model has a quasi-3D circulation mode, includes wave-induced
currents, wave transformation, current-current circulation, surf modes, tidal currents,
and rip currents. However, it can be applied only on small coastal areas. It has a
barotropic circulation mode, the baroclinic version is adaptable. It has one way coupled
system with SWAN-SHORECIRC. The sediment transport model is adaptable. The
momentum balance is between horizontal radiation stress, horizontal advection, vertical
viscosity and the pressure gradient, and it has depth averaged radiation stress. If the user
requires help or information about this state of art model, the FAQ section in their
website was last updaten 2007, and thuso users’ forum. The installation might be

easy; it can be run on multi-processors.

The Regional Ocean Modelling System (ROMS) is a fully 3D baroclinic circulation
model which includes more physics and can be applied to include river flows, tracer
advection (stratification), Coriolis forcing and can span spatially. It can be applied over
large coastal areas (from shelf to coastal domains). It has modules for wave
transformation, surf mode and wave breaking (adaptable). The coupling with SWAN is
a two-way coupling. It has a sediment transport coupled system, and computes a depth-
dependent radiation stress in 3D (vertical variation) due to momentum balance between
horizontal radiation stress and the pressure gradient. The website provides full
interaction with the users, even the FAQs are in real time, and all the sections are fully
documented. The setup is complex and highly complicated, it requires additional netcdf
and hdf5 libraries, also graphics interphase, grid creator and is run on Linux ambient. It
also can be run either on shared or distributed memory. From the description of ROMS
and SHORECIRC it is clear that ROMS would capture the interaction between waves

and currents more accurately than SHORECIRC.
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3.2 The integrated modelling system

In this study, the Simulating WAves in the Nearshore (SWAN) spectral wave model
(Booij et al, 1999) and the flow circulation Regional Ocean Modelling System (ROMS)
are used to form a fully two-way coupled modelling system (Warner et al, 2008). In
order to validate the hydrodynamics and to assess the impact of the wave farm, the
modelling system has to be accurate; this is possible if a finer grid resolution is applied.
To avoid large consumption of time and computational memory, a nested modelling is
required. Otherwise, we have to set up a finer grid resolution in a large scale area, which
would demand large amounts of computational time. Moreover, SWAN and ROMS are
coupled in a two-way online mode; this simplifies and avoids numerical errors and

significant time by interpolating data in the offline one-way mode.

As shown in Figure 3.3, the SWAN model is run with three nested domains with
progressively finer grid resolutions. At the finest grid (L3), SWAN is coupled with
ROMS to form the coupled modelling system (SWAN+ROMS). The coupled modelling
systemis applied to assess the impact of waves on tidal currents and tidal currents on
waves. To achieve this, a series of different cases combining spring and neap tides, high
and low water levels, and high and low wave conditions, were investigated to examine

the changes in wave parameters, current velocities and bottom stresses.

In the two-way coupled modelling system (see Figure 3.1 for details), the ROMS model

computes surface levels, depth averaged horizontal velocity components and bottom
stress based on the given sediment grain size; and the SWAN model computes wave
height, wave length, wave period and wave bottom orbital velocities. Between these two
models, the currents and water levels computed in ROMS are used in SWAN and the

radiation stresses derived from SWAN are used to calculate the wave-induced current in

63



ROMS, so that the dynamic interaction between waves and tides is achieved. In
addition, the wind fields, provided by the Global Forecast System model, are used as the
surface forcing in SWAN model for predicting the wave field, but, the wind stress is

ignored in the ROMS model due to the relatively small computational domain.

Wave Watch Il

*wave parameters \
*wind fields

I Sediment Transport

Morphology

Tide Model Driver:
*Tidal currents —7

*Sea surface elevations

Figure 3.1 Schematic diagram of the integrated modelling system.

The coupled system is aimed to gain the most physics for the advantage of non-linear
interactions such as the wave-current-sediment transport interaction, from three
independent models. The two-way coupled process consists of the calculations of wave
variabkes (SWAN) and hydrodynamic variables (ROMS) linked in the Model Coupling
Toolkit (MCT) (Larson et al, 2005; Warner et al, 2008b). In other words, SWAN
calculates the waves and waits until ROMS calculates the hydrodynamics, then the

MCT distributes the information to the respective grids.

This process is represented in Figure 3.2, where ROMS sends to SWAN surface
horizontal velocities, sea surface elevation and the bathymetry being updated every time

step. SWAN sends to ROMS wave height, wave directions, wave length, horizontal
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wave bottom velocity, surface wave period, bottom wave period, wave dissipation and a

percentage for breaking waves.

For the vertical distribution of the wave forcing in ROMS, the wave information is sent

to the surface and the bottom layers, then, the radiation stresses are calculated from
Equations 3.9, 3.10, 3.11, 3.15 and 3.16. The wave energy is function of wave height
and depth, thus, from hyperbolic functions (Equations 3.17 and 3.18) the wave forcing
decays exponentially with depth, calculating radiation stresses every time step for every

vertical grid layer.

Ubar, Vbar, n, bathy

«
£

Hwave, Dwave,
Lwave, Ubot,
Wdissp, Wbreak,
Tp s, Tp b

Model coupling toolkit (mct)
netcdf and hdf5 scientific libraries
MPI or OpenMP machine architecture

Figure 3.2 Schematic diagram of the two-way coupling with the MCT model.

In order to analyse the sediment transport due to waves and currents in the area, and
assess the morphological changes in nearby beaches, a sediment transport model
embedded within ROMS was incorporated in the modelling system. The Soulsby and
Damgaard (2005) formulae was applied for computing bed-load transport which
accounts for the combined effects of mean currents and asymmetrical waves

contributions. The suspended sediment transport in the water column is computed by
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solving the advection-diffusion equation, with an additional source/sink term to account
for vertical settling velocity and erosion. Bottom shear stresses are used to determine re-
suspension and transport, providing feedback from the sediment dynamics to the

hydrodynamics (Warner et al, 2008).

3.3 Wave model
The Simulating WAves in the Nearshore (SWAN) wave model is a phase-egerag

wind wave model developed by Booij et al. (1999) that is widely used to simulate wave
conditions in coastal areas. Ris et al. (1999) provided spectral verification for the model
for stationary storms in coastal regions along the Netherlands coast. Ou et al. (2002)
estimated cyclonic wind fields and use SWAN to simulate typhoon wave conditions
over a regional domain near Taiwan, comparing model results to observed bulk wave
statistics. Rogers et al. (2002) describddtecapping as the ‘‘least understood” wave
process and investigated a fundamental problem in the form of the whitecapping term in
SWAN, causing dissipation to be very sensitive to the presence of swell. Rogers et al.
(2006) tested SWAN for stationary and non-stationary cases, over cascading domain
scales in southern California. They found that primary contributors to model error,
when compared to buoy data, were inaccuracy in the representation of wind forcing,
inaccuracy in the directional distribution of wave energy at open boundaries and the
relatively poor prediction of wind-sea growth/dissipation using stationary computations

(Mulligan et al, 2008b).

3.3.1Governing equations

The SWAN model (Booij et al, 1999) is a third generation shallow-water spectral wave
model that includes wave propagation, refraction due to currents and depth, generation

by wind, dissipation (whitecapping, bottom friction, depth-induced breaking), and
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nonlinear wave-wave interactions. Longuet-Higgins and Stewart (1960, 1961, 1962)
founded the theoretical description of wave-current interactions. Since then, many
additional results of wave-current interactions have been published. If waves propagate
in the presence of ambient current, action density is conserved whereas energy densit

is not. Therefore, in SWAN the action balance equation has been adopted.

SWAN is widely used to simulate wave conditions in coastal areas, where propagation,
wave generation and dissipation processes are represented as: refraction and shoaling,
reflection, diffraction, bottom friction, ambient currents, and depth induced breaking.
The model conserves wave action denaify, 8), equal to energy densify(o,0),

divided by the relative wave frequeney The relative wave frequenwyis related to

the fixed wave frequenay by the wave number vectkrand mean current vector
c=w—k-u (3.1)
The evolution of the wave field in SWAN is described by the action balance equation

aN+a( )N+a( )N+a 1v+a N =
ot T ax N Ty I T G5t T g ot =

Stot (32)

The left-hand side of this equation contains propagation terms in both geographical and
spectral space (refraction is considered as propagation in spectral space). The right-hand
side of the equation contains source terms which model the generation and dissipation

of wave energy.

In Equation (3.2)N(o,6;x,y,t) is the action density as a function of intrinsic
frequencyo, directiond, horizontal coordinates x and y, and time t, all taken from the

linear wave theory. The first term on the left-hand side represents the local rate of
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change of action density in time, the second and third terms represent the propagation of
action in geographical, ¥ space, respectivelynd the wave’s celerity ¢, andc,,. The

fourth term represents shifting of the relative frequency due to variations in depths and
currents, with propagation velocity in o space. The fifth term represents depth and
current-induced refraction, with propagation velocty in 6 space. The term
Sioc(0,8; x,y,t) at the righ-hand side of the action balance equation is the source term
representing the effects of generation, dissipation, and nonlinear wave-wave interactions
(Booij et al, 1999). Radiation stresses are determined from spatial gradients in the
directional energy spectruBY{a, 8). The strongest gradients in radiation stress occur

owing to depth-induced breaking (Mulligan et al, 2008a).

3.3.2Source terms in SWAN

Source terms are empirical and contain empirical constants, these values are mostly
based on literature and have been obtained by studying laboratory experiments or field
observations. The main empirical source terms in SWAN, described below, are wind
input, dissipation (surf breaking, whitecapping and bottom friction), and wave-wave
interactions (Booij, 2008). Wind input consists of a linear and exponential part. The
linear term is dominant only in the first stage of growth (starting from zero wave

energy), thereafter the exponential term dominates.

Surf breaking or wave breaking is when the ratio of wave height and depth idexkcee
(breaking and dissipation), when this happens the dissipation increases rapidly. In the
whitecapping, the dissipation is proportional to the energy density and a coefficient
dependent on the overall steepness of the wave field (wave height to wave length ratio).
Wind input alone would make the wave height grow indefinitely, but whitecapping

limits the wave height growth. Nonlinear wave-wave interactions (quadruplet
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interactions) cause the average period to increase gradually and dominate the evolution
of the spectrum. They transfer wave energy from the spectral peak to lower frequencies
(peak frequency to lower values) and to higher frequencies (the energy is dissipated by

whitecapping), as stated by Booij et al (1999).

Bottom friction and dissipation result from near-bottom orbital velocity and the shear
stress on the bottom. SWAN has the capability to use formulations to vary the friction
coefficient over an area (i.e. bottom roughness). As the waves propagate into shallow
water the bottom friction dissipation is becoming important. This term depends mainly
on the orbital motion of the waves near the bottom, and the bottom roughness. Very
close to the shore surf becomes dominant. This source term depends on the ration

between significant wave height and depth (Booij, 2008).

Dissipation due to bottom friction results from the near-bottom orbital velocity and the
shear stress on the bottom. Both tend to O if the ratio of the wave length and the depth
becomes small. Therefore low frequencies are more strongly dissipated than high
frequencies. The bottom shear stress obviously is dependent on the properties of the
bottom but the default formulation of bottom friction in SWAN does not show any
dependency on bottom properties. Since bottom properties may vary over the area so
that often a variable friction coefficient is usefull. The two other formulations have the
possibility to enter a variable friction coefficient (Booij, 2008). Madsen et al (1988)
configuration in SWAN has been used to activate the bottom friction. It also contains an

equivalent roughness length scale of the bottom set as 0.05 m.
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3.4 Ocean circulation model

3.4.1Governing equations

The Regional Ocean Modeling System (ROMS) is a fully 3D baroclinic circulation
model which solves the Reynolds-averaged Navier-Stokes equations using the
hydrostatic and Boussinesq assumptions (Warner et al, 2008). The ROMS equations
have been modified to include wave induced momentum flux (horizontal and vertical
wave radiation stresses) that are important in near-shore regions by adding depth-
dependent radiation stress terms in the three-dimensional momentum equations and
depth-independent terms to the two-dimensional momentum equations. The governing

equations in Cartesian coordinates are:

0(H,u) 0(uH,u) 0Jd(vH,u) d(QH,u) (3.3)
ot T ax T oy T as JH
H, dp dn 0 v du\ 0(H,S,y)
B -
Po 0x dx 0s H, 0s 0x

dy ds
d(H,v) 0(uH,v) Jd(vH,v) 0d(QH,v) (3.4)
ot T ox T oy tTas T/HA
H, dp on 0 v dv O(HZSxy)
D (o v Oy
Po 0y dy 0s H, 0s dx
_a(HzSyy) +aSpy
ady ds
1dp g (3.5)
0=———>r-= H
Po0ds po
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with continuity as:

a_n N d(H,u) N d(H,v) N d(H,Q) _ 0 (3.6)
Jt 0x dy ds
and scalar transport:
d(H,C) N d(uH,C) N d(vH,C) N a(QH,C) (3.7)
Jt d0x dy ds
d —— Vo ac
= _g( w _H_E) + Csource
z

The equations are closed by parameterizing the Reynolds stresses and turbulent tracer

fluxes as

' u

J— . I — av
T Mg

Mos’

e 9)
€ds’

uIW ! CIWI —

vw

where, u, v, anfl are the mean components in the horizontal (x and y) and verdical (s
directions respectively; the vertical sigma coordisate (z —n)/D ranges froms=-1

at the bottom to s=0 at the free surface; z is the vertical coordinate positive upwards
with z=0 at mean sea leve}; is the wave-averaged free surface elevation; D is the total
water depth D=h#; h is the depth below mean sea level of the sea fifois the grid

cell thickness; f is the Coriolis parameter. An overbar represents a time average, and a
prime () represents turbulent fluctuationsy KK. are vertical eddy viscosity and
diffusivity; Pressure is ;p andp, are total and reference densities for seawater; g is
acceleration due to gravity;andvy are molecular viscosity and diffusivitySSy, Sy
represent horizontal radiation stress,, yx represent vertical radiation stress; C

represents a tracer quantity (e.g. salt, temperature, suspended sedigpgnt)are
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tracer source/sink terms; and a functpe- f(C) is required to close the density
relation. These equations are closed by parameterizing the Reynolds stress using one of

the five options for turbulent-closure models in ROMS (Warner et al, 2008).

The vertical turbulent mixing scheme used is the Generic Length-Scale model,
parameterised as k-¢. k-¢ model is the most commonly used of all the turbulence
models. It is classified as a two equation model; this denotes the fact that the transport

equation is solved for two turbulent quantitieande.

In Equations (3.3) and (3.4) the terms on the left hand side are: the change rate,
horizontal advection and vertical advection, and the Coriolis parameter; on the right
hand side: baroclinic gradient, surface pressure gradient, vertical viscosity, horizontal
radiation and vertical radiation (where the surface roller term is included). Equation
(3.5) represents the hydrostatic buoyancy force, Equation (3.6) represents the continuity
equation and the equation (3.7) represents the scalar transport with similar terms as
equations (3.3) and (3.4). The above equations neglect momentum transfer term that

correlates wind-induced surface pressure fluctuations and wave slope.

The horizontal radiation stress terms (on the right hand-side of Equations 3.3 and 3.4)

are:

kxkx kxkx c? (3.9)
Sxx = KE [7 FesFee + FesFee — FSSFCS] + FTARRzn
Kk Kk, c? (3.10)
Suy = Sy = KE |22 Fesli| + 22 T AgRo
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kyk, kyk, c? (3.11)
Syy = kE WFCSFCC + FesFee — FSSFCS] + TTARRzn
where the terms in brackets are the traditional momentum flux terms due to the waves
(as shown in Mellor 2003, 2005), the last term was added to account for the surface

roller based on Svendsen (1984) and Svendsen et al. (2002), defined with a vertical

distribution as:

Ry

= (3.12)
" [Rydz’

2 4
R,, R, = 1 — tanh (75)
where, R, vertically distributes the additional stress term due to the roller as an
exponentially decaying function with depth gni the ratio of wave height to water
depth ¢ = Hs/D), Hs is the significant wave height, k is the wavenumber (k.2
where L is wavelength),xkand k are the wavenumber components in the x- and y-

directions and c is the wave-propagation speed, computed as:

o g (3.13)
c= v = ktanth

whereo is the wave frequencyw (= 2n/T whereT is wave period). The roller area

(AR) is obtained directly from the wave model or computed from Svendsen (1984) as:

a

V2

(3.14)

AR HSLQIJ

wherea is a parameter with value 0.06, apglis the fraction of breaking waves.

The vertical radiation-stress terms (last term on the right hand-side of Egs. 3.3)and 3.4

are:
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Fsg OE a(kD) (3.15)
Spx = (Fee— Fss) l?a + Fes(1 + S)ET
EF. th(kD 9(kD)
ss coth(kD) Ox
~ Fys OF (kD) (3.16)
Spy = (Fee— Fiss) IT@ + Fes (1 + S)EW
d(kD)
— EFSS COth(kD) W

where the vertical structure functions in Equations (3.15) and (3.16) are:

_ sinh(kd(1 +5)) _ cosh(kd(1 +5)) (3.17)
55 sinh kD T sinh kD

_sinh(kd(1+s)) . _ cosh(kd(1+5)) (3.18)
5S¢ coshkD © ¢ coshkD

and E =pgHZ?/16 is the wave energy. These terms provide in the momentum

eguations wave forcing with a vertical structure that decays exponentially with depth.

The momentum expressions derived by Mellor (2003, 2005) yield equations with a
mean velocity that is consistent with a Lagrangian reference frame. The Lagrangian and
Eulerian reference frames are related by the Stokes velogiteeglw in the x- and y-

directions, computed as:

Us

_ 2kycosh2kD(1 +5) (E N DgAR) (3.19)
Coc sinh 2kD L

74



_ 2ky cosh2kD(1 + s) ( N DgAR> (3.20)

Vs c sinh 2kD L

where the last terms in the parentheses are the roller contributions. Stokes velocities are
subtracted from Lagrangian velocities to maintain a consistent Eulerian reference frame

for the entire model dynamics.

3.4.2Boundary conditions for ROMS

In realistic domains, open boundary conditions can be extremely difficult to get right.
There can be situations where incoming flow and outgoing flow happen along the same
boundary or even at the same horizontal location. The ROMS model has different
vertical and horizontal open boundary conditions (OBC) including open, closed and
periodic, such as, free surface, vertically integrated velocity, full three dimensional
velocity fields, temperature and salinity fields. There are several options for OBC which
can be combined to each other for 2D and 3D test-cases, Mori (2007) has tested the
most significant OBC from the ROMS model focused on tidal inputs. For all the OBC

options see Hedstrom (2009).

There are several combinations of open boundary condition (OBC) in the ROMS. The
user can choice different OBC for free surface, vertically integrated velocity and full
three dimensional velocity field. In this research study the following boundary
conditions were applied in ROMS: FSCHAPMAN free surface; M2FLATHER-
vertically integrated velocity; TRADIATION- transport fields (e.g. S, T, sediments);
M3GRADIENT - 3D velocity fields. Here is summarized and examined OBC in

ROMS.
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3.4.2.1Gradient boundary condition

The Gradient boundary condition consists of setting the gradient of a field to zero at the
edge. The outside value is set equal to the closest interior value. This boundary

condition is probably too simple for realistic problems.

on (3.22)
— =0
0x

3.4.2.2Radiation boundary condition

Orlanski (1976) proposed a radiation scheme in which a local phase velocity is
computed and used to radiate things out (if it is indeed going out). This works well for a
wave propagating normal to the boundary, but has problems when waves approach the
boundary at an angle. Raymond and Kuo (1984) have modified the scheme to account
for propagation in all three directions. In ROMS, only the two horizontal directions are

accounted for:

ac B (C ac L 66) (3.22)
ot *9& Yo
where:
FE)_C (3.23)
¢
Cx - 2 2
%Y 1 (29)
(65 on
Fg_rC] (3.24)
Cy = 2
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_ac (3.25)
ot

These terms are evaluated at the closest interior point in a manner consistent with the
time stepping scheme used. The phase velocities are limited so that the local CFL
condition is satisfied. The radiation approach is appropriate for waves leaving the

domain. A check is made to see which way the phase velocity is headed. If it is entering

the domain, a zero gradient condition is applied.

3.4.2.3Chapman boundary condition

The free surface Chapman boundary condition is a combination of the Orlanski
Radiation BC and a sponge with an absorbing boundary (Chapman, 1985). This OBC

considers wave propagation and gives stability for the gravity wave condition.

an on (3.26)
3¢ TVI@+ho)7 =0
3.4.2.4Clamped boundary condition
The free surface displacement is set to an externally prescribed value
Mps1 = N (3.27)

wheren,, indicates that elevation must be clamped one cell in from the boundary
(Mellor, 2004). This continues to be apopular boundary condition for tidal simulations,
due in part to the smooth spatial variation of elevation data, and readily available

satellite-altimetry-derived data.
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3.4.2.5Flather boundary condition

This extension of a radiation boundary condition was originally proposed by Flather
(1976). Radiation conditions are a popular class of passive OBCs, which are based on
the propagation of a quantitythrough a boundary. Flather condition is a combination

of continuity conditions appropriated for barotropic conditions.

on n an B (3.28)
E + (gh) a—x =0
on pou (3.29)
E + (hu) a =0

The Flather condition can be thought of as applying an adjustment to the externally
prescribed normal velocity based on the difference between modelled and externally

prescribed surface elevations, i.e. a volume error (Carter and Merrifield, 2007).

3.4.3Bottom boundary layer

The bottom boundary layer (BBL) is important for sediment transport formulations
because bottom stress determines the transport rate for bedload and the re-suspension
rate for suspended sediment. BBL determines the stress exerted on the flow by the
bottom, which is used in the Reynolds-averaged Navier-Stokes equations as boundary

conditions for momentum in the x and y directions

o _ w _ (3.30)
S S

ROMS implements two methods for representing BBL processes: (a) simple drag-
coefficient expressions, and (b) complex formulations to represent wave-current
interactions over a moveable bed. The drag-coefficient methods implement formulae for

linear bottom friction, quadratic bottom friction, or a logarithmic profile. The other,
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more complex methods, implement some of the many veaveent BBL models (e.g.,
Jonsson and Carlsen, 1976; Smith, 1977; Grant and Madsen, 1979; Madsen, 1994,
Styles and Glenn, 2000) and couple them with calculations of bottom roughness. ROMS
offers three methods that implement slightly different combinations of algorithms for
the wavecurrent interactions and moveable bed roughness. The first method (sg_bbl) is
based on wave current algorithm and the ripple geometry and movable bed roughness of
Styles and Glenn (2002); the second method (mb_bbl) uses efficient wave-current BBL
computations developed by Soulsby (1995) in combination with sediment and bedform
roughness estimates; the third method (ssw_bbl) implements either the wave-current
BBL model of Madsen (1994) or Styles and Glenn (2000), the differences in approach
among these routines are small, but they can produce significantly different results. In
the present research, the ssw_bbl method is implesiehdng with moveable bed

routines.

The BBL parameterisation implemented in ROMS requires inputs of velocities u and v
at reference elevatian., representative wave-orbital velocity amplitugewave period

T, and wave-propagation directioh (degrees, in nautical convention). The wave
parameters may be the output of a wave model such as SWAN or simpler calculations
based on specified surface wave parameters and should represent the full spectrum of
motion near the bed. Moreover the BBL models require bottom sediment characteristics
(median grain diameter s mean sediment densify, and representative settling
velocity w); these are based on the composition of the uppermost active layer of the bed

sediment during the previous time step.

Ripple heightr,. and wavelengtii, are calculated using information from the previous

time step and the Malarkey and Davies (2003) implementation of the Wiberg and Harris
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(1994) formulation, which is valid for wave dominated conditions. They approximate

ripple wavelength as 53%pand ripple steepness as:

(3.31)

n, Aoy ) dy
% _ exp|—0.095( in (—) +0.442( In (—) —2.28
Ar n, n,

whered, = u, T /m is the wave orbital diameter.

Roughness lengths associated with grain roughngsssediment transportyg, and

bedform roughness length (ripplesgrzare estimated as
T*
Zon = 2.5Ds50/30,  zosr = aDsoay T~ Zopr = arnz /Ay (3.32)

where the sediment-transport coefficients are- 0.056, a; = 0.068, anda, =
0.0204In(100DZ,) + 0.0719 In(100Ds,) with the bedform roughnesssPexpressed

in meters,a, = 0.267 is a coefficient suggested by Nielsen (1992). The roughness
lengths are additive, so subsequent BBL calculations zgise max[zyy + zosr +

Zogr» Zomin ], Where zo,y = 5e~° m. and allows setting a lower limit on bottom drag.

The pure currents and pure wave limits are used as initial estimates for calculations
towards consistent profiles for eddy viscosity and velocity between z0 and zr, using

either the model of Madsen (1994) or Styles and Glenn (2000). Both of these models
assume eddy viscosity profiles scaled hy,,. = /7, in the wave-boundary layer

(WBL) and u,, = \/r_b in the current boundary layer, calculated as:

ku,,.2, Z < Sy (3.33)

KM - { ku*cz, z > 6Wbl
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whered,,;,; is the thickness of the WBL, which scalesugs.T/(2m). T,,. represents

the maximum vector sum of wave- and current-induced stress, byt thenfluenced

by the elevated eddy viscosity in the WBL, and must be determined through an iterative
process. The parametgy is the mean bed shear stress over many wave periods and is
used as the bottom-boundary condition in the momentum equations,, asl the
maximum instantaneous stress exerted over the bottom by representative waves and
currents. These stresses directly influence flow near the bottom and act as agents for

sediment re-suspension and bedload transport.
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3.5 Sediment transport model

The sediment transport model, which is embedded in ROMS, has been incorporated in
the modelling systa for computing sediment transport for beach morphological

changes. The Soulsby and Damgaard (2005) formulae is applied for computing bedload
transport which accounts for the combined effects of mean currents and asymmetrical
waves on bedload flux. The bed model accounts for changes in sea floor elevation
resulting from convergence or divergence in sediment fluxes. These morphological

changes can have an impact on flow transport when they are larger (Warner et al, 2008).

The sediment transport model represents an unlimited number of user-defined sediment
classes. Each class has fixed attributes of grain diameter, density, settling velocity,
critical shear stress for erosion and erodability constant. Two main classes of sediments

are included: non-cohesive and cohesive.

3.5.1Mobile bed

The mobile bed is represented by three-dimensional arrays, constant number of layers,
each with initial thickness, sediment-class distribution, porosity, and age. The mass of
each sediment class in each cell can be determined from these values and the grain
density. The attributes of the sediment classes and descriptions of the subgrid-scale
morphology (ripple height and wavelength) are used to estimate bed roughness in the
bottom stress calculations. Bottom stresses are used to determine re-suspension and
transport, providing feedback from the sediment dynamics to the hydrodynamics

(Warner et al, 2008).

Bed layers are modified each time-step to account for erosion, deposition and track
stratigraphy. Every time step an active-laygithickness is calculated based on the

relation of Harris and Wiberg (1997):
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Zg = max[kl(rsf — @)po, 0] + k, D5 (3.34)

where 7,¢ is bottom skin-friction stress due to combined maximum wave-current
interaction;zt, is the critical stress for erosion, the overbar indicates that is averaged
over all sediment classeB;, is the median grain diameter of surface sediment; and

ki, k, are empirical constants with values of 0.0007 and 6.0 respectively.

Suspended-sediment that is deposited, or bedload that is transported into a
computational cell, is added to the top bed layer. If continuous deposition results in a
top layer thicker than a user-defined threshold, a new layer is provided to begin
accumulation of depositing mass. The bottom two layers are then combined to conserve
the number of layers. After calculating erosion and deposition, the active-layer

thickness is recalculated and bed layers readjusted to accommodate it.

3.5.2Suspended sediment transport

Sediment suspended in the water column is transported by solving the advection-
diffusion equation (3.7), as well as the temperature and salinity. For a suspended-
sediment an additional source/sink term is added for vertical settling and exchange with

the bed as:

OWg m Crn N (3.35)

Csource,m = - s Es,m

Wherew; ,,, is the vertical-settling velocity (positive upwardsg),,, is the erosion
source, and m equals one through the number of classes. The model solves each term of
Equation (3.7) independently, in the sequence: vertical settling, source/sink, horizontal

advection, vertical advection, vertical diffusion, and horizontal diffusion.
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The vertical advection algorithm includes a parabolic method proposed by Colella and
Woodward (1984), and a weighted essential non-oscillatory scheme proposed by Liu et
al (1994). This method integrates depositional flux over multiple grid cells, so is not
constrained by the CFL criterion. Zero-flux boundary conditions are imposed at the
surface and bottom in the vertical diffusion equation. The source or sink term in the
advection equation represents the net of downward settling and upward flux of eroded

material and is only applied to the bottom computational cell.

3.5.3Sediment density effects

The model can simulate processes where sediment density influences hydrodynamics,
such as density stratification and gravitationally driven flows. Suspended sediment
effects on the density field are included with terms for weight of each sediment class in

the equation of state for sea water density as:

Nsed c (3.36)
m
P = Pwater T Z — (ps,m — Pwater)
— Ps,m

3.5.4Bedload transport

ROMS implements two methods for computational bedload transport, which depends
on the characteristics of individual sediment classes, including size D, density, specific
density in water, and critical shear stress. Method 1: the Meyer-Peter Mueller (1948)
formulation for unidirectional flow; and, Method 2: Soulsby and Daamgard (2005)

formulae that accounts for combined effects of currents and waves, the Soulsby and
Damgaard’s formulations have been used as the sediment transport calculations in this

research.

84



Non-dimensional transport rate functidnis calculated for each sediment class and
converted to dimensional bed-load transport ratgsapplying horizontal vector

guantities with directions that correspond to the combined bed-stress vectors.

(3.37)
qpr. = cb\/(s - 1)9D530Ps

To determine the sediment transport rate functgnthe Soulsby and Damgaard’s

formulations are commonly used.

3.5.4.1Soulsby and Damgaard’s bedload transport

The Soulsby and Damgaard’s formulations are based on numerical integration, over a

wave cycle of non-dimensional transport equation:

. o (3.38)
® = max [4,0°5(6, — ac)eif,o
c

where® ande_sf) are vectors with components in the direction of the mean current and

in the direction perpendicular to the currebit= (&), ®,), 857 = (857, 0571 )-

Bs¢ is the non-dimensional Shields parameter for skin stégss; 12 is a semi-

empirical coefficient.

Tsf (3.39)

9., = — S
S (s — 1)gDsg

6. = 0.047 is the critical Shields parametey, is the magnitude of total skin-friction

component of bottom stress

0.5
Ty = (Tgx + le)y) (3.40)
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Tpx @ndt,,, are the skin-friction components of bed stress, from currents alone or the

maximum wave-current combined stress, in the x and y directions.

The implementation of the Soulsby and Daamgard (2005) formulae requires

computation of transport rates in the directions parallel and perpendicular to the currents

aSE = (CI)", (DJ_):

(D" = mG,X[(Dul,q)”Z] (341)

0.190762 _ _ (3.42)
D, =4, S Iy (6 sin2¢ +1.2y,,6,, sinp)
6, "+ 156,

where:

Pjr = 42005 (O — 60) (3:43)
Py, = 4,(0.9534 + 0.1907 cos 2¢)05°6,, (3.44)
+ A,(0.229y,,02° cos ¢)

T . . T 1.5
0,, = ———— is the mean Shield parametey, = .. (1 + 1.2( = ) )

- (s—1)dDsg Tw+Tc

7. IS the bottom stress from currents only,is the bottom stress from waves only
calculated in the bottom-boundary layer routines, the asymmetry fgcterthe ratio
between the amplitude of the second harmonic and the amplitude of the first ltarmoni
oscillatory wave stress. The asymmetry factor is estimated using the theory of Stokes
second-order making it less than 0.2. the non-dimensional fluxes (Equations 3.41 and

3.42) are partitioned into x and y components using the directions for mean current and
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waves, then they are dimensionalised with Equation (3.37) to yield valugg,fand

qp1y for each sediment class.

3.5.5Bed slope effect

Computed bedload rates are modified to account for local bed slope following Lesser et

al. (2004) with a bed slope term:

tan @, (3.45)
(tan ¢,, — tan B) cos f

dbi_slope =

Where the local bed sloge = tan™!(dz/dx,) is evaluated for each direction of
transport with a positive value ofz/dx, in the downslope direction, and where

o, = 33°is the friction angle of the sediment. The bedload magnitudes are multiplied

by le_slope :

3.5.6Morphology

As detailed in Warner et al (2008), morphological changes on the bed model account by
equating the bottom boundary condition of the vertical velocity to the rate of change of
elevation of the sea floor. Bedload fluxes, erosion and deposition rates are multiplied by
a scale factor. The morphological scale factor method works well for systems with
unlimited sediment in the bed. When the amount of sediment to be eroded is limited by
the amount available and application of the morphological scale factor cannot remove
the scaled amount of sediment from the bed, the scale factor method can generate extra
sediment in systems with unlimited supplies of bed sediment. Subsequent deposition

does place a scaled amount of sediment on the bed thus creating new mass in the bed.
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3.6 Model setup

The wave model SWAN has been nested from coarse to fine grid resolutions. The
largest area (L1), shown in Figure 3.3, covers part of the North Atlantic ocean, the
second grid domain (L2) covers the Southwest of England, and the finest grid covers the
region where the Wave Hub is located as well as its adjacent coast. The modelling
system (SWAN+ROMS) has been coupled at the finer grid domain L3 (Figyret3.3

worth a mention that this first test validation has a coarse resolution, thus predictions of
overestimated waves and current velocities are expected. The wave model is driven by a
global wave model, which in turn is driven by the wind fields provided by a global
atmospheric model. Also, a global tide model drives the circulation model that is

coupled with the wave model.

The coupled system
52

Nested grids for SWAN

Wave Watch Il (wave
51.51~
parameters) 1) coarse
oalE < iy 2) intermediate
K E 3) fine
Wind fields provided 0 50,5 ‘ ’
from the Global 2 PR
Forecast System ®  50{)/
| o4,
model to v
WaveWatchlll 49.51+9
49
=
o)
Tides and tidal di ‘1

currents provided by
the Tide Model Drivel & 1}'

evation (m)
0

(OTIS) 2 |

10
January 2006 (days)

Figure 3.3 Model boundary conditions and nested grid domains.
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3.6.1The SWAN model

The wave model is run and coupled in the L3 grid (see Figure 3.3) with a 52 x 40 grid
domain, cells are about 500 meters in both x and y directions; wave boundary conditions
are imposed at the northern and western boundaries, they come from the upper nested
levels as spectral wave conditions; wind fields are imposed at every 3 hours for the
entire domain; the wave model runs in third-generation mode with wind-input,
quadruplet interactions and whitecapping. The bottom friction is given by the Madsen et
al. (1988) approximation, and it varies over the computational region, which is
computed within ROMS model; the triad wave-wave interaction is also activated; the

numerical propagations uses the BSBT method.

The computational spectral grid is defined for swell winds with a spectral directional

resolution of 10 degrees, the grid resolution interval in frequency-space is 36, even, the
directional spread of the waves (directional spreading coefficient), that drives the
incoming wave directions, is set as 17.1 for a reasonably surfing swell, discrete

frequencies varies between the minimum 0.05 and the maximum 0.95 frequencies.

As shown in Figure 3.3, the wave model exports fields of wave heights, wave period,
wave directions, wave particle velocities at the top and bottom, and forces as radiation
stresses for the wave contribution in the circulation model. Fields of water elevation,
water depth and velocity currents, as well as, bottom friction come from the two-way

coupled circulation model ROMS.

The SWAN model is a spectral wave model based on linear wave theory. When apply
such a model to wave energy devices, the details of wave-structure interaction are not
possibly resolved by the model. The consequence of that would be errors in wave

heights, directions in adjacent to the structure. So broadly speaking, the SWAN is good
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at far-field modelling, i.e. km away from the devices, not reliable close to the devices

(M. Li — personal communication).

3.6.2The ROMS model

The ROMS model has been run in baroclinic mode with 5 terrain-following (sigma)
layers in the vertical; the numerical grid has 52 grid cells in the longitude direction,
which extends from -7.77Wb -4.0W. Along the latitude direction the grid has 40 grid
cells and the domain extends from 50.1&N50.58N. The coordinates for both, the
wave and flow models are in curvilinear coordinates. Salinity and temperature remain

constant, & 30 psu and J= 10 Celsius.

Boundary conditions for tidal forcing were derived from the OTIS model (Egbert and
Erofeeva, 2002; Padman and Erofeeva, 2004), tidal elevations and tidal currents were

interpolated to the boundaries of the computational grid in ROMS.

In section 3.4.2 the available boundary conditions within the flow model ROMS were

defined. For barotropic currents, the Flather boundary condition (Flather, 1976) is set,
which allows the free propagation of the barotropic currents through the four boundaries.
For the free surface, the Chapman boundary condition (Chapman, 1985) is applied
because it allows and includes wave propagation and also gives stability for the gravity
wave conditions. In general, most of the physical default parameters were held constant
(e.g. harmonic/biharmonic horizontal and vertical mixing, surface turbulent kinetic

energy flux, momentum stress, density and linear equation of state parameters).

To perform the wave-current interaction, data exchange between the wave and flow
models is necessary. The first requirement to exchange data is to agree on the units of

the parameters (e.g. fvsr N/nf) and the exact definition (e.g.mblor Hme). Then, a
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central grid to interpolate between grids is adopted. Generally, the flow model grid is

chosen as the central grid, which is the same for transports and morphological changes.

In ROMS the baroclinic time step is set as 30 s and a barotropic time step of 20 s. In
SWAN, for this coarse grid, the time step is 1200 s. An exchange rate of data between
ROMS and SWAN is every 1200 s. The test case simulation is ffbai December

2005 to 31" of January 2006. For the boundary conditions of the wave and flow models,
the data was extracted from the global models: OTIS, WAVEWATCH IIl and Global

Forecast System.

The SWAN prediction is fed into ROMS to produce the wave-induced properties such

as current speed, bottom shear stresses and sediment transport, in the presence of WECs
Thus, in ROMS there is no explicit representation of WECs. The ROMS model is based
on shallow water equation system, the pressure distribution across the water depth is
assumed to be linear. So again close to the devices, the model would not be able to
resolve the details of the flow changes. But far from the structure, where the flow is
dominated by the wave-tides again, the model would be reasonable {Metsonal

communication).

In appendix A the forcing sources, tidal and wave forcing, to initialise the modelling
system are described. Also, the characteristics of the high performance computer used in

this research are discussed.

3.6.3Wave farms impact on wave climate

Venugopal and Smith (2007), studied the effect of hypothetical wave devices on wave
climate. They present wave disturbance coefficients related to wave heights, to show the
variations in wave absorption by the devices affecting the wave energy transmission and

reflection around the devices. This is an important contribution because the work shows
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a reduction of the wave height between 13-69% by the devices. Palha et al (2010),
tested several configurations of wave farms studying the impact of wave energy devices
(Pelamis) on the wave climate along the nearshore coast. They conclude that the
extracted wave energy from the wave farms ranges between 9.3-23%, also they
observed an affected length of coast up to 26 km by the wave farms. Beels et al (2010),
tested overtopping wave energy devices studying the reflection and energy transmission
of the wave climate, they developed a methodology to estimate the wave absorption by
overtopping devices and the impact on the surrounding areas. Reeve et al (2011), make
significant contributions to the Wave Hub project, studying the available wave power
for future climate scenarios. They show an increase and decrease of the wave power,
depending on the climate conditions based on the IPCC reports, suggesting that wave
heights will have wider spread due to impacts of climate change, traducing it in longer

periods of generation loss and potential benefits for wave farm developers.

3.6.4Wave energy transmission

Addressing the above knowledge about wave energy transmission through wave farms,
in this study the wave farm was represented in the wave model SWAN as an array of
wave energy converters (WECs) at the Wave Hub site. The array is a 4km partially
transmitting obstacle, aligning approximately parallel to the incoming wave crests. The
energy transmission has been fixed as the average from several wave energy converters

previously examined by Millar et al (2007) and Babarit and Hals (2011).

Millar et al (2007), tested in the wave model SWAN different energy transmission
coefficients by an obstacle set at 0%, 40%, 70% and 90%. These energy transmission
percentages were set for specific reasons—®Represents complete absorption of all

incoming wave energy at the obstaelan unachievable scenario. 709Represents an
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array of densely spaced, high efficiency WECs. This would be an optimistic target for a
wave farm developer to achieve. 90%Represents lower efficiency, widely spaced
WECSs, a more realistic scenario at the Wave Hub site—4Dbf#idluded in the study to
enable the establishment of trends, although it is extremely improbable that this could
be attained in reality. They concluded that an energy transmission coefficient of 90%

produces an average change in significant wave height at the shoreline.

Babarit and Hals (2011) have provided an extensive list of the capture width;ratio
which is used for assessing the wave energy absorption from WECs. The width ratio is
defined as the ratio between the absorbed p@ygr(W) and the available wave
power resourcé, ... (W/m) per meter of wave front times a relevant dimension B (m).

P abs (346)
FyaveB

n =

The list of WECs clusters four main categories: Oscillating water column devices
Overtopping devices, Wave activated bodies, and others. The purpose of the Wave Hub
project is to have the less impact of WECs on the near-shore due to recreation and
environment policies. Hence, oscillating water column and wave activated devices are
taking into account for this research. Between these two categories an average of wave

energy absorption of 25% was identified.

Therefore, the energy transmission percentage in this study is set as 75% which

represents a densely-spaced array of high-efficiency WECs.
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3.7 Summary

In this chapter the modelling system has been described in full as a tool to assess the
wave farm impacts on the hydrodynamics and morphology, from the selection of the
wave and flow circulation models, to the setup of the whole system. The wave SWAN
model has been defined as"ageneration spectral wave model for regional and coastal
areas. As described by ASR (2007), these models represent the spatial waves as real life
conditions where the patterns of waves in the sea is made up of large and small waves
moving in many directions. The basic architecture of SWAN is based on the action
balance equation, which defines the propagation terms in both geographical and spectral
space (refraction is considered as propagation in spectral space), and the source terms

which model the generation and dissipation of wave energy.

The circulation ROMS model has been analysed in a similar way. Based on the
Reynolds-averaged Navier-Stokes equations, where the motion terms like the change
rate, horizontal advection and vertical advection, and the Coriolis parameter, are
described. On the other hand, the mixing terms like baroclinic gradient, surface pressure
gradient, vertical viscosity, horizontal radiation and vertical radiation are described.
Additional equations are also described in the ROMS model like the hydrostatic
buoyancy force, the continuity equation and scalar transports. Moreover, initial and
boundary conditions have been described. In addition, the sediment transport model
embedded in ROMS has been described to estimate the change in the sea-bed
(bathymetry) through bedload transport rates, suspended transport rates and sediment

concentrations.

And finally, the setup of the modelling system has been addressed. Properties of grid

domains, physical parameters, coefficients for specific variables, for each model were
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sketched. Also, the presence of the wave farm in the wave model has been described as
an obstacle transmission in arrays of WECs at the Wave Hub site. Even, the source
models that feed the coupled modelling system are shown. The tide model provides
water elevations and tidal currents to the ROMS model in the boundaries. The global
wave model provides spectral wave boundary conditions to the SWAN model, also the
Global Forecast System model provides wind forcing, the main driver for the SWAN

model.

The way the model has been setup is to have the farm represented in SWAN, but not in
ROMS, which means inevitably the error in the current field will affect the sediment

transport, i.e. the additional mixing and perturbation from the devices are not simulated
for sediment suspension and transport in the water in comparison with the none-
structure situation. It is therefore expected that the sediment suspension is

underestimated close to the farm site (M--lpersonal communication).
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4. Model Validation

4.1 Introduction

As mentioned before, this research project applies the spectral wave model SWAN
(Booij et al, 1999) and the flow circulation model ROMS to form a fully two-way
coupled modelling system (Warner et al, 2008). As shown in Figure 4.1, the SWAN
model is run with three nested domains with progressively finer grid resolutions. At the
finest grid (L3), the SWAN is coupled with the ROMS model to form the coupled
modelling system (SWAN+ROMS). The SWAN model input is provided by the output
of the global wave spectral model WAVEWATCH I, in turn driven by the wind fields
from the Global Forecast System (GFS) model. The global tidal model OTPS (Egbert et
al, 2002; Padman and Erofeeva, 2004) provides tidal currents and water elevations as
boundary conditions for the ROMS model. The wave model results can be affected by
both water elevations and tidal currents; hence, the tidal information obtained from the

ROMS model is used in the wave model.

52

515

(2]
pucy

50.5

Latitude (degrees)

-11 - -9 -8 -7 -6 -5 -4 -3
Longitude (degrees)

Figure 4.1 Nested computational domains for SWAN and ROMS.
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In order to assess the impact of waves on tidal currents and tidal currents on waves, the
coupled modelling system (SWAN+ROMS) was applied to a series of different cases
combining spring and neap tides, high and low water levels, and high and low wave
conditions. These cases were investigated to examine the changes in wave cpnditions

current velocities and bottom stresses in and around the Wave Hub site.

4.1.1Modelling system setup

The SWAN model is forced at the boundaries by the output of the global wave spectral
model WAVEWATCH IIl, the grid resolution is 1.25 degree horizontal x 1 degree
vertical, the data output is every 3 hours for both wave parameters and wind fields.
Bathymetry for the coarser grid is taken from GEBCOO08 data; for intermediate and
finer grids the Digimap2010 database was used. The SWAN model has been run with
some default input parameters, the computational spectral grid was defined with a low
frequency value of 0.05 and a high frequency vadfied.95, and the number of
subdivisions of the spectral directional resolution is 36. The parameterisation of some
physical variables have been described in Booij et al (1999) like the wind is assumed to
cause exponential Komen growth of the waves and the characterisation of the wind
wave spectra is set as spectral directional resolution for wind sea as 10. The western
boundary has been forced as parametric spectra input, thus, the shape of the wave

spectrum at the boundaries is assumed to satisfy the JONSWAP spectrum.

4.1.2Tide model calibration

Data from four tide gauge stations were downloaded from POL-BODC, and analysed
(Newlyn, St Marys, Milford, Illfracombe, approx. 1982007) as time series. A least-
square method was performed to obtain amplitude and phase for each station. In order
to get the five main constituents {M\;, S, O, Kj), the Atlas of Tidal Elevations and

Currents (Howarth, 1990) was consulted.
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Figure 4.2 Analysis of predicted time series for the St. Marys station on January
applying the Pawlowicz (2002) model. (1st top) Predicted time series with res
(2nd) List of constituents used, frequency of tidal constituents (cycles/hr) this
amplitude of all analysed components with 95% significance level. Note freq
dependence. (3rd) Phase of significant constituents (degrees relative to Greenwic
95% confidence interval. (4th bottom) Spectral estimates before and after remc

tidal energy.
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Figure 4.2 shows an analysis for tides and their harmonic constituents. Predictions show
great accuracy from both the tidal model and the modelling system. To analyse the
predicted time series more in depth, the Pawlowicz’s (2002) model was applied to
analyse and compare the predicted and the original time series, Again, a high correlation
between the predicted and the observed tidal elevations was found. The Figure 4.2
shows that the main constituent is the ok a semi-diurnal tide, also the orientations

and frequency for every constituent.

Then, the OTIS model was applied to get water elevations at specific sites, and thus
compare results with the tide gauges. Figure 4.3 shows the comparison between the
model and observations, three tide gauges (St. Marys, Newlyn and llfracombe) at
different sites and along the Southwest of England, have been compared. The model
shows very good accuracy in both phase and amplitude. Also, it can be observed a
slightly reduction in amplitude around the second spring tide group, particularly for the
St. Marys gauge which is an offshore station, this under-predicted result might be
because a storminess period (high waves) is detected (see Figure 4.2), modifying the

tide gauges.
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Figure 4.3 Comparison of computed tidal levels with measurements from tide gai

St. Marys (top), Newlyn (middle) and llfracombe (bottom).

4.2 Parametric test cases

This section is to test the SWAN model parametrically, this means making assumptions
on wave properties and hydrodynamics. In particular, to study the effect of waves on
currents and currents on waves for calm and extreme wave conditions. The assumptions
include forcing the domain in one boundary with constant wave properties (e.g. height,
direction, period), including or not variation on water elevations and tidal currents. Also

in the ROMS model, some assumptions of constant wave parameters are tested,

showing the importance of coupling wave-current interactions.

4.2.1Parametric tidal currents on waves

For boundary conditions the model was forced at the west boundary througéout th
parametric spectral parameter, from the nested coarse grid, along each side of the

boundaries the directional spectral distribution varies according the parametric data, the
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wind fields were every 6 hrs, tidal currents were obtained from the OTIS model, as well
as water elevations. Propagation, wave generation and dissipation processes are
represented as: refraction and shoaling, reflection, and diffraction, bottom friction,
ambient currents, and depth-induced breaking. Focused on the effects of currents and
water elevations on waves, stationary and non-stationary (time varyirgpdasss were
performed. The tests were run with different case scenarios (Diagram 4.1). When the
effect of the wind is not taken into account, wind-driven processes are not taken into
account within the model, these wind-driven processes include quadruplet wave-wave

interactions, and whitecapping.

Non-stationary model tests were first carried out with the SWAN model, setting
conditions of variation of tidal levels, tidal currents and constant wind. It was observed
that normal conditions have a quicker numerical stabilisation rather than the extreme
conditions; also a non-steady state produced by currents and water elevations was
observed. The first coarse non-stationary case has been forced at the western boundary
with Hs = 1.6 m, T,, = 5.4 sec and dir 200°, for normal conditions, and for extreme
conditions H =4 m, T, = 14 sec, ul= 210°, taken from SWRDA (2006). However,

Millar et al (2006) proposed an offshore reference wave state ef383 m, T, = 11

sec, di= 1°, where His the significant wave height,,Ts the mean wave period, and

dir is the wave direction.

Figure 4.4 shows the effect of tidal currents on spatial wave heights for the fine grid
domain for spring tides at high tidal level (top) and low tidal level (bottom). With tidal

currents, the computed significant wave heights at the Wave Hub are higher by
approximately 20% larger than the wave heights computed without tidal currents at high
water level. However, at the low tidal level, the magnitude of the increase is smaller, in

a range of about 10% of increase in wave heights due to tides. This increase is related to
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the water depth as water levels increase, high tide, the wave dissipation due to the

bottom friction is less rather than at low tide.

With water elevations

With tidal currents

Without water elevations

With constant wind and
spectra wave boundary

With water elevations

Without tidal currents

Without water elevations

With water elevations

With tidal currents

Without water elevations

Without constant wind and
spectra wave boundary

With water elevations

[VANRVANRYAN

/N N

Without tidal currents

Diagram 4.1 Different case scenarios tested for both normal and extreme conditic

103



4.2.2Parametric waves on tidal currents

The next test-cases take into account analytical waves which were provided to the
circulation model to interact with the tidal currents. Analytical conditions mean forcing

the boundaries with constant wave parameters (e.g. Hs, Tp, dir). Three main cases of
wave and current interactions have been tested: first, tidal currents only; second, tidal
currents and constant waves and; third, currents and waves, evolving due to constant

surface stress (wind induced stress).

With tidal currents . o Without tidal currents o
350.5 : 12 aﬁﬂ.ﬁ'
3 Ll "-C){ -g 15
o 804 .}r‘“ 3 504 -
=3 2 T W
< 32 4 — 3 uf e
o> 5503 LAY, 503 e
T 3 " ;:-,,3.1_3,_.;/‘“‘] 3 o i _,.,-')—— "
1 S IR i o
B L K Y ‘m‘ G %
57 66 55 54 H3 -H2 61 57 56 65 54 B3 B2 Bl 4
n
- I 12 -
g5-::.5 : : ; ESU.S r j
o 2 il .,
i) %50.4[ 3 %504 3 y FE
2 3 g .
5 £x3 " r 503 e
= : L 3 f; {7 f""/./ 2
a 1] A ..
LA A Y -+
H7 -5 55 54 HI -H2 51 47 96 95 -H4 53 H2 A1 A
Longitude {deq) Longitude (deg)

Figure 4.4 Snapshots of contours of the computed significant wave height (m
(left) and without (right) currents within the fine nested grid at at high and low s

tides. (*) Wave Hub site.

For the sake of clarity, the computed current velocities have been decomposed into
long-shore and cross-shore directions based on the main direction of the shoreline at the
Wave Hub site, and neglecting the vertical structure of the horizontal velocities. These
components are shown in Figure 4.5, the depth-averaged long-shore component at the
top panel and the cross-shore component at the bottom panel. This test shows that long-

shore results are larger rather than cross-shore results, showing the importance of wave-
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induced currents by radiation stress gradients, long-shore currents (Longuet-Higgins

and Stewart, 1962

Long shore component
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Figure 4.5 The long-shore and cross-shore components of the current velocitie:

Wave Hub site. The legend at the bottom panel applies for the two panels.

As shown in Figure 4.5, the velocities computed for tide only and combined tide and
wave without wave-current interaction are found to be almost identical. However, when
the wave-current interaction is included, the computed velocities are clearly enhanced,
particularly for the long shore component. By removing the underlying tidal velocity,
the impact of wave-current interaction on the computed current velocities at the Wave
Hub is clear, as illustrated in Figure 4.6 during spring tides. The anomalies of the
currents shown in Figure 4.5 were calculated using a least square method (harmonic

analysis), so that the regular tidal variation can be removed.

Figure 4.7 shows the kinematic bottom stresses at spring tides at the Wave Hub. In
comparison to the velocities, the impact of the wave-induced current on the bottom

shear stress is larger in the long-shore than in the cross-shore direction.
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Figure 4.6 Anomalies of the current velocities for long-shore and cross-

components, at the Wave Hub site.
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4.2.3Wave radiation stress influence

In order to study the wave-tide interactions the concept of radiation stress is included,
which is the flux of momentum carried by the ocean waves. When these waves break,
the wave momentum is transferred to the water column, inducing near-shore currents.
Radiation stress theory has been successfully used to explain the presence of long-shore
currents (Bowen, 1969). Significant momentum can be transferred from waves to
currents when a strong radiation stress gradient occurs due to wave breaking and to the
bottom friction in the near-shore region. Radiation stress gradients are determined from
the spatial gradients in the directional energy spectrum of the wave model and the
strongest gradients in radiation stress occur where depth-induced breaking happens

(Mulligan et al, 2008a
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Figure 4.8 Computed currents with and without wawes-the Wave Hub).

The waves influence on currents through the following physical mechanisms: i)
surface shear stress, the effect of surface waves on the drag coefficient is included in
ROMS (Warner et al, 2008); i) bottom stress, waves enhance the turbulent mixing,
therefore, waves modify the bottom steesssaused by currents (Grant & Madsen, 1979;
Zou, 2004); and iii) radiation stress which represent the excessive momentum
flux within the circulation due to the presence of waves (Longuet-Higgins and Stewart,

1964).

107



Figure 4.8 shows a snapshot of surface current speed with (left) and without (right) the
radiation stress influence. Again, the long-shore component has more impact on the
general circulation of the area of study. It is worth mentioning that for these cases the

surface stress has been idealised as constant over the whole domain.

4.2.4 Wave effects on hydrodynamics

To assess the impact of waves on tidal currents a series of different cases combining
spring and neap tides, high and low waters, high and low wave conditions, were tested
to obtain bottom current velocities and bottom stresses. In Figure 4.9 the significant
wave height at the Wave Hub is plotted, as predicted or measured, for a number of
cases: with SWAN only (black line); with SWAN and ROMS (pink line); difference in
predictions with the two models (blue line); water elevation measurements (green line);
and wave buoy data (cyan line). The figure shows variations of wave heights when the
tidal forcing is included. In general, the wave height is enhanced when coupling SWAN
and ROMS, improving the wave-current prediction, however, the comparison against
buoy observations is not crucial for this particular figure as these are parametric test
cases which imply assumptions, constant values, in wave parameters and tide

conditions.
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High water
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Figure 4.9 Significant wave heights with (pink) and without (black) tidal currents.
difference between the two, the water elevations (green) and the waves measure

wave buoy at the site (cyan) are also shown.
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In order to see the effects of waves on tidal currents, the change of currents on the
magnitude of the velocity differences with and without the wave influence, the

following formulation was applied to the velocity field:

4.1)
Vdiff = \/(Uwy - an)z + (wa - an)z

where,U,,, andU,,,are the x-horizontal velocity components with wave interaction and
without wave interaction, respectively,, andV,,, similarly for y-horizontal velocity

components.

Figure 4.10 shows the magnitude of the current velocity differences. Notice that in the
near-shore region waves have a major impact on the current velocities because the
velocity differences are close to 1m/s. Similarly, the bottom stress difference, plotted in
Figure 4.11, shows that the waves have greatest impact on the bottom shear stress at the
point in Figure 4.9 indicated by the arrow. These figures show that there is a change in
magnitude for current speed and bottom shear stress with the presence of the wave farm
for calm conditions, the change is qualitatively taken because these are parametric test
cases. This is a significant finding on the wave-current interaction study due to a wave
farm, because it shows that in the lee side of the wave farm the current speed and
bottom shear stress are affected significantly. If the bottom shear stress is affected by
the wave farm this would imply also a change in sediment transport with the presence of

the wave farm.

110



4.3 Model validation

The modelling system was run for two months, frafrDEcember 2005 to $Uanuary

2006, corresponding to a period when wave buoy data was also available. Three test
cases were selected to examine the space distribution of wave-tide interactions through
the tidal cycle (Figure 4.12). These test cases are selected at the peak of the storm and
during spring tide: Case (a) Middle water level and high current velocities; Case (b)
Low water level and low current velocities; and Case (c) High water level and low

current velocities.
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Figure 4.12 Significant wave heights with/without tidal influence. Circle repre:
maximum wave heights at spring tide. Three main cases have been analysed at
of the storm event indicated by the circle: at high water elevation and low c
velocity (Case a); at middle water level and high current velocity (Case b); and

water elevation and low current velocity (Case c).

In Figure 4.13 the predicted tidal currents are shown within the studied area, also the
comparison due to time series of the St. Marys tide-gauge station is shown in Figure
4.14. This figure shows high accuracy from the tide model because amplitude and phase
are highly correlated to the tide gauge, even the difference between these two time
series show minor changes, this could be related to storm conditions affecting the

astronomical tide elevation.
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4.3.1Wave-current interaction analysis

Figure 4.15 shows the influence of tidal currents and tidal elevations on the significant
wave heights at the Wave Hub site predicted by the coupled system, compared with
buoy measurements. Figure 4.16 shows the differences, with and without tidal currents,
of the significant wave height and wave direction for the cases indicated above within
the L3 domain (see Figure 4.1). Three reference sites shown in this figure for further
comparisons are the Wave Hub site, St Ives Bay and St Agnes. This figure shows the
difference between the coupled modelling system and the wave model only for the
significant wave height and wave direction, but mostly the strong correlation of wave
height, wave direction and wind velocity, suggesting that wind waves play an important
role on the long-shore currents and therefore on the sediment transport. The wave
direction oriented more along the shore would produce stronger along-shore currents,
for example during the low water level case. When tidal currents are included, the wave
direction is modified by less than 10 degrees during high waves, but about 20 degrees
during low waves, in overall. As the waves propagate towards the coast, the wave
propagation speed and direction may be modified by tidal currents due to refraction. In
general, the main changes of wave direction are found during low wave heights and

high tidal currents.

Comparisons between surface current velocities at the Wave Hub site from the coupled
modelling system (SWAN+ROMS) and the circulation model (ROMS) were carried out
in section 4.2.4. The comparisons indicated that the impact of wave-current interactions
on the computed current velocities is significant during the spring tides. Similar to the
current velocities, both components of the current-induced bottom stress in a spring tide

are significantly affected by the waves.
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Figure 4.15 Time series of the significant wave height (top), magnitude of wind ve
(middle), and wave direction (bottom), for the wave-current interaction and wave:
at the Wave Hub site. Note the strong correlation between the wind, the sign

wave height, and the wave direction.

Once the underlying tidal velocities have been removed from the velocity field,
applying harmonic analysis and the least square method (see Appendix 1.A.2 and 1.A.3
for details). The impact of wave-current interactions on the computed current velocities
may be analysed. This impact is clearly illustrated in Figure 4.17 during spring tides.
The components of the current induced bottom stress, shown in Figure 4.18&auring

spring tide, are also significantly affected by the waves.

Figure 4.17 shows the contribution of wave induced currents. It should be noted that the
computed current velocities have been decomposed into long-shore and cross-shore
directions based on the main direction of the shoreline at the site. The velocities at the
coast, of the fully coupled system, are clearly enhanced by the wave forcing,

particularly in the long-shore direction. This enhancement is significant in St &yes B

114



and St Agnes). In fact, it was found that at the Wave Hub site the current magnitudes,
after removing the tidal signal, are smaller than those at St Ives Bay and St Agnes. At St
Agnes, the long-shore currents vary from -0.5 to 0.5 m/s, and at St Ives Bay, long-shore
currents vary from -0.5 to 1.1 m/s. Figures 4.17 and 4.18 show that the magnitudes of
current speed and bottom stress for both long-shore and cross-shore are quite similar
respectively. This is the result of the direction of wave propagation relative to the

shoreline at this site.

Case &) Mid water level Case ) Low water level Case €) High water level
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Without tidal currents

Figure 4.16 Significant wave height (contours, in m), and wave direction (arrows)
tidal currents (top panels) and without tidal currents (bottom panels), for the

indicated in Figure 4.12. Three reference sites are selected for further compe

Wave Hub site (*), St Ives Bayk) and St Agnes (x).
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removing the tidal signal, at St lves Bay.
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When tidal currents and wave-induced currents are coupled, the strength of the current
field at the Wave Hub site increases significantly, compared with the results when there
IS no wave-current interaction. The total current is dominated by the tidal currents which
are more uniform away from the coast. However, along the shoreline, currents are
enhanced by the wave action through radiation gge$$is means that wave induced
currents are significant in this zone, even though the tidal currents are the main force for

the general circulation.

Figure 4.19 shows the bottom current speed difference with and without the wave
forcing; it is shown the importance of wave-induced currents, especially in shallow

waters. It can be observed that the current field is similar at the Wave Hub site with and
without wave forcing. On the other hand, at St lves Bay and St Agnes, the currents are
enhanced significantly by the waves, especially at the peak of the storm around week 4

where velocities are up to 2 m/s. At St Ives Bay the wave effect is the largest.

As waves propagate towards the coast, the wave propagation speed and direction may
be modified by tidal currents due to refraction. In general, the main changes of wave
direction are found during low waves and high tidal currents. The velocities near the
coast, predicted by the fully coupled modelling system, are clearly enhanced by the
wave forcing, particularly in the long-shore direction. In St Ives Bay, this effect is the

most significant (Figure 4.19).
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Figure 4.20 Spatial distribution of current velocities (ROMS+SWAN fully coupled

the cases indicated in Figure 4.11: (a) mid water elevation; (b) low water elevatis
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The spatial distribution of the wave influence on currents is shown in Figure 4.20 where
larger velocities and eddies are observed along the coast. In Case (a) for middle water
level, when the tidal current spemdatits maximum, the total current velocity field is
uniform in the offshore zone and increases in magnitude in the nearshore zone where
the significant wave heights are high. In Case (b), when water elevations and tidal
currents are at a minimum, the region with significant wave induced currents is
extended in the offshore direction due to decreasing water depth. In Case (c), when
water elevation is high but tidal currents are low, the region with significant wave

induced currents is confined to the coast.

Figure 4.21 shows the combined wave-current bottom stress at different water levels
during the tidal cycle. The bottom stress is affected by the local water depth as shown in
Figure 4.20 for Cases (a) to (c¢). Case (b) shows maximum bottom stress along the coast
because of lower water elevation, Case (c) shows smaller bottom stress because of the

high water elevation.

Figure 4.22 shows the bottom stress contribution by waves (left) and by tides (right) for
the tidal cycle cases. The wave contribution on the bottom stress is large compared to
tides only, driving the sediment transport at the most and during the storm peak. The
bottom stress is also correlated with the currents field for Cases (a) to (c) and is affected
by the local water depth. The region with significant bottom stress is confined to the
shallow water region and moves towards/away from the coast when the water level
decreases/increases during the tidal cycle. Case (c) shows maximum bottom stress along
the coast because of lower water elevation, Case (a) shows smaller bottom stress

because of the high water elevation.
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4.4 Discussion

The wave model has uses a nested grid from coarse to fine domains, it has been forced
by spectral wave boundaries and wind fields from global models. Model results have
been compared against tide gauges and wave buoy observations with reasonable
agreement. The circulation model has been forced by the tide model and wave
parameters as radiation stress from the wave model. Also wind induced waves have
been tested to improve the wave-current effect on the bed shear stress and velocity

current fields.

The tidal elevation and tidal currents have a significant effect on the wave height
predictions, tidal currents and wind waves have a significant effect on the bed shear-

stress, relevant to sediment transport.

Waves via radiation stresses have an important effect on the long-shore and cross-shore
velocity components, particularly during spring tides. Waves can impact on the bottom

boundary layer and the mixing in the water column.

Significant wave heights are better predicted by the model when the coupled modelling
system is implemented. Also velocity currents and bed shear stresses show the

significant influence from waves via radiation stress.

Interaction between waves and tides at the Wave Hub site is important when modelling
sediment transport influenced by wave energy devices. The addition of wind fields on
the circulation model is compulsory to determine the effect of surface stresses on waves

and currents.
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The results of this study will help the wave energy resource assessment and potential
environment impact of the wave farm. Model results will be validated against the wave
and current measurements by HF RADAR, ADCP and Directional Waverider buoys

during the on-going Wave Hub projects.
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5. Effects of the wave farm
on hydrodynamics

5.1 Introduction

After the model validation on hydrodynamics (see Chapter 4), the model is now applied
to the periodn the winter of 2010 (October to December 2010) for further examining
the wave-current interaction when the wave and tide observations are available. Figure
5.1 shows the locations of the nearshore wave buoys and tide gauges. It worth
mentioning that the morphological module was setup to compute the sediment transport
and the resulting bathymetry changes affected by the wave farm, (see Chapter 6). The
model results of wave and current distribution with and without the presence of the
wave farm are used to assess the effect of wave farm on hydrodynamics in the near-by

region.

The new test case was first run for 72 days of simulation (from 20 October to 31
December 2010). This period was selected because during winter time many extreme
events are observed. Within this winter time a shorter period was identified when
particularly energetic storms were observed (from 01 to 16 of November). Comparisons
between these two periods showed that the most significant changes in the

hydrodynamics and morphodynamics occurred betw8emd 18' of November 2010.

Following the methodology to setup the wave-current modelling system, described in
Section 3.6, the SWAN wave model is driven by the global WAVEWATCH IIl wave

model and the global GFS atmospheric model that provides the wind fields. Also, the
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global OTIS tide model drives the ROMS circulation model that is coupled with the

wave model.
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Figure 5.1 Level 2 grid domain of nested wave modellin®) (of the Southwest of
England shown in Figure 4.1. Locations of wave buoys (*), tide gauges (+) and the

Wave Hub site (A)

The model system setup is similar to the one described in Section 3.6, however there are
some changes for the new refined grid domain. The wave model is run in a 270 x 170
grid domain, cells are about 300 meters in x and y directions; boundary conditions, in
the four sides, come from the upper nested level as spectral wave conditions; wind
fields are every 3 hours for the entire domain. The wave model exports fields of wave

heights, wave period, wave directions, wave particle velocities at the top and bottom,
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and forces as radiation stresses for the wave contribution in the circulation model.
Fields of water elevation, water depth and velocity currents, as well as, bottom friction

come from the two-way coupled circulation model ROMS.

The wave farm is set as an obstacle transmigei@mrays of WECs at the Wave Hub

site, suggested by Millar et al (2007), represented as a 4km partially transmitting
obstacle, aligning approximately parallel to the incoming wave crests. The energy
transmission percentage was set as 75% which represents an array of densely spaced,

high-efficiency WECs.
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Figure 5.2 Model surface elevations comparison against tide gauges along the «

the Southwest of England (see Fig 5.1 for locations).

127



The ROMS model has been run in fully 3D baroclinic mode with 5 terrain-following
(sigma) layers in the verticathe numerical grid has 270 grid cells in the longitude
direction, which extends from -7.000830 to -4.007289. Along the latitude direction the
grid has 170 grid cells and the domain extends from 49.53®»%M432068. Boundary
conditions for tidal forcing were derived from the OTIS model (Egbert and Erofeeva,
2002; Padman and Erofeeva, 2004), tidal elevations and tidal currents were interpolated

to the boundaries of the computational grid in ROMS.

The test case simulation is frorff tb 18" of November 2010, in ROMS the baroclinic

time step is set as 30 s and a mode-splitting ratio of 30 s. In SWAN, for this semi-coarse

grid, the time step is 600 s. An exchange rate of data between ROMS and SWAN is

every 1200 s. Due to the new field data being available, further comparisons of the

computed tidal levels and nearshore waves with the measurements are made to re-

ensure the accuracy of the modelling system.

5.2 Nearshore surface elevations

Predicted time series of sea surface elevation from the modelling system are compared
against four tide gauges along the southwest of England. Figure 5.1 shows the four
locations of the gauge stations for Illfracombe, St. Marys, Newlyn and Devonport. The
four tide stations are along the coast in the Southwest of England, llifracombe is at the
north of Devon, this site is where the largest tidal rasgeresent, around 10 m of
difference. St. Marys station is an offshore tide gauge in the St Marys isles. Newlyn is at
the south of Cornwall in a protected area. Devonport is in Plymouth. Figure 5.2 gives a
comprehensive impression of the accuracy of the modelling system in terms of tidal

elevations, the four modelled locations show high correlation with observations.
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5.3 Nearshore waves

For comparison purposes of wave parameters, three sites (Perranporth, Port Isaac and
Penzance) have been selected along the Southwest of England, as mentioned before,
these sites are due to the available information from wave buoys from the Coastal
Observatory. Here the three storm events, arolihdd3 and 12" of November, are
presented. In this chapter, model-data comparisons are carried out at these locations to
validate the model or study the wave farm effects on these sites. Perranporth and Port
Isaac are close to the lee of the wave farm, however, Perranpoth is the closest which
makes it a good candidate to examine the effects of the wave farm, Penzance is further
away from the effects of the wave farm but has been used to validate the modelling

system.

Figure 5.3 shows wave comparisons at Perranporth, where the significant wave height
(mid panel) between the modelled and the observed are compared. Wave direction
(bottom panel) is compared as well with good agreement, this shows that offshore wind-
waves play an important role in the propagation of nearshore waves. The magnitude of
wind speed (top panel) also has a close correlation to the peaks observed in the
significant wave height. Similarly, Figure 5.4 shows wave comparisons at Port Isaac,
and Figure 5.5 shows wave comparisons at Penzance. It worth mention that the waves
come from swell winds from a global wave model, and this is a reswtnefsting
modelling performance, thus, at these three sites the predicted significant wave heights

have an acceptable accuracy.

In general the predicted wave heights closely correlated with the wind speed as
indicated in the figures (top panels), and the storms are reproduced reasonably well. In

comparison with observations, it can be seen that the storm peak was slightly under-
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predicted at Perranporth, where water degtrelatively shallow. As waves propagate
towards the coast, their propagation speed and direction may be modified by the
ambient tidal currents causing wave refractibherefore, wave refraction can have a

significant impact on the wave-current interaction.

Based on the wave height in Figure 5.3 (mid panel) three storm peaks are observed, and
will be used for further analyses. We will next focus on betwetradl §' of

November where the highest wave conditions and spring tides are present.
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buoy at Perranporth (see Fig 5.1 for location).
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Figure 5.6 shows significant wave height (colours) and wave direction (vectors) for the
storm case and for the tidal cycle cases. In this figure the difference betweervéhe wa
current interaction against the wave-current and wave farm interaction is shown. The
change of the wave height with and without the wave farm is between 5cm and 10 cm at
the nearshore zone, and the maximum extension affected by the wave farm is about
26km from St. Ives Bay to upwards for the high water level case which is the most

significant in terms of wave height variations.

5.4 Wave-current model results

The Southwest of England has a continuous wave activity, either from high-energy
Atlantic swell, or from waves generated locally by the prevailing westerly to
southwesterly winds. The usualghienergy conditions, coupled with a gentle slope
generally leads to the development of a wide surf zone. The mean tidal range in the
nearshore area of the Wave Hub site is 5.5m, with maximum values over 7m during

spring tides (Marino-Tapia, 2003).

One of the purposes of this chapter is the analysis of waves and currents at the storm
peak of November 2010 in the Southwest of England and more specifically, in the
Wave Hub site. Since this period differs from the model validation study in Chapter 4
(December 2005), further model validations were carried out for this period. Water
elevations were compared against tide gauges at four locations (shown in Figure 5.1),
and wave heights were compared with the wave buoy data at three locations, namely
Port Isaac, Perranporth and Penzance (also shown in Figure 5.1). In Chapter 4 the
contribution of waves to the general circulation was analysed. It was observed that

during spring tides the highest current speed occurred in most of the nearshore area,
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even at the isoline where the Wave Hub is deployed, also was observed that the wave

contribution during the storm peak enhances the nearshore current speed.
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Figure 5.6 Effects of the wave farm on the wave heights under low and high
elevations: (top) computed wave height without wave farm; (middle) computed

height with wave farm; (bottom) the difference of the computed wave height wit|

without wave farm. (Vectors are the wave directidhs:Wave Hub)
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In Figure 5.6 the significant wave height is decreased because the wave energy is
decreased, thus negative values are expected in the lee side of the wave farm. Bottom
shear stresses are the combined wave-induced and current-induced stresses that are
related to wave radiation stress gradients driven the wave-induced currents. In other
words, as the wave height decreases, the current speed may decrease or increase,
depending on the gradients of radiation stresses and bottom shear stresses. This means

that the wave height is not necessary in conflict with the bottom shear stresses.

5.4.1Surface currents

The contribution of waves over the tidal forcing can be analysed through averaged tidal
cycles. The tidal elevations have been split in two main components, namely flood and
ebb tides. Here both the averaged flood and ebb tidal elevations are considered. The
mean flood and ebb tides were taken from the highest significant wave conditions along
the sixteen days of simulation, corresponding to the extracted period arband &'

of November of 2010 (see Figure 5.3 for details), in result there are forty-eight hours of
storminess, from which, the mean flood and mean ebb results are analysed. To assess
the dominant tidal case during the storm, a control index has been applied to estimate
the dominant flux contributions in the different physical parameters like speed currents,

bottom stresses, sediment concentrations, etc.

As mentioned, forty-eight hours of storminess are averaged as mean flood, this was
performed taking as reference the tidal cycle from the trough to the crest, and extracting
the magnitude of the currents for every cell of the domain through the 48 hours. In a

similar way, the magnitudes of currents were extracted as mean ebb speed, from the

crest to the trough of the tidal cycle. In result the averaged tidal cases for current speed
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are represented in Equation 5.1 for the mean flood tide and Equation 5.2 for the mean

ebb tide.

(5.1)

n
1
|u_f| = Ez Vu? + v;?
i=1

(5.2)

1 n
|| = szuiz + ;2
im1

Figure 5.7a shows the surface for current speed at the mean flood tide, vectors show the
direction and magnitude of the current speed. In spite of the strength of the wave action
the vectors show the direction is dominated by the tidal forcing, which is one order of
magnitude higher than the wave forcing. However, the storm has an impact on the
direction and speed of the currents in the nearshore area. In average, the current speed
along the coast is around 1 m/s, nevertheless, there is an area where the speed increases
up to 2 m/s. This area corresponds to a shallow depth where similar magnitudes of
velocity are identified in the wave-current interaction analysis in Chapter 4. Also, the
Figure 5.7a shows that during high waves and flood conditions, the surface velocities

are enhanced, nearly uniformly, along the coast and nearshore areas.

Figure 5.7b shows the mean ebb current speed for the storm case. Contrary to flood
conditions, the mean ebb direction of the vectors is southward, driven by the tidal

forcing. Surface current speeds are not uniform along the coast because the main
direction is southwards and the speed is higher in the south in both nearshore and
offshore areas. The highest velocities are found in the same area presented for flood

conditions, up to 2 m/s, which is analysed in the following sections.
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Figure 5.7Mean flood (top) and mean ebb (middle) current speeds at the storm
vectors are the mean direction of the current speed, asymmetry index (bottom) to

between flood and ebb. (*) The wave farm.
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5.4.1.1Asymmetry index for surface currents

In order to quantify the dominant conditions that drive the nearshore processes during
storminess and to compare the magnitude between flood and ebb, an asymmetric control
index is applied, this is because current speeds for flood and ebb have similar
magnitudes, even that the tidal currents are one order of magnitude higher than the wave

induced currents.

The asymmetry index;Aor the mean current speeds is defined as

_ [l -l (5.3)
77| + Iz

A
Where,|@| is the averaged magnitude of the current speed for flooding during the
storm conditions|u,| is the averaged magnitude of the current speed for ebb conditions

during the storm. The control index can vary from -1 to +1. It is negative }/mﬁbn

lu| and positive whelfis| > ||

In Figure 5.7c the control index for flood and ebb conditions is shown. Positive values
mean that flood conditions are dominant, this is observed along the coastline and
nearshore areas. Dominance index shows values ranging from -0.5 to 0.5, suggesting

that ebb conditions have similar magnitudes to flood conditions.

The applied methodology in Section 5.4.1 is similar to Wu et al (2011), they are
interested in the study of fine particles at the surface, applying a flow circulation model
only. In this study we are focused on surface and near-bed currents affected by the wave

farm and the wave-current interaction.
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5.4.2Surface currents affected by the wave farm

To observe the impact of the wave farm in terms of flood and ebb conditions and during
storminess, the same methodology to extract mean flood and ebb speeds was applied,
but now with the inclusion of the wave farm. At first sight, both comparisons with and

without the wave farm look similar.

Equation 5.4 shows a simple deduction to see the difference in magnitude between
mean current speed with the wave farm and mean current speed without the wave farm.

This equation can be applied to both flood and ebb conditions to analyse the differences.

1
e 2 2k (5.4)
|u|diff = [Wwitn — Uwithout)” + Pwith — Vwithout) ]2
whereti,,;;;, andil,;:nou: are the mean current speed components in the x-direction,

with the wave farm and without the wave farm, respectivigly,, andv,,;tnou: are the

mean current speed components in the y-direction, respectively.

Figure 5.8a shows the mean flood speed difference at the surface, after applying the
Equation 5.4. It can be observed that in the lee of the wave farm the speed has a
difference of about 0.15 m/s, this is due to a reduction in the mean current speed. In the
same way and close to the nearshore in the leeside of the wave farm, the mean flood
current speed is decreased as well, @ecarea where the mean current speed is
decreased for flood conditions is highlighted. The vectors show the mean direction of
the current speed for flood conditions during the storm. It is worth mentioning that
during the storm test case the bottom morphological changes have been considered. If
the bathymetry varies over the time, it is expected that the velocities are modified by the

variation of the bottom. This will be discussed in Section 5.4.3.
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Figure 5.8b shows that the mean ebb current speed is reduced by the wave farm,
compared to flood conditions (Figure 5.8a). In the nearshore area affected by the wave
farm, the reduction of the mean speed is more towards the coast comparing with the
flood conditions. It seems that the impact of the wave farm to the immediate adjacent
area during ebb conditions is enhanced by the storm event, this can be seen in the lee
side of the wave farm, and is extended along the coast. On the other hand, during flood
conditions the impact of the wave farm to the coast is smaller suggesting that the
magnitude of the tidal current is greater towards offshore rather than wave-induced
currents during ebb conditions, and also the reduction in the mean speed in the
nearshore is focused in a specific area where wave heights are reduced by the wave
farm effects (see Section 4.7.1). The changes in wave induced current are caused by the

incident wave height and the local wave height change from flood to ebb conditions.

Following the above methodology and applying Equation 5.3 the asymmetry index with
the presence of the wave farm was used. In order to estimate the asymmetry index
difference for mean speeds at the surface a subtraction of both indexes, with-without the
wave farm, was performed. Figure 5.8c shows the asymmetry difference of mean speed
where a clear dominance during flood conditions is observed, this is in the lee and along
the nearshore coast, suggesting that at high water levels and during the storm event the
wave farm has more impact in the lee and close to the nearshore. Also, there is an area
where ebb condition dominate, suggesting an increase in velocity by tidal currents and
low water level, causing erosion in the bottom. Index difference shows dominance for

ebbing in the lee where higher velocities are present.
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Figure 5.8Mean flood (top) and mean ebb (middle) current speeds at the storm

Asymmetry index (bottom) to weight between flood and ebb. (*) The wave farm.
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5.4.3Near-bed currents

The spatial distribution of the wave influence on bottom currents is shown in Figure 5.9
where larger velocities and eddies are observed along the coast which are up to 2 m/s. In
Case (a), when the water elevation is high, but with low tidal currents, the region with
significant wave induced currents is more confined to the coast. In Case (b) for middle
water level, tidal currents are at its maximum, and the total current velocity field is
uniform in the offshore zone and increases in magnitude in the nearshore zone where
the significant wave height is high. In Case (c), when water elevations and tidal currents
are both at the minimum, the region with significant wave induced currents is extended
in the offshore direction due to decreasing water depth. The current velocities near the
coast, predicted by the fully coupled modelling system, are clearly enhanced by the
wave forcing, particularly in the longshore direction. In St Ives bay, this effect is the

most apparent.

When tidal currents and wave-induced currents are coupled, the total currents at the
Wave Hub site are most significantly enhanced. Away from the shoreline, the resultant
flow is dominated by the tidal currents which are more uniform. However, along the
shoreline, currents are enhanced by the wave action through radiation stress gradients
which become stronger. This means that wave-induced currents are significant in this

zone, even though the tidal currents remain as the main force for the general circulation.

The impact of waves on tidal forcing can be observed in changes of the current velocity,
in particular in changes in the bottom as mean current speed during a storm event.
Figure 5.10a shows similar characteristics in magnitude and dirgctitre surface

mean current speed, a significant difference is observed where higher magnitudes are

concentrated for both upper and bottom layers. At the surface a mean speed is up to 2

141



m/s while at the bottom the magnitude is about 1 m/s, which suggests that in the
nearshore and during storminess there are places where the mean speed at the bottom
drops half of its surface speed. Compared to the surface mean speed, the bottom mean

speed is decreased in the nearshore for both flood and ebb conditions.

In Figure 5.10 the mean current speed during ebb flux is presented, a similar difference
is observed as mentioned above. It worth mention that the mean current speed at the
bottom is enhanced in offshore areas whereas in flood conditions the higher current
speed is confined mostly at the nearshore. In Figure 5.10c the asymmetry index between
flood and ebb at the bottom shows dominance of flooding conditions along the coast,
however, the area where the highest velocities are presented, ebb conditions might

dominate.

These current results have to be compared to bottom stress results to see whether
flooding and ebbing have significant contribution to the bedload rate and sediment
transport, therefore, a further analysis of the long term influence of the wave farm might

be required.
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Asymmetry index (bottom) to weight between flood and ebb. (*) The wave farm.
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5.4.4Near-bed currents affected by the wave farm

Figure 5.11 shows the bottom current speed during the storm peak (left panels) and its

wave farm effects (right panels) at high and low water levels. This figure confirms that

the bottom shear stresses are related to both waves and currents. In Fig 9 the significant

wave height is decreased because the wave energy is decreased, thus negative values are

expected in the lee side of the wave farm. In other words, as the wave height decreases,

the current speed may decrease or increase, depending on the gradients of radiation

stresses and bottom shear stresses. Bottom shear stresses are the combined wave-

induced and current-induced stresses that are related to wave radiation stress gradients

driving the wave-induced currents.
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To observe the impact of the wave farm in terms of flood and ebb conditions and during
storminess, the same methodology to extract mean flood and ebb speeds was applied
(Equations 5.1 and 5.2). Effects of the wave farm on the mean speed at the bottom can
be observed in Figure 5.12. Figure 5.12a shows the magnitude difference with and
without the wave farm, after applying Equation 5.4, for flood conditions. In a similar
result as Figure 5.8a, an area of higher magnitude of mean speed is exposed around the
coordinates -5.3 longitude and 50.35 latitude, that indicates a change in the mean speed
by the wave farm and presumably a reduction in the mean speed, which it has been

discussed above.

Figure 5.12b shows the mean speed for ebbing, similar shape in magnitude as Figure
5.8b, but less magnitude. For ebb conditions or low water levels, mean speeds change in
the lee and the nearshore areas by the wave farm, assuming a slightly reduction in the

magnitude but uniform speeds along the area.

Following the above methodology and applying Equation 5.3, the asymmetry index
with the presence of the wave farm shows almost no change for flooding or ebbing
during a storm event. Figure 5.12c shows the difference of the control index with and
without the wave farm. In the lee of the wave farm and close to the shoreline there is an
area where flood dominates. Ebb conditions dominate in a small area beneath the flood
dominance. Flood dominance by the wave farm coincides with the change in mean
speed as shown in Figure 5.12a. This suggests that the wave farm changes significantly

the mean speed during flood and storm conditions.
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Figure 5.12Mean flood (top) and ebb (middle) current speeds at the storm

Asymmetry index (bottom) to weight between flood and ebb. (*) The wave farm.
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5.4.5Bottom stress

Figure 5.13 shows the bottom shear stress, at the high, mid and low water levels. The
wave contribution on the bottom stress is large compared to tides only, driving the

sediment transport at the most, particularly during the storm peak. This was discussed in
Section 4.7.2, where bottom stress comparisons were carried out, showing the
significant effects of the wave action, especially through the radiation stress. The

bottom shear stress in Figure 5.13 is also found to correlate with the currents field.

Figure 5.14 shows the bottom shear stress for flooding and ebbing conditions, for both
cases it is quite similar with an increase in the bottom stress by wave action in the
nearshore areas. This is because the waves contribute more to the bottom stress than
tidal currents. Figure 5.14a shows the mean flood bottom stress, up td,Gs\tigher

in the nearshore areas rather than for mean ebb conditions, this can be observed around
the upper bay of St. Ives and at the top right corner of the plot. These areas, where the
wave energy is concentrated, there are major impacts on bottom friction and sediment

transport. Vectors show the mean direction and magnitude of the bottom stress.

Mean ebbing results for bottom stress (Figure 5.14b) show and increase towards
offshore and southwards where the bathymetry is relatively shallow. As for mean flood
conditions, higher values, up to 5 Nimare observed around the St. lves bay. Ebb
conditions show less uniform bottom stress along the coast, upwards from St. Ives bay,
different from flood conditions. However, higher values of bottom stress are more
uniform towards the south coast, mainly for shallow waters. Vectors show the mean

direction and magnitude of the bottom stress.
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Normally the asymmetric index ranges from -1 to 1, comparing flood and ebb
conditions. However, for display purposes, in Figure 5.14c, the index has values from -
0.5 to 0.5. This means that in terms of intensity both flood and ebb conditions can be
similar. Assessing the control index, it is clear that the mean flood tide has a more
significant impact on the bottom stress than the ebb tide. Again, the mean flood
dominates over the mean ebb conditions, close to nearshore areas, however, there is a
small area upwards from St. Ives bay where ebb conditions dominate, this might be

highly correlated by change in the bottom by the morphological model.

The asymmetry index difference for bottom stress, shown in Figure 5.15c, confirms that
mean flood conditions dominate over ebb conditions, even the wave farm reduces the
bottom stress significantly. It worth mention that most of the significant changes in
mean ebb bottom stress, by the wave farm, are correlated with the ebb dominance of the

difference in mean flood speed.
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5.4.6Bottom stresse affected by the wave farm

In Figure 5.15 it can be observed that the bottom stress, especially in the leeside of the
wave farm, is affected significantly by the wave farm. Also, the regions where the
bottom stress is significantly affected are the shallow water regions and the nearshore
areas. The wave farm impact on the bottom stress is maximum at low water level, which

is strongly correlated to the currents field, waves and depth.

The bottom boundary layer (BBL) is very important for sediment transport formulations
because the bottom shear stress gradient determines the sediment transport rate, which
modifies the bed into ripples and other forms (Warner et al, 2008). The BBL determines
the stress exerted on the flow by the bottom, entering to the Reynolds-averaged Navier-
Stokes equations as boundary conditions for momentum in the x and y directions, these
BBLs are represented in complex formulations (sections 3.4 and 3.5) to represent wave-

current interactions over a moveable bed.

In chapter 4 and 5 it was observed that the physical variables for the wave-current
interaction, the order of magnitude of waves, tides and bottom stress look according to
the literature. Tidal current speeds, for the coupled system, show enhanced etirrents
spring tides and at high waves, weak currents are present due to neap tides and low

wave heights.

Bottom shear stress is a controlling factor for the sediment transport. It directly controls
the intensity and pathway of the bed load transport. For suspended load, it dominates
suspended concentration in an indirect way through its effects on the entrainment

processes between the seabed and water column. (Wu et al, 2011
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The described methodology in Sections 5.4.1 and 5.4.2 is applied to the test case that
includes the wave farm. Results for the bottom stresses show similar values for both
flooding and ebbing as the ones without the wave farm, to contrast both cases Equation

5.4 was applied to see the difference, with-without the wave farm.

The magnitude difference, shown in Figure 5.16a, indicates that for flooding conditions

there is an impact on the lee and along the nearshore zone of the wave farm up to 0.5
N/m?. Bottom shear stress alterations by the wave farm are mainly in these areas and
show that the influence of the wave farm reaches a wider area from St. Ives bay to
upwards, and this influence is mainly in the nearshore area, in general, it can be
observed that in the lee and nearshore areas of the wave farm there is a reduction in

bottom stress due to a decrease in the wave energy transmitted.

Figure 5.16b shows the mean ebb difference of bottom stress, because the water level is
lower, the magnitude difference is more significant than flooding. This is observed in
the lee of the wave farm with higher effects during the ebb period. In the nearshore, the
magnitude difference of bottom stress shows significant changes where significant
magnitudes of mean current speed where detected (Figures 5.8 and 5.10), suggesting a

major reduction in bottom stress by the wave farm during ebb conditions.

The asymmetry index difference for bottom stress, shown in Figure 5.16c¢, confirms that
ebb conditions dominate over flood conditions, even the wave farm reduces the bottom
stress significantly. It worth mention that most of the significant changes in bottom

stress, by the wave farm, this ebb dominance is correlated to the difference in mean

flood speed.
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5.5 Discussion

Wave-current interaction has been analysed and validated in the presence of the wave
farm (see Chapter 4). Wave induced currents are through a combination of stresses in
the water column, especially in the surf zone where waves break. Waves and currents
are coupled through physical interactions or processes like surface sheas siigss
transmit the stres$o the water column affecting shallow waters; bottom si®ss
enhanced by the action of waves modifying the water column; and radiatiorestress
produced by breaking waves increasing the turbulence mixing, driving long-shore and

cross-shore currents.

Since this period differs from the previous period for model validation (see Section 4.3),

additional model validations were carried out for November 2010. Water elevations

were compared against tide gauges at four locations and wave heights were compared
with the wave buoy data at three locations. The comparisons between computed water
elevations and the measurements from four tidal gauges around the study area show
good agreements. The same is true for computed wave heights and wave buoys
measurement comparisons. In general, the predicted wave heights closely follow the
wind speed, and the storm events are reproduced reasonably well. In comparison with
the measurements, the storm peak was slightly under-predicted in areas where water

depths were relatively shallow.

In this chapter a new testing period has been applied due to the available data
observations, also a refined nesting approach has been setup to improve the modelling
performance. Results show acceptable comparisons and accuracy in terms of sea surface
level and significant wave height, as well as, wave period and direction. Three main

storm events are observed during the new test case. The maximum storm event has been
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analysed to observe the effect of the waves and the wave farm on the tidal circulation.
The tidal circulation is split into a flood and ebb periods. Bottom stresses and currents
are significant during the flooding tide than during the ebbing tide. Also, wave farm
effects have a significant impact on the tidal currents and wave parameters, even the
bottoms stress experiences substantial changes by the wave action in nearshore areas,

during the flood tide.

Analysis of averaged flood and averaged ebb cases show that, in general, flood
conditions dominate over ebb ones. For averaged current speeds ebb conditions
dominate, especially where low water depths are present. With the presence of the wave
farm, the current speed is reduced in lee side of the wave farm. Also, significant

changes in the current speed by the wave farm are observed during flood conditions.

Averaged flood and ebb conditions of bottom stress show a significant dominance of the

flood over ebb cases during the storminess, even, the bottom stress is reduced with the
presence of the wave farm, particularly in its lee side. The bottom stress shows a

significant change by the wave farm for flood conditions, this is observed in the

dominant index for the bottom stress.

Further analyses are needed to study the wave-current interactions, by refining the
domain to study a particular site, because along the coast of the Southwest of England
the bathymetry and sediment properties vary, thus, the wave farm impact would also

vary along the coast.

157



158



6. Effects of the wave farm
on morphodynamics

6.1 Introduction

To study the effects of the wave farm on the sediment transport and morphological

changes, a similar analysis as in Chapter 5, is carried out for the wave farm effect on the
sediment transport and morphological changes in the adjacent coastal region. After the
model validation on hydrodynamics, the morphological modules were implemented to

compute the sediment transport and bathymetry changes for the cases with and without
the presence of the wave farm. The analysis is aimed for the same period of simulation,
as in Chapter 5, of 48 hours of storminess during November 2010, where three storm

events at the Wave Hub site were observed (see Figure 5.3 for details).

In order to assess the morphology changes due to the wave farm, a morphology analysis
is performed to correlate the sediment transport during and after the storminess period.
Bedload transport rates show a reduction in magnitude when the wave farm is present,
reducing the erosion of the sea bed, thus deposition of sediments is observed in the lee
side of the wave farm. This can be observed in the final bottom bed or bathymetry, after
the storminess period of simulation. An asymmetric coefficient to assess the dominant
tide half cycles (averaged flood or averaged ebb conditions) is discussed. In general, the
averaged flood cases are dominant over the averaged ebb cases. However, ebb
conditions dominate towards offshore in the lee side of the wave farm, when the wave
farm is present. Significant morphology changes are observed in the lee side of the

wave farm and in the nearshore coastal areas during and after the storm. Although, the
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modelling system may over-estimate the morphological changes, the model predictions

are qualitatively acceptable.

6.2 Suspended sediment concentration

In the coupled modelling system, bedload transport rates are calculated by the Soulsby
and Damgaard (2005) formulae, which accounts for the combined effects of waves and
currents on bedload flux. The suspended load is transported in the water column by
solving the diffusion-advection equation, with an additional source/sink term added

accounting for vertical settling velocity and erosion. In this section suspended sediments
are analysed due to the wave farm effects. First, analyses of the impact of the wave farm
on the sediment concentration by varying the water elevations or tidal cycles, as seen in
Chapter 4. Then, the analysis of the effects of tidal cycles averaged as flood and ebb

cases to assess the impact of the wave farm on the suspended sediments.

Figure 6.1 shows a snap shot of the suspended sediment concentration field during the
peak of the storm (see Figure 5.3), with the plots corresponding to the fully coupled
wave-current model. It is worth mentioning that at low tide (bottom panel) the sediment
concentration is increased near the coast, this is because storm waves enhance the
bottom stress in spite of low tidal currents, and thus, the sediment transport and erosion
rates occur with more intensity. When tidal currents speed are maximum (mid panel) the
bottom stress produces a uniform concentration along the coast, with major
concentrations occurring where erosion is taking place (red areas). At high water and
low tidal currents (upper panel) the impact of the storm has its minimum (compared to

the other two cases).
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In Sections 5.4.4 and 5.4.6 the effects of the wave farm on hydrodynamics and bottom
stresses at high, mid and low water elevations were discussed and compared. Here, a

similar analysis is presented, but for the case of storminess during November 2010.
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The results show that sediment concentrations are large at low tides along the coastline
during the storm peak. As expected, the bottom stress distribution (shown in Figure 5.13)
has a strong correlation with the sediment concentration distribution (shown in Figure
6.1). When the tidal currents are close to zero, as is the case at high and low tide (top
and bottom panels, respectively), wave farm impacts on sediment transport distribution
is mainly due to the waves. The maximum changes in sediment conceninatioa

wave farm are from -0.1 to 0.1 kgirduring the tidal cycle and occur at the lee of the
wave farm and near the coast north of St. Ilves Bay. During the tidal cycle, the sediment
concentration affected by the wave farm extends about 26 km upwards from St. Ives
Bay at high tide. On the other hand, at the low tide, the sediment concentration moves
slightly offshore, mainly in the lee side of the wave farm, presenting the highest

concentrations.

Figure 6.2 shows the difference between Figures 6.1, without the wave farm, and the
case where the wave farm is included. For high water level (upper panel) the sediment
concentration difference shows the largest wave farm impact occurs on the leeside of
the wave farm and in the nearshore area. Also in the upper panel it is observed that
when the tidal currents are small, wind waves or storms have the largest impact on the
change of sediment transport. Three main areas where impacts are large, are observed,
these areas have sediment concentrations of less than 0.05 Kgfrthe case of mid

water level (mid panel) the wave farm causes an increase in sediment concentration at
two well-defined nearshore areas. A major concentration change in the lee of the farm
was also detected, presumably due to a decrease in wave height and water level. For the
case of low water level, as expected, the sediment concentration is enhanced in the area
where the bottom shear stress is decreased. Also in Figure 6.2 it is observed an increase

of sediment concentration by the wave farm as the water level is reduced at the peak of
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the November 2010 storms, implying that even during storms the wave farm causes

significant changes in sediment transport.

In general, the following phenomena have been observed in both, theory (Van Rijn,

1993) and model results (Figure 6.1):

Increase of sediment concentrations due to increase of wave height.

e In combined waves and currents, sediment transport is dominated by mixing

processes. Mixing effects are small for weak currents and large for strong currents.

¢ Near-bed sediment concentrations are mostly influenced by wave-induced currents.

e Wave direction might be a minor influence on the suspended sediment

concentration.

e The boundary layer theory is limited by its basis (e.g. sinusoidal waves, etc).

e Wave-induced transport is not included in the current modelling system (e.g. wave

stir up, sediment and current transport).
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In Section 5.4 forty-eight hours of storminess were averaged as mean flood and mean
ebb cases, taking as reference the tidal cycle from the trough to the crest and vice-versa,
and extracting the magnitude of the currents for every cell of the domain through the
forty-eight hours. Here the same method is applied to analyse the suspended sediments
and subsequently in the following sections the bedload transport rate. Applying the
same methodology as in Section 5.4.1, the averaged tidal cases for sediment
concentrations are represented in Equation 5.1 for the mean flood tide and Equation 5.2

for the mean ebb tide.

Figures 6.3a and 6.3b correspond for mean flood and mean ebb suspended sediment
concentrations, respectively. Figure 6.3a shows the mean flood sediment concentration
with the highest values, up to 0.3 kd/ntlose to the nearshore areas, this can be
observed around the upper bay of St. Ives and at the top right corner of the plot. These
areas, where the wave energy is concentrated, there are major impacts by the wave
action on bottom friction, bottom stress, and thus, the sediment transport concentration.

Vectors show the mean direction and magnitude of the current speed.

Mean ebbing results for sediment concentration (Figure 6.3b) show and increase
towards offshore and southwards where the bathymetry is relatively shallow than deep
depths. As for mean flood conditions, higher values, up to 0.3%gra observed
around the St. Ives bay. Ebb conditions show less uniform bottom stress along the coast,
upwards from St. Ives bay, rather than flood conditions. However, higher concentrations
of sediment concentration are more uniform towards the south coast, mainly for shallow

waters. Vectors show the mean direction and magnitude of the current speed.
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In a similar way, Equation 5.3 is applied to obtain the asymmetry index to quantify the
dominant conditions that drive the nearshore processes during storms and to compare
the suspended sediment transport between the mean flood and mean ebb conditions. The
asymmetry index is applied to distinguish between the magnitude of sediments for flood

and sediments for ebb conditions.

Normally the asymmetric index ranges from -1 to 1, comparing flood vs ebb conditions
for the sediment concentration the index has values from -0.5 to 0.5, this means that in
terms of intensity both flood and ebb cases can be similar. Evaluating the control index,

it is clear that flood tide have a more significant impact on the sediment concentration
than ebb tide. The mean flood dominates over the mean ebb case, close to nearshore
areas, however, there is a small area upwards from St. lves bay where ebb conditions
dominate, this might be highly correlated by the change in the bed by the morphological

model.

6.3 Suspended sediment concentration affected by the
wave farm

Results for suspended sediment concentrations, with the presence of the wave farm,
show similar values for both flooding and ebbing as the ones without the wave farm, to
contrast both cases Equation 5.4 was applied to see the difference, with-without the

wave farm.

The magnitude difference, shown in Figure 6.4a, indicates that for flooding conditions
there is an impact on the leeside and along the nearshore zone of the wave farm up to
0.03 kg/mi. The sediment concentration changes by the wave farm are mainly in these
areas and show that the influence of the wave farm reaches a wider area than for ebb

periods from St. Ives bay to upwards, and this influence is mainly in the nearshore area,
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in general, it can be observed that in the lee and nearshore areas of the wave farm there
is a reduction in sediment concentration due to a decrease in the wave energy

transmitted.

Figure 6.4b shows the mean ebb difference of sediment concentration, because the
water level is lower, the magnitude difference is more significant than flooding. This is
observed in the lee of the wave farm with higher effects during the ebb period. In the
nearshore, the magnitude difference of sediment concentration shows significant
changes where significant magnitudes of mean current speeds were detected (Figures
5.8 and 5.11), suggesting an increase in sediment concentration by the wave farm

during ebb conditions.

The littoral transport in the lee of the wave farm decreases due to the attenuated wave
and long-shore currents in the area sheltered by the wave farm. This causes trapping of
sand in the lee, depending on the hydrodynamic conditions, as the wave farm reflects
and dissipates the incoming wave energy, thus, it reduces wave heights and shore
erosion in the shadowed area of the wave farm. Moreover, the littoral transport of
sediments is deposited in the lower wave energy region. The diversion of the long-shore
currents will cause the development of local erosion close to the heads of the obstacle or
the wave farm. The wave farm, represented by an obstacle in this study, traps sand
under all circumstances, hence, its long-term impacts on the coastline are expected to be

significant.

The asymmetric index was applied to quantify the dominant conditions that lead the
nearshore processes of sediment concentrations during storminess. The asymmetry
index difference for the sediment concentration, shown in Figure 6.4c, confirms that

flood conditions dominate over ebb conditions, even when the wave farm increases the
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sediment concentration. It worth mention that most of the significant changes in
sediment concentration by the wave farm, the mean flood case dominance is correlated

to the similar analysis observed for mean flood bottom stress (Figure 5.15).
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6.4 Bed-load transport rate

The bed load layer is considered as a layer in which the mixing due to turbulence is so
small that it cannot influence the sediment particles, thus, suspension of particles is
impossible in the bed load layer. In general for most models, the bedload transport is
treated as a function of the near-bed velocity or bed shear stress, in 2DH models the bed
shear stress follows the depth-averaged flow, whereas in 3D models it follows the near
bed flow. Also, the waves interact with the current in modifying bed shear stress, bed
ripples, sediment mobility and the near-bed current, transporting the sediment (Roelvink
& Reniers, 2012). The total sediment transport rate is usually an important quantity to
address practical applications such as engineering works in coastal areas (Soulsby,
1997): dredging channels, morphodynamic changes by coastal structures, obstacles,

etcetera.

The changes of the seabed are calculated from the convergence or divergence in
sediment fluxes, which are the sum of suspended and bed load transport (Warner et al,
2008). Bed load transport vectors are partitioned into x and y compongaisd @,

based on the magnitude of the bed shear stresses of waves and currents. Figure 6.5
shows the horizontal components of bed load transport rate for the two hot spots of
erosion (A) and deposition (B) due to the presence of wave farm shown in Figure 6.10.
The bed load transport at B is about one order of magnitude larger than that at A. Itis
evident from the bottom panel of Figure 6.5 that the peak of wave height is closely

correlated with the peaks of bed load rates.

Figure 6.6 shows the comparison of bed load rates with and without the wave farm at
locations A and B in Figure 6.10 in a similar way, the bed load rate (left panels) is one

order of magnitude larger at B than that at A. Figure 6.6 also shows that, bed load rates
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are markedly reduced by the presence of the wave farm during the storm peaks, where

the peak sediment transport is weakened and dispersed.

The under-predicted wave height by the wave model implies significant influence by
local wind-waves as the model is being forced from swell (offshore) waves, also the
resolution of the horizontal grid size (~300 m) is quite coarse to be compared to a single

point, and the minimum depth in the near-shore is around 5 m.

With regards to the effect of these under-predicted hydrodynamic conditions on the
morphology changes, Amoudry and Souza (2012) have analysed several sediment
transport and morphology models. They show that even the most advanced model to
date has higher uncertainties about the results. This is due to strong amplification of any
small errors in the hydrodynamics, which is explained by the power-law dependence of
the sediment transport rates on the flow velocities, introduced by Soulsby and
Damgaard in 2005 for combined waves and currents. The amplification of
hydrodynamics on sediments is as follow: Power = 3 is for the bed-load transport and
Power > 3 for suspended load. They conclude that present sediment transport models
rely on the specification of physical parameters which themselves exhibit large

variability and uncertainty.
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In a similar analysis of the Section 6.2 and applying equations 5.1 and 5.2, the bed-load
transport rate has been separated as mean flood and mean ebb cases during forty-eight

hours of storminess (see Figure 5.3 for maximum wave heights).

Figures 6.7a and 6.7b show the mean flood and mean ebb cases, respectively, during the
storm for the bedload rate transports. In both cases the same area between St Ives and
Perranporth is highlighted. The rate for the mean flood case is more confined on
nearshore areas, especially towards the northeastern part of St. Ives Bay where higher
transport rates are observed. Mean ebb tide shows an extended bedload rate towards the
offshore with similar bedload rates as the mean flood tide. Around the Wave Hub site
the bedload rate transport is negligible. Values of bedload transport rates for both, flood

and ebb cases, are up to 0.02 kg/m/s.

To assess the dominant tidal cycle condition during the highest storm event, the well
applied asymmetry index, it has been applied to the bedload transport rates. Applying
the equation 5.3, Figure 6.7c shows the asymmetric difference between flood and ebb
conditions. During the storminess event it is observed that flood have dominance over
ebb conditions along the coast and nearshore zones. However, in the area north-
eastwards of St. Ives Bay, and more specifically in offshore zones, ebb conditions have
dominance over flood conditions, it is also observed where higher bedload rates are
detected, suggesting that in shallow depths ebb conditions might dominate over the

flood cases.
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6.5 Bed-load transport rate affected by the wave farm

Analysing the bedload transport rates with the presence of the wave farm, Equations 5.1
and 5.2 have been applied again during the storminess detected in Figure 5.3. Figure
6.8a shows the difference between the mean flood cases for bedload transport rate
without the wave farm and with the wave farm, applying the Equation 5.4. Similarly,
Figure 6.8b shows this difference but for mean ebb cases. Comparing these two
shapshots for storm conditions, it can be observed that the wave farm has a significant
impact on the magnitude of bedload rate for the mean ebb case, and this impact is
noticeable towards nearshore. These bedload differences by the wave farm suggest a
reduction in erosion rates producing more deposition of the sediments in these areas,
particularly on the lee side of the eave farm and its nearshore zone. However, the impact
by the wave farm, for the mean flood case, is smaller and more spreadable, not only

along the coast but also towards the offshore areas.

Finally and applying Equations 5.3 and 5.4, the asymmetry index difference in the
Figure 6.8c indicates that the wave farm has more impact on mean ebb conditions,
particularly at the northeast of St. Ives Bay and outside the nearshore area, where higher
rates are observed. On the other hand, bedload transports affected by the wave farm for
the averaged flood conditions might dominate in a wider area of nearshore zones,
suggesting also a reduction of the erosion rates. According to the asymmetry index, the
mean flood case is dominant in the lee side of the wave farm, however, mean ebb cases

are relatively dominant is shallower areas.
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6.6 Effects of the wave farm on morphological changes

Due to the use of the coupled modelling system, the effect of morphological changes on
flow and sediment transport is dynamically incorporated in the model. Figure 6.9 shows
the bed level changes ovarl6-day simulation. This simulation covers the period of
three storms occurring in November 2010. Figure 6.9(a) shows the bed level changes
when there is no wave farm, and Figure 6.9(b) shows the bed level changes where there
is a the wave farm at the Wave Hub site. The general patterns of erosion and deposition
appear to be similar in both cases: the most significant morphological changes are found
in three bays along the coast, and the range of the change is from -1 m to 1 m. The
difference of the morphological changes with and without the wave farm is shown in

Figure 6.10.

The overall impact of the wave farm is found to shift the sediment transport from the
westerly in St Ives Bay, resulting in the eastern area being more eroded rather than the
western area being less eroded, however, the area near the shore is being accreted. To
further examine the bed load transport in this area, two locations where the most
deposition and erosion occurred are identified, A and B in Figure 6.10. These locations
correspond to the maximum wave farm effects on bed shear stress (see Figures 6.5 and
6.6, respectively) and sediment concentration are observed. At the end of the simulation
both erosion and deposition occur, with bathymetry differences between -2 and 2 meters

caused by the presence of the wave farm.

The results show that the area near St. Ives Bay is the area most affectedvayethe
farm. As before, this is expected as this area is located in the leeside of the wave farm

and the predominant waves are north-easterly. The presence of the wave farm is found
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to cause more deposition in the south-west area and more erosion in the north-east area

close to the St. lves Bay, where most bed changes are taking place.
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Figure 6.9Morphological changes after 16 days of simulation without the wave

(top) and with the wave farm (bottom).
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Morphological changes {m) by the Wave farm
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6.7 Discussion

In the Southwest of England, the tides are the main force that drives the nearshore
circulation and therefore the sediment transport along the coast. However, wind waves
play an important role driving long-shore and cross-shore currents and sediments within
the near shore region, especially during storm events when most of the sediments are

transported.

The bottom stress becomes larger at low tide and high wave, and also at mid-tide and
high wave. This change occurs not only in the nearshore zone but also in some parts of
the offshore area, which suggests that the sediment transport changes significantly
during the tidal cycle and storm peak. The bottom stress difference with and without the
wave farm shows significant variations at the low water level case, strongly correlated
to the wave contribution through radiation stresses, which is enhance at relatively

shallow water

During the storminess simulation period three storm events were presented (see Figure
5.3 for details), significant changes near the shoreline are found by the presence of wav
farm. Significant changes on the final bathymetry affected by the wave farm are also
observed. In general, erosion occurs towards the coast from isolines 10 to 30, this is
correlated with the direction of bottom stress vectors distribution, also a small accretion
is presented in the northeast of St Ives bay. The significant impacts of the wave farm on
the morphological changes are again found in the coastal area near St. Ives Bay, as well
as in immediate lee side of the wave farm. The bed changes indicate a northward shift

of erosion and deposition pattern due to the wave diffraction caused by the wave farm.
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The maximum changes in sediment concentration with and without the wave farm are
from -0.1 to 0.1 kg/m3 at low tide and occur at the lee of the wave farm, the changes are
much more profound in the nearshore area north of St lves Bay. From low tide to high
tide, the sediment concentration extends about 26 km upwards from St. Ives Bay along
the coast. At the low tide, the sediment concentration moves in slightly offshore. These
results are closely correlated to the bottom stress results. The bedload rate flux is
considerable reduced when the wave farm is positioned in the study area, also it is

shown that at the peak of the three storm events, the bedload rate flux is decreased.

The effect of the wave farm was also examined at two locations A and B, where
stronger deposition and erosion of 0.2 m occurs, respectively. These locations are at the
lee of the wave farm and near the coast slightly north of St Ives Bay, where maximum
impact of wave farm on sediment concentration and bed shear stress are predicted by
our model. We also found that the bed load transport at these areas is considerably
reduced when the wave farm is positioned in the study area, suggesting deposition of

sediments in the lee side of the wave farm and its nearshore zones.

In general, averaged flood conditions dominate over the averaged ebb cases during the
storminess period, as shown for the suspended sediment concentrations and bedload
transport rates. The mean ebb cases showed dominance on shallower depths, which are
in the nearshore area. The wave farm impacts on sediments and bedload transports for
mean flood conditions extend not only in the lee side but also in a wider area close to
the nearshore, whereas the wave farm effects for mean ebb conditions are more

consistent and significant in the lee side.
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/. Conclusions

This research is to study the impact of a wave farm on the wave-current interaction at its
nearshore area in the Southwest of England, particularly its interaction with the
sediment transport and coastal morphology, using an integrated modelling system. The
modelling system consists of SWAN and ROMS to take account for the impacts from
the wave farm and for the wave-current interaction, with the wave farm incorporated.
The built-in morphodynamic modules also enable the sediment transport at the study

site to be simulated, as well as, the impacts of the wave farm on morphological changes.

The highly complex modelling system was set up at the Wave Hub site at the Southwest
of the UK and validated comprehensively with the field data available to the study, with
the multi-layer nested grids, driven by wave boundary conditions from the
WAVEWATCH Il model and wind fields from the GFS model, as well as the tidal
boundary conditions from the global tidal model OTIS. The modelling simulations were
carried out on the High Performance Computing clusters at both Plymouth and Exeter
Universities, supported by the Peninsula Research Institute for Marine Renewable

Energy (PRIMaRE

7.1 Main findings

The main findings from this study can be summarised as the following:

1. Model validation shows the model results are in good agreement with the

measurements by tide gauges and wave buoy.

2. Significant wave heights are better predicted by the model when the coupled

modelling system is implemented, indicating significant effect of current on
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waves. Wave effects on bottom stress are isolated by removing the tidal signals
from current velocity and bottom stress. The tidal currents and wind waves have
a significant effect on the bed shear-stress, relevant to sediment transport. The

contribution from wave dominant over tide during storm events.

Model results at high, mid and low tides during the peak of a storm, occurring
between 1 of December 2005 and 3Danuary 2006, were presented to show
tidal effects on waves, current velocities and bottom stresses, during spring tides.
It is found that the wave height increases with the tidal elevation, and the wave
direction is modified by the change of direction of tidal currents. It was also
found that the tidal current effect on waves is maximum when the tidal current is
at its peak and the tidal elevation change has a significant effect on wave
directions. The tidal current effect on wave direction is relatively small when
wave height is large. In ord& improve the accuracy of the modes$ults, a

refinement of the grid domain was required.

In Chapter 4 results, the finer grid has a resolution of about 500 meters in the x
and y directions, and 3 layers in the vertical. In the Chapters 5 and 6, a grid
resolution of 300 m was used and 5 layers in the vertical. The new grid domain
was tested with a new testing period due to the availability of observations to
validate the modelling system, which shows acceptable comparisons and

accuracy with the water elevations and wave properties.

. The change of the wave height, with and without the wave farm, varies between
5 cm and 10 cm at the nearshore area, and the maximum extension affected by
the wave farm is about 26 km from St. lves Bay to upwards at the high water

level case.
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The bottom stress becomes larger at high waves combined with low and middle
tidal levels. This change occurs not only in the nearshore zone but also in some
parts of the offshore area, which suggest that sediment transport changes

significantly during the tidal cycle and storm peak.

The analysis of the mean flood and mean ebb tidal conditions during a
storminess period indicates that current speed, bottom stress, suspended
sediment concentrations and bed-load transport rates are affected by the wave
farm with the reduction of current velocities and bottom stresses in the lee side

of the wave farm, resulting in deposition of sediments.

The sediment transport model was incorporated to estimate the non-cohesive
concentration and morphology changes affected by waves, tides and the wave

farm.

It was found that the suspended sediment concentration is higher at the lee of the
wave farm, presumably because the longshore current is partially blocked by the
circulation currents (in the lee), so that some of the longshore currents are

diverted outside the wave farm.

The littoral transport in the lee of the wave farm decreases due to the attenuated
wave and longshore currents in the area sheltered by the wave farm. This causes
the trapping of sand in the lee, depending on the hydrodynamic conditions, as
the wave farm reflects and dissipates some of the incoming wave energy, thus, it
reduces wave heights and shore erosion in the shadowed area of the wave farm.
Moreover, the littoral transport of sediments is deposited in the lower wave
energy region. The diversion of the longshore currents will cause the

development of local erosion close to the heads of the obstacle or the wave farm.
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12.

13.

An obstacle, in this case the wave farm, traps sand under all circumstances,

hence, there will be a coastal impact in any circumstance.

Suspended sediment concentrations show a similar pattern to the bed-load
transport. However, the sediment concentration reaches large scales along the
coast during the flood and ebb tidal cycles. The dominance of the mean flood

case during a storm event for sediment concentrations suggests that the
significant changes in the sediments are produced not only by the storm but also

by the tidal currents along the coast.

The sediment concentration with the presence of the wave farm shows similar
patterns for the mean flood and the mean ebb cases, in the asymmetry index
mean flood and mean ebb sediment concentrations are similar in magnitude,
suggesting that the wave farm has significant changes in its leeside towards the

coast.

Bedload transport rates during mean flood conditions show dominance over
those of during mean ebb conditions. The mean flood conditions are confined to
the nearshore area along the upstream coast, whereas the mean ebb conditions
are extended towards offshore areas, particularly in shallower areas. Bedload
transport rates with the presence of the wave farm show a significant increase in
the magnitude, particularly on nearshore areas in the lee side of the wave farm.
For the mean flood case, the bed-load rate is not only confined to the coast but
also along the coast. For the mean ebb case, the increase of bed-load rate by the
wave farm presents higher magnitudes than the mean ebb case, also the

difference is noticed towards offshore as mentioned above.
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14. The morphology changes by the wave farm suggest that the area near St. Ives
Bay is the most affected by the wave farm. Because it is in the lee side of the
wave farm and the predominant waves are north-easterly. The presence of the
wave farm is found to cause more deposition in the south-west area and more
erosion in the north-east area close to the St. lves Bay, where most bed changes

are taking place.

15.Erosion is present because the bottom shear stress is the dominant force that
drives the sediments, when this force is reduced, the bedload transport rate is

reduced as well.

The results of this study provide important and useful information for further studies in
assessing the resources of wave energy and the impacts of the wave farm on the local
and nearshore environment. Model results will be further examined for longer term

impacts of the WEC operations.

The interaction between waves and tides at the Wave Hub site is important when
modelling sediment transport influenced by the wave energy devices. The addition of
wind fields on the circulation model is compulsory to determine the effect of surface
stresses on waves and currents. The analysis on sediment transport shows that the
largest impact on sediment transport due to the wave farm occurs near the coast rather

than at the Wave Hub site.
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7.2 Recommendations for future reseech

The integrated modelling system is capable to predict hydrodynamic and morphological
changes during storm and normal conditions, affected by the deployment of wave
energy devices. The modelling system under-estimates the wave parameters, which can
be improved in a nested and finer grid resolution, this will improve the comparison of
model results against data observations. Underestimate peak wave is typical. Finer
resolution not necessarily solves the problem. Need to discuss other source of error of

SWAN such as error in wind inputs, storm track.

Different sediment diameters can be set in the ROMS, for this research only one
D5=0.35 mm was used, representing the averaged sediment size diameter around the
Wave Hub site. However, this does not represent all the sediment classes along the
coast, even the main composition of most of the beaches is rock. Therefore, there is the
need for the study of small nearshore areas, covering different sediment classes. The use
of coarse grid resolutions brings uncertainty when validating the model against a single
point. Therefore, it is recommended to use finer resolutions through the two-way
coupled nested parent and child grid domains for best results. With a refined modelling
system, well calibrated, will help to better understand the impacts of wave energy

devices on nearshore coastal areas, which is still at its infancy.

With regards to the impacts of the wave farm on hydrodynamics and morphology
changes, the analysis of these physical variables presented in this research were focused
during short periods of storminess. Hence, there is a need to continue the study over

longer-term, covering summer and winter seasons.
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Al. Model forcing

The coupled modelling system has been forced with other global models at the
boundaries. The wave SWAN model has been forced by the global model
WAVEWATCH Il model and the global GFS model for wind fields. The ROMS

circulation model has been forced by the global OTIS tide model

1.A.1 Tidal forcing

In order to provide the boundary conditions to the ROMS model, the tide model
provided by the Oregon State University Tidal Inversion Softward§0dased on the
TOPEX/POSEIDON altimeter data (Egbert and Erofeeva, 2002; Padman and Erofeeva,
2004), was used. Predictions of tidal currents and water elevations from eleven
harmonic constituents MN,, S, Kz, Oy, Ky, P1, Q1, My, MS;, MNy) for the studied area

were carried out. The high-resolution data assimilation model AOTIM, which is the
foundation of theDTIS, fits the available tide height data and also best represents tidal
currents. This has been validated since the inverse model is consistent with the shallow-
water wave equations to within the assumed accuracy of the bathymetry-based and

dissipation terms (Padman and Erofeeva, 2004).

The OTIS model is based on the linear shallow water dynamic equations as follow:

Z_Z+ffxu+g'HV(é—csal)+F=fo (A1)
6{_ . (A.2)
T -V-U
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Here( is the elevation of the sea surface; U is the volume transport vector, equal to
velocity times water depth ;H is the Coriolis parametef, is oriented to the local
vertical and F is the frictional or dissipative stress; the astronomical tide generating
force with allowance for Earth’s body tides is denoted by f, (Egbert and Erofeeva,

2002).

Altimeter data was processed using TOPEX/POSEIDON altimeter data for the
inversion. Firstly the PATHFINDER database was filtered with a low-pass filter along
each ground track, thereafter the TPXO.3 model to obtain the solid Earth tide was
applied, these databases are included in a complex solution to correct the solid Earth
tides and to eliminate geoid errors. For Topex/Poseidon, time series at most locations
are long enough to separate all major constituents, then, it is possible to estimate the

vectors of harmonic constants by least-squares method (Egbert and Erofeeva, 2002).

1.A.2  Harmonic analysis

Tide gauge wave-averaged sea leiehfieasurements can be studied as a sum of three
separate time-dependant components: tides, meteorological-induced surge (non-tidal

residual) and mean sea level (Pugh, 1987), represented as:
() =Zyt) +X(@) +Y() + XY (V) (A.3)

whereZ,(t) is the mean sea levei(t) the tidal component,(t) the meteorological
non-tidal residual an®&Y(t) represents the interaction between tidal and non-tidal
levels, which is usually only significant in extensive shallow water areas. This statistical
approach of sea level is explained by the relative independence of the physical forces

which produce the different components (Pugh, 1987).
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The basis of harmonic analysis is the assumption that the tidal variations can be

represented by a finite number N, of harmonic terms of the form:
H,cos(a,t — gn) (A.4)

WhenH,, is an amplitudeg,, is a phase lag on the equilibrium tide at Greenwich, and

o, IS an angular speed, which should be expressed in radians. The angular speed in
degrees per mean solar hour is denoted, oy 360w, /2m. The angular speeds, are
determined by an expansion of the Equilibrium Tide into a similar harmonic term

(Pugh, 1987).

1.A.3 Least-squares method

The aim of least-squares analysis is to estimate the tidal harmonic constituent
amplitudes and phases which can then be used for long-term tidal predictions (Emery
and Thomsom, 1997). The least-squares fitting procedure involves matrix algebra, but

the equations are very similar to
[observed level] = [Equilibrium tide][empirical constants]
[known] [known] [unknown]

The tidal variation function is represented by a finite number of N harmonic
constituents, depending on the length and quality of the observed data. In the harmonic

analysis by least-squares the tidal function is fitted as follows:

T(t) =Zy+ Z H, f,cos[o,t — g, + (V, + u,)] (A.5)

Where the unknown parameters dgeand the seri€$l,, g,,). The fitting is adjusted so

that), S?(t) is the square of the difference between the observed and computed tidal
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levels §t) = 0(t) — T(t). Thef, andu, are the nodal adjustments and the tespts
andV, together determine the phase angle of the Equilibrium constitgerst. the
Equilibrium phase angle for the constituent at the arbitrary time origin. The accepted
convection is to tak&, as for the Greenwich Meridian and t in the local time of the

station concerned (Pugh, 1987).

1.A.4  Wave forcing

e The SWAN model requires initial and spectral boundary conditions, also wind
fields to force the surface layer. The NOAA WAVEWATCH IlI operational
wave model is a'8generation (spectral) global wave model. It consists of a set
of five wave models, based on version 2.22 of WAVEWATCH llI. All models
use the default settings of WAVEWATCH Il unless specified differently. These
models have available online data, either historic or forecast data. In this

research, the regional Western North Atlantic (WNA) model is applied.
Regional wave models within the WAVEWATCH Ill:
e The regional Alaskan Waters (AKW) model
e The regional Western North Atlantic (WNA) model
e The regional North Atlantic Hurricane (NAH) model
e The regional Eastern North Pacific (ENP) model
e The regional North Pacific Hurricane (NPH) model

In the WAVEWATCH Il online website the user can obtain information from the

regional wave models as follows: All regional models obtain hourly boundary data from
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the global model, they are run on the 00z, 06z, 12z and 18z model cycles, and start with
a 6h hindcast to assure continuity of swell. The models provide 126 hour forecasts, with
the exception of the NAH model (72 hour forecast), and also they are based on shallow

water physics without mean currents. No wave data assimilation is performed.

1.A.5 WAVEWATCH Il

Winds from the operational Global Data Assimilation Scheme (GDAS) and the aviation
cycle of the Medium Range Forecast model (Kanamitsu 1989, Kanamitsu et al. 1991,
Derber et al., 1991, Caplan et al., 1997). This forecast/analysis system is now called the
Global Forecast System or GFS. The winds are converted to 10m height assuming
neutral stability. The wind fields are available at 3h intervals (using analyses and 3h
forecasts in the hindcast part of the wave model run). For the NAH and NPH models,
the above wind fields are blended with GFDL hurricane winds when possible. These
wind fields are available hourly. Ice concentrations are obtained from NCEP's
automated passive microwave sea ice concentration analysis (Grumbine 1996) and are
updated daily. Sea Surface Temperatures as needed in the stability correction for wave
growth are obtained taken from the GDAS. Boundary data for the regional models are

obtained from the global model and are updated hourly.

Graphical and binary model output is available. The operational wave models use a
combination of bathymetric and obstruction grids. Bathymetric grid files contain an

array of water depth values or land flags (zero depth) at the wave model resolution,
whereas obstruction grids consist of two arrays representing the degree of meridional
and zonal blocking of wave energy propagation due to subgrid topographic features

(Tolman, 2003).
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1.A.6  High Performance Computing

The modelling system has been run at the Plymouth University High Performance

Computing Centre, and at the University of Exeter Supercomputer facilities.
In Plymouth two supercomputers has been used with the following characteristics:

A distributed-memory cluster with a 3U Head & Storage Node (HS316i) and 82
compute nodes (HX2224i) equipped with Dual Intel Xeon E5420 (Quad Core 2.50Ghz)
processors and 8 GB of memory per motherboard, connected by an RJ45 Cat 6 network
accessible 12 TB parallel file system. The whole system is supported using IPMI (KVM
over LAN) TechnologyThe latest addition are 808 cores using Intel Xeon E5650 (Six

Core 2.66GHz, 6.40GT/s QPI) Processors.
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MODELLING OF THE IMPACT OF A WAVE FARM ON
NEARSHORE SEDIMENT TRANSPORT

Raul Gonzalez-Santamaki®ingping Zout and Shungi Pén

This paper presents the results from an integrated fimylalystem investigating the effects of a wave farm on
nearshore sediment transport. Wave Hub projed large scale demonstration site for the developmenhenf
operation of arrays of wave energy generation devimeated at the southwest coast of the UK where mailfipld
measurements took place. The two-way coupled SWAN @M & models with nested modelling system were set up
at the Wave Hub site and run with and without a wiave. The model results show that the presence of the wav
farm has significant impacts on the nearshore circulatived shear stresses and sediment transport. The
morphological changes are also altered by the wawva. faihe study is the key element for the wave resource
characterization and environmental impact assessmem ofgve farm.

Keywords: wave-current interaction, renewable endR@®MS, SWAN, sediment transport, Wave Hub
INTRODUCTION

Located at the southwest coast of England, the Wave Hub project ainoedate one of the
world’s largest wave farms for demonstration and testing wave energy converter devices. Recent
studies at the Wave Hub site suggest that wave induced currents argithpn controlling sediment
movement (SWRDA, 2006). Better understanding of tidal effects oresvand sand transport is
crucial to wave resource characterization and environmental impact assessmentavktlferm at the
Wave Hub site. A numerical study carried out by SWRDA (2006) suggéstédhe wave energy
converters (WECS) installed at the Wave Hub site would cause a reduciimebed% - 5% of wave
height in the adjacent coast of the Wave Hub, as well as changes in tidal currebtthymaetry.
However, in their study the hydrodynamic model, Flow3D, was bbgefour tidal constituents during
a storm to assess the impact of the deployed WECs on tidal curnehtediment transport. Tidal
currents recorded maximum current velocity of 1.2 m/s, in compaoftre admiralty pilot reported
tidal currents between 0.5 and 1.0 m/s on the north coast of Codhwialy spring tides. To assess the
WEC s effect on the studied area, wave dragon devices were useel. iegkdts suggest that sediment
transport for this case study changes significantly at the Wave Hub wditthebimpact of the wave
farm on the adjacent nearshore zone remains an unresolved issue.

Millar et al (2007) carried out a study at the Wave Hub site to estimate the imhpdEGs on the
nearshore wave climate by analysing the wave energy transmitteghhiteel WECs to the adjacent
nearshore region. By comparing the SWAN model results with field wdtg@ns from wave buoys,
they concluded that assuming a 90% transmission rate, the average raduwgigoificant wave height
was of the order of tm, and that the stretch of the coast most likely to be affected wasdret
Godrevy and Towan Heads that are close to the Wave Hub site.

Buscombe and Scott (2008) have addressed that sand transport des i® hielieved to be weak
and not well quantified in this region, and the volume of sandlved is limited in comparison with
other sectors of the English coasts. Also it was found that wave thadwceents are believed to be
more important in controlling sediment movement, not only fraenpitevailing southerly and westerly
winds, but also the easterly winds can produce significant mewne of sediment. Although storm
events may cause movement of sand on the inner shelf, theiiseffecgreater in the nearshore zone
where significant cross- and long-shore sediment transport takes place.

Therefore, there isutrently a lack of studies in the nearshore and shoreline areas eethilé of
the wave farm. Following the previous studies of wave-tide interactionbisatarea (Gonzalez-
Santamaria et al, 2011; Gonzalez-Santamaria et al, 2012), the aim of the gedeig to investigate
the effect of a wave farm on the wave field, bed shear stresses, isettemsport and morphological
changes, particularly along the shoreline behind the wave farm. We eisategrated and fully
coupled wave-current numerical modelling system, extended withettiment transport modules to
gain insight into how the wave farm affects the current and bdtiotion at the Wave Hub site, as
well as sediment transport and the resulting morphological changes.

! School of Marine Science and Eng, Plymouth University, Plymouth, PL4 8AA, UK
2 Department of Civil and Environmental Engineering, University of Maine, USA
% School of Engineering, Cardiff University, Cardiff, CF24 3AA, UK
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METHODOLOGY

In this study, the spectral wave model SWAN (Booij et al, 1999) anddban circulation model
ROMS are used to form a fully two-way coupled modelling system rf@&faet al, 2008). The
schematic diagram of the modelling system is shown in Figure ltder ¢o include the far-field
effects for waves, the SWAN model is run with three nested domainspvatiessively finer grid
resolutions, as shown in Figure 2. At the finest grid (L3), the SWsAddupled with the ROMS model
to form the coupled modelling system (SWAN+ROMS). The SWAN model isydateboutput of the
global wave spectral model Wave Watch 11l (NOAA: http://polar.ncep.noaa.goxdndby the wind
fields from the Global Forecast System (GFS) model. The global tidal mod& (EfPert et al, 2002;
Padman and Erofeeva, 2004) provides tidal currents and water elevatiamsndary conditions for
the ROMS model. The wave model results can be affected by both water elasiibtidal currents,
hence, the tidal information obtained from the ROMS model is used in themadel.

Wave Watch llI:

*wave parameters \
ewind fields

I Sediment Transport

Morphology

Tide Model Driver:
*Tidal currents
*Sea surface elevations

—7

Figure 1. Schematic diagram of the integrated modeling system.
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Figure 2. Nested computational domains for SWAN and ROMS.

The Oregon State University Tidal Prediction Software (OTPS/TPXO) based on the
TOPEX/POSEIDON altimeter data (Egbert et al, 2002; Padman and Erofeeva, ®@84)sed to
predict tidal currents and water elevations from eleven harmonic consti{dntS, N,, Ko, Ky, Oy,

P;, Qu, M4, MS,, MN,). We found that the predicted water elevations are in a good agreemetitewith
measurements from tide gauges near the Wave Hub site. In addits@uinaent transport model
embedded in ROMS was incorporated in the modelling system for comgmediment transport and
nearshore morphological changes. The Soulsby and Damgaard) (Rb@%ulae is applied for
computing bedload transport which accounts for the combined eftdctsiean currents and
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asymmetrical waves on bedload flux. Suspended load is transpothedvimter column by solving the
diffusion-advection equation, additional a source/sink term is addedcimege with the bed for

vertical settling velocity and erosion. Erosion depends linearly on ttienbshear stress. The bed
model accounts for changes in sea floor elevation resulting from cemeergor divergence in

sediment fluxes. These morphological changes can have an impact on fiepottawhen they are

larger (Warner et al, 2008).

The two-way coupled modelling system consists of two modeishwére linked with shared
information: the ROMS model, which computes sea surface levels, depth aveosigedtal velocity
components and bottom stress based on the given sediment grain sitee &WAN model, which
computes wave height, wave length, wave period and wave bottom orbital vel®stiesen these
two models, the currents and water levels computed in ROMS are used in @éAtke radiation
stresses derived from the SWAN are used to calculate the wave inducad cufROMS, so that the
dynamic interaction between waves and tides is realized. In addition, winddieldsed as the surface
forcing in the SWAN model for predicting the wave field, but, thedwstress is ignored in the ROMS
model due to the relatively small computational domain.

The coupled modelling system (SWAN+ROMS) was first applied to assess the ohpawes on
currents and currents on waves. To achieve this, a series oéxiffexrses combining spring and neap
tides, high and low water levels, high and low wave conditions, were investigatdmine the
changes in waves, currents and bottom stresses. Then, the calibratedingnosiystem was
implemented with a wave farm and applied to a storm period to investigadfelats of the wave farm
on wave field predictions, bed shear stresses under combined wacearesmd conditions, sediment
transport and the resulting morphological changes, with particular fodhe orearshore area in the lee
side of the wave farm.

RESULTS

Wave-current interaction

For investigating the wave-current interaction, the modelling systesrawm for two months, from
1st December 2005 to 31st January 2006 in order to match the availabigyve buoy data. Three
test cases were selected to examine the space distribution of wave-current intetiaciiayh the tidal
cycle. These test cases are selected at the peak of the storm and durintideprinigh water level and
low current velocities; middle water level and high current velocities; and latsrvievel and low
current velocities.

Comparisons between surface current velocities at the Wave Hub site é@ougied modelling
system (SWAN+ROMS) and the ROMS (only) model were carried out in Gon2alamaria et al
(2011), where the influence of tidal currents and tidal elevationkeogignificant wave heights at the
Wave Hub site predicted by the coupled system, are compared with thenbaeyrements. The model
results indicate that the impact of wave-current interactions on theutednpurrent velocities is
significant during the spring tides. Similar to the current velocities, thenttimduced bottom stresses
in a spring tide are significantly affected by the waves. As waves propagatelsahe coast, the wave
propagation speed and direction may be modified by tidal currenttodedraction. In general, the
main changes of wave direction are found during low wave teeaytd high tidal currents. In the same
study three reference locations were compared. It was found that Vatatie Hub site the current
magnitudes, after removing the tidal signal, are smaller than those at thleonearea where the wave
action enhances the current significantly. For example, at twohmearpointsthe longshore currents
vary, at one point from -0.5 to 0.5 m/s, atdhe other point from -0.5 to 1.1 m/s, as a clear indication
of the impact of change of wave direction on the current.

In studying the wave-tide interactions, analysis also inclutegvave radiation stress, which is the
flux of momentum carried by the ocean waves. When waves disperemishore areas, the wave
momentum is transferred to the water column, generating the near-shoents (Bowen, 1969).
Significant momentum can be transferred from waves to currents wh&nong radiation stress
gradient and radiation stress gradients are determined from the spatial gradiéme directional
energy spectrum of the wave model and the strongest gradientsaitioradtress occur where depth-
induced breaking happens (Mulligan et al, 2008).

Within the fully coupled modelling system, the following physical medrasicontribute to the
wave-current interactions: i) surface shear stress, the effect atswives on the drag coefficient is
included in ROMS (Warner et al, 2008); ii) bottom stress, waves enhanceirthéent mixing,
therefore, waves modify the bottom stress experience by currematst @Madsen, 1979; Zou, 2004);
and iii) radiation stress which represents the excessive momentum flux t@hgirculation due to the
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presence of waves (Longuet-Higgins and Stewart, 1964; Zou et &,)26@r a hypothetic wave

coming from the western boundary, a comparison with and witihe wave effect, shown in Figure 3,
illustrate the radiation stress influence on the circulation system. Thi® fehows the transferred
momentum from waves to currents in the nearshore region, it wenttion that tidal currents are one
order of magnitude higher and, in this case, the surface stresteba idealized over the whole
domain. When tidal currents and wave induced currents are combieeduyrrents at the Wave Hub
site are significantly enhanced, compared with the results when thesvesg not included. The
resultant flow is dominated by the tidal currents which are more unifomay from the coast.

However, along the shoreline, currents are enhanced by the wave thctagh radiation stress
gradients. This means that wave induced currents are significant inothés even though the tidal
currents are the main force for the general circulation.
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Figure 3. Computed currents with and without waves (¥ — the Wave Hub).

While during neap tides, the tidal influence on waves is insignificaminglspring tides, the
difference becomes more noticeable, this is observed in Gonzalez-Santarafri@@t1), where the
differences in significant wave height and wave direction and wiitiewt tidal currents are shown,
particularly for the cases indicated above within the L3 domain (se&reFig). Moreover, the
difference between the coupled modelling system and the wave wmagefor the significant wave
height and wave direction shedstrong correlation of wave height, wave direction and wind velocity,
suggesting that wind waves play an important role on the longghorents, which will affect the
sediment transport. It is also found that when tidal currents are includedatte direction is modified
by around 10 degrees during high waves, but about 20 degréeg lduw waves. The change in wave
direction to further align the shore is also an important factahissvill produce stronger alongshore
currents, particularly, during the low water level case.

As shown in Gonzalez-Santamaria et al (2012), the spatial distribution ofathe influence on
bottom currents showed larger velocities and eddies along the coast up toA? hnigh tide and low
tidal currents, the region with significant wave induced currents is owréned to the coast. At mid
tide, tidal currents are at its maximum, and the total current velocity fieldfamnn the offshore
zone and increases in magnitude in the nearshore zone where the sigwificarfieight is high. At
low tide, tidal currents are at the minimum, the region with signifieeente induced currents is
extended in the offshore direction due to decreasing water depth. Th#tieeloear the coast are
clearly enhanced by the wave forcing, particularly in the longsfiogetion

Effects of the wave farm on wave height and bed shear stress

The wave farm was incorporated in the SWAN model following Millar et al (2007 paiays of
WECs at the Wave Hub site was represented as a 4 km partially transmitsitagl@baligning
approximately parallel to the prevailing incoming wave crests. The enarggniission percentage was
set as 75% which represents an array of densely spaced, high-efficiercy. Wigure 4 shows
significant wave height (colours) and wave direction (vectorstHerstorm case and for the water
elevations, even, the difference between with and withoutvélve farm is shown. The change of the
wave height with and without the wave farm is between 5 cml@ntn at the nearshore line, and the
maximum extension affected by the wave farm is about 26 km namtlswst. Ives Bay (south of L3)
for the high water level case when the most significant wave farm impact enheeght occurs.
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Figure 4. Effects of the wave farm on the wave heights under low and high water elevations: (top) computed
wave height without wave farm; (middle) computed wave height with wave farm; (bottom) the difference of
the computed wave height with and without wave farm. (Vectors are the wave directions; % — Wave Hub)

Figure 5 shows the bottom stress contribution for the coupled modelsteg with and without
the wave farm, at the high and low water levels. The wave contribotiche bottom stress is large
compared to tides only (not shown here), driving the sedimenpteret the most, particularly during
the storm peak. The bottom stress is also found to correlate withrifemts field and is affected by the
local water depth. As shown in Figure 4, the wave field, especiallyeitetside of the wave farm, is
affected significantly by the wave farm, it can be seen that the regioer® significant bottom stress
is affected are in the shallow water regions and the nearshore areasstlte also indicate the the
water depth is an important factors to influence the bottom stessses. The maximum changes in
bottom stress along the coast are found at the lower water elevation, and sottdlerdiress at the
higher water elevation. Wave farm impact, on the bottom stress (rightspaisemaximum at low
water level, which is strongly correlated to the currents field, wavesepid.d

Effects of the wave farm on sediment transport

After the model validation on hydrodynamics, the morphological modules wgrlerhented to
compute the sediment transport and the resulting bathymetry changesdés with and without the
presence of the wave farm. Due to the availability of wave buoys, dldelnvas run for November
2010, when three storm events were observed at the Wave Hub site.

To study the effects of the wave farm on the sediment transpbnnarphological changes, we
will focus on the analysiatthe maximum storm peak, where further field measurements are &vailab
Since this period differs from the previous period for model validatioBdnzalez-Santamaria et al,
(2011), further model validations were carried out for this period. Weésations were compared
against tide gauges at four locations (not shown here) and wave hegghtsompared with the wave
buoy data at three locations. The computed water elevations and the messsirffom four tidal
gauges around the study area show a good agreement, so do thetecbwave heights and
measurements by the wave buoys deployed at three locations close todthsite. In general the
predicted wave heights closely follow the wind speed, and the stveneproduced reasonably well.
In comparison with the measurements, the storm peak was slighty-predicted where water depths
were relatively shallow.
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Figure 5. Effects of wave farm on bottom shear stresses at high and low tide. (Vectors are magnitude and
direction of bottoms stresses, color indicates the magnitude, A — St. lves Bay, % — Wave Hub)

In the coupled modelling system, bedload transport rates are calculatde [Botisby and
Damgaard (2005) formulae, which accounts for the combined effeatsvels and currents on bedload
flux. The suspended load is transported in the water column by sdlhégliffusion-advection
equation, with additional a source/sink term added in exchange withethdob vertical settling
velocity and erosion. Erosion depends linearly on the bottom diness §Warner et al, 2008). Figure 6
shows the non-cohesive sediment (sand) concentrationjkipinwithout wave farm (left panels) and
the difference with and without the wave farm effect (right panels}. fddind strong sediment
concentration at low tides along the coastline during the storm peak. Adezkptbe bottom stress
distribution show in Figure 5 has a strong correlation with the sediment concentration distrilu
Figure 6. When the tidal currents are close to zero at high and low tidandopottom panels), the
wave farm effect on the sediment distribution is mainly due to veaweribution. The maximum
changes in sediment concentration with and without the wave farm areGrbro 0.1 kg/r during
the tidal cycle and occur at the lee of the wave farm and near the coasifrigtthves Bay. During the
tidal cycle, the sediment concentration affected by the wave farm extendts 2g&h&m northwards
from St. Ives Bay at high tide. On the other hand, at the low tide, timesgdconcentration moves
slightly offshore, mainly in the lee of the wave farm, but with tlimum concentrations.

Effects of the wave farm on morphological changes

The changes of the sea bed are calculated from the convergence or divergauiment fluxes
which are the sum of suspended and bedload transports (Warne2@d&), Due to the use of the
coupled modelling system, the effect of morphological changes on dlalvsediment transport is
dynamically incorporated in the model.

Figure 7 shows the bed level changes over a 16-day duration of simwiahich includes three
storm events. Figure 7(a) and (b) shows the bed level changesutwitind with wave farm
respectively. The general patterns of erosion and deposition are sinblathicases, where the most
significant morphological changes are found in three bays alengoidst, between -1 m and 1 m. The
difference of the morphological changes with and without the vieawe is shown in Figure 7(c). The
results show that the area near St. Ives Bay is most affected byvwbdana. This is expected as this
area is located in the leeside of the wave farm and the predominant avavaerth-easterly. The
overall impact of the wave farm is found to cause more deposition isotith-west area and more
erosion in the north-east area close to the St. lves Bay where most bed chatgda@place.
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CONCLUSIONS & DISCUSSIONS

A two-way coupled modelling system with SWAN and ROMS models impitad with sediment
transport modules has been used to study the impact of a wave faeréave Hub site in the South
West of England on nearshore morphodynamics. The modelling sysiemalibrated against various
field measurements, showing a good agreement.

It was found that the sediment concentration is higher at the lee of theefaraw, presumably
because the longshore current is partially blocked by the circulation cufiretit® lee), producing
some of the longshore currents to be diverted outside the wave fariittdraétransport in the lee of
the wave farm decreases due to the attenuated wave and longshore tuthentgsea sheltered by the
wave farm. This causes the trapping of sand in the lee, depedifg hydrodynamic conditions, as
the wave farm reflects and dissipates some of the incoming wavgyethus, it reduces wave heights
and shore erosion in the shadowed area of the wave farm. Moreovétpthetransport of sediments
is deposited in the lower wave energy region. The diversion of tigsthore currents will cause the
development of local erosion close to the heads of the obstacle oravaveAh obstacle, in this case
the wave farm, traps sand under all circumstances, hence, there wilcbastal impact in any
circumstance.

The maximum changes in sediment concentration with and withewave farm are from -0.1 to
0.1 kg/n? at low tide and occur at the lee of the wave farm, the changes are mueprofound in the
nearshore area north of St lves Bay. From low tide to high tide, the sediomcentration extends
about 26 km upwards from St. Ives Bay along the coast. At the lowthielesediment concentration
moves in slightly offshore. These results are closely correlated tottoenbstress results. The bedload
rate flux is considerable reduced when the wave farm is positioned itutheasea, also it is shown
that at the peak of the three storm events, the bedload rate fluxesskdt.

The significant impacts of the wave farm on the morphological clsaage again found in the
coastal area near St. Ives Bay, as well as in immediate lee side of the wavéharbed changes
indicate a northward shift of erosion and deposition pattern due to the diffraction caused by the
wave farm.
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This study investigates the interactions of waves and tides at afamwen the southwest of England,
particular their effects on radiation stress, bottom steess$ consequently the effects on the sediment tran
and the coast adjacent to the Wave Hub, the wave-farm. In thig, sindintegrated complex numeric
modelling systenis setupat the Wave Hub site and is ustmstudy the effect of wave-current interaction
current circulation, bottom shear stress, as well as the impacts in ttshareazone. Results show that ti
elevation and tidal currents have a significant effect on the wagathend direction predictions; tidal forcir
and wind waves have a significant effect on the bed shear-streEsgnteto sediment transport; waves
radiation stresses have an important effect on the longshore and crossedbeity components, particular
during the spring tides. Waves can impact on bottom boundgey knd the mixing in the water colum
Interactions between waves and tides at the Wave Hub site are impdramiwedelling coastal morpholog
influenced by wave energy devices.

ADDITIONAL INDEX WORDS: Wave Hub, wave-tide interaction, SWAN, ROMS.
stretch of the coast most likely to be affected was between
INTRODUCTION Godrevy and Towan Heads that are close to the Wave Hub site.

The Wave Hub project aims to create one ofwtheld’s largest From the perspective of the impact on this stretch of coast, the

wave farms for demonstration and testing wave energy converﬂglré‘I control on sand tran;port is weak a_mql unc_ertaln in tr_us region
the volume of sand involved are limited in comparisoh wit

devices, located at the southwest coast of England, as showrf!l ¢ the Endalish Theref induced
Figure 1. Recent studies at the Wave Hub site suggest that wQUaer sectors of the English coasts. Therefore, wave induce
rrents are more important in controlling sediment movement.

induced currents are important in controlling sediment moveme§ - A
(SWRDA, 2006). Better understanding of tidal effects on wave e prevailing winds are from th_e South and West, but egsterly
ds can also produce significant movement of sediment.

and sand transport is crucial to wave resource characterization )
environmental impact assessment of the wave farm at the Wﬁ ough storm events may cause movement of sand on the inn
Hub site. shelf, their effects are greater in the nearshore zone where
A study by SWRDA (2006) based on numerical modelliniigniﬁcam cross- and long- shore sediment transport takes place
suggests that the wave energy converters (WECs) installed (BfSCombe & Scott, 2008). .
Wave Hub would cause a reduction between 3% - 5% of wave learly, there is a lackf studies in the nearshore z_;md sho_rellne
heightin the near coast of the Wave Hub, as well as changes 3f£as On the lee side of the wave farm, thus, the aim of this stud
tidal currents and bathymetryn that study the hydrodynamic is to investigate the wave-tide interactions, in pa_rtlcular their
model applied, Flow3D, was forced by four tidal constituentEffects on sediment transport along the coast behind the wave-
during a storm to assess the impact of the deployed WECs on §
currents and sediment transport. Wave buoy data from 3 to 14 Fe
2005 was used in the model calibration. Tidal currents recordec 58
maximum current velocities of 1.2 m/s. The admiralty pilot
reports tidal currents between 0.5 and 1.0 om'she north coast
of Cornwall during spring tideShe wave dragons were used as
the worst case scenarios WECs in this stddigdel results show
that sediment transport for the worst case scenario change
significanty at the Wave Hub site, but the impact of the wave
farmonthe adjacent nearshore zone remaingraesolved issue.

[4))
[22]
T

Latitude (degrees)
t
&

52¢
Millar et al (2006) carried out a study at the Wave Hub site to
estimate the impact of WECs on the nearshore wave climate by I~
analysing the wave energy transmitted through the WEGiset 50r

adjacent nearshore regioBy comparing the SWAN model \ s ‘ ‘ 2
results with field observations from wave buoys, they concluded 6 A4 -2 -0 8 6 4 -2 0

. .. . . Longitude (degrees)
that assuming a 90% transmission rate, the average reductlon':kuure 1. SWAN nested grids (squares); SWAN+ROMS cou
significant wave height was of the order of 1cm, and that thgygstem domain (L3) Wav% Hub sci]te)( ’ '
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farm. We examine the tidal effects on wave, wave-inducedalculate the wave induced current in ROMS, so that dynamic
currents, radiation stresses and bottom stresses, using a compléraction between waves and tides are realised. In additiod, win
wave-current coupld numerical modelling system to gain insightfields are used as the surface forcing in the SWAN model for
into how wind waves and tidal currents affect the current amatedicting the wavdield, but, the wind stress is ignored in the
bottom friction at the Wave Hub site and the adjacent nearshd®®©MS model due to the relatively small computagiatomain.

zone.

RESULTS
THE MODELLING SYSTEM The modelling system was run for two months, frof 1

In this study, the spectral wave model SWAN (Booij et alDecember 2005 to $1January 2006 due to the availability of
1999) and the circulation ROMS model are used to form a fullyave buoy data. Three test cases were selected to examine the
two way coupled modelling system (Warner et al, 2008). Aspace distribution of wave-tide interactions through the tidal cycle.
shown in Figure 1, the SWAN modd run with three nested These test cases are selected at the peak of the storm and during
domains with progressively finer grid resolutiofg the finest spring tide: Case (a) Middle water level and high current
grid (L3), the SWAN is coupled with the ROMS model to formvelocities; Case (b) Low water level and low current velocities;
the coupled modelling system (SWAN+ROMSJhe SWAN and Case (c) High water level and low current velocities.
model is fed by the output of the global wave spectral model Figure 2 shows the influence of tidal currents and tidal
Wave Watch 11l (NOAA http://polar.ncep.noaa.gov) driven by theslevations on the significant wave heights at the Wave Hub site
wind fields from the Global Forecast System (GFS) motleé predicted by the coupled system, compared with buoy
global tidal model OTPS (Egbert et al, 2002; Padman amdeasurementd=igure 3 shows the differences, with and without
Erofeeva, 2004 provides tidal currents and water elevations atidal currents, of significant wave height and wave direction for
boundary conditions for the ROMS modd@lhe wave model the cases indicated above within the L3 domain (see Figure 1).
results can be affected by both water elevations and tidal currenihyee reference sgeshown in this figure for further comparisons
hence, the tidal information is obtained from the ROMS model tare the Wave Hub site, St Ives bay and St Agnes. When tidal
be used in the wave moddh addition, a sediment transport currents are included, the wave direction is modified by less than
model was incorporated in the modelling system for computint0 degrees during high wavésit about 20-30 degrees during low
bottom roughness and beach morphological changes, the resultsvafres
which, however, are not discussed in this paper. As waves propagate towards the coast, the wave propagation

The tidal model used is the Oregon State University Tidapeed and direction maye modified by tidal currents due to
Prediction SoftwareqTPS/TPXQ based on th€OPEX/POSEIDON refraction. In general, the main changes of wave direction are
altimeter data (Egbert et al, 2002; Padman and Erofeeva,,200@)und during low wave heightsid high tidal currents.
which was used to obtain predictions of tidal currents and waterln order to study the wave-tide interactions the concept of
elevations from eleven harmonic constituems &, N,, Ko, K;, Oy,  radiation stresi included, which is the flux of momentum carried
P, Q, M4 MS, MNg). We found that the predicted waterby the ocean waves. When these waves break, the wave
elevations are in a good agreement with the measurements fromamentum is transferred to the water column, inducing near-shore
tide gauges near to the Wave Hub site. currents. Radiation stress theory has been successfully used to

The coupled modelling system (SWAN+ROMS) was applieéxplain the presence of long-shore currents (Bowen, 1969).
to assess the impact of waves on tidal currents and tidal curreSignificant momentum can be transferred from waves to currents
on waves. To achieve thia series of different cases combiningwhen a strong radiation stress gradient occurs due to wave
spring and neap tides, high and low water levels, high and Idweaking and to the bottom friction in the near-shore region.
wave conditions, were investigated to examine the changes Radiation stress gradients are determined from the spatial
wave parameters, current velocities and bottom stresses. gradients in the directional energy spectrum of the wave model

The two-way coupled modelling system consists of sharingnd the strongest gradients in radiation stress occur where depth-
information: the ROMS model, which computes sea surfadaduced breaking happens (Mulligan et al, 2008).
levels, depth averaged horizontal velocity components and bottoniThe results of the surface current velocities at the Wave Hub
stress based on the given sediment grain size; and the SWAike from the coupled modelling system (SWAN+ROMS) were
model, which computes wave height, wave length, waeredd compared against those of running the circulation model (ROMS)
and wave bottom orbital velocities. Between these two models, thely. Figure 4 shows the contribution of wave induced currents. It
currents and water levels computed in ROMS are used in SWASkould be noted that the computed current velocities have been
and the radiation stresses derived from the SWAN are used to decomposed into longshore and cross-shore directions based on

the main direction of the shoreline at the site.

o Water elevation Case (ay—»

""""" Buoy data

Significant wiave height im)

Hsig without tidal forcing
Hsig [SWAN+ROMS fully coupled) -— Case (b|)

0 1 2 3 4 5 & 7 &
Dec2005 - Jan20086 (weeks)

Figure 2. Significant wave heights with/without tidal influence. Cirefgresents maximum storm Hsig at spring tide. Three main ¢
have been analysed aetpeak of the storm event indicated by the ciralemid water level and high current velocities (Case a); |
water elevation and low current velocity (Case b); High water elevatiddow current velocity (Case c).
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Figure 3. Significant wave height in m (contours), and wave dire¢ioaws), with tidal currents (top panels) and without tidal curr
(bottom panels), for the cases indicated in Figure 2. Three reésitescare selected for further comparisons: Wave Hub site (*), St

bay (k) and St Agnes (x).

Removing the underlying tidal velocity (by using harmonids the result of wave propagation direction relative to the shoreline
analysis), the impact of wave-current interactions on the computatithis site.
current velocities is clearly illustrated during the spring tides. Waves and currents are coupled through the following physical
Similar to the current velocities, the both components of thmechanismsi) surface shear stress, the effect of surface waves on
current induced bottom stress in a spring tide are significanttiie drag coefficient is included in ROMS (Warner et al, 2008);
affected by the waves (Figure 5). bottom stress, waves enhance the turbulent mixing, therefore

The velocitiesat the coast, of the fully coupled system, arewaves modify the bottom stress experience by currents (Grant &
clearly enhanced by the wave forcing, particularly in the lomgshoMadsen, 1979; Zou, 2004); anii) radiation stress which
direction. In St Ives bay, such effect is the most significant (Figurepresent the excessive momentum flux within the circulation due
4). We found that at the Wave Hub site the current magnitudese the presence of waves (Longuet-Higgins and Stewart, 1964).
after removing the tidal signal, are smaller than those at St IvesWhen tidal currents and wave induced currents are coupled the
bay and St Agnes where the wave action enhances the curremtrents field at the Wave Hub site increases significantly,
significantly. At St Agnes, the longshore currents vary from -0.6ompared with the results when there is no wave interaction. The
to 0.5 m/s, andt St Ives bay, longshore currents vary from -0.5 tdotal current is dominated by the tidal currents which are more
1.1 m/s. Figure 4 and 5 show that magnitudes of both longshameiform away from the coast. However, along the shoreline,
and cross-shore currents and bottom stress are quite similar. Téusrens are enhanced by the wave action through radiation stress.

Long Snore component Long shore oomponent
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Figure 4. Longshore and cross-shore comporwrasrrent Figure 5. Longshore and cross-shore componeffitsottom stress
velocities, after removing the tidal signal, at St Ives bay. after removing the tidal signal, at St lves bay.
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This means that wave induced currents are signifigarthis
zone, even though the tidal currents are the main force for the
general circulation.

Figure 6 shows that the current field is similar at the Wave Hub
site with and without wave forcing. On the other hand, at & Iv
bay and St Agneghe currents are enhanced signifitarty the
waves, especially at the peak of the storm around week 4 wher
velocities are up to 2 m/é\t St lves bay the wave effect is the
largest.

The spatial distribution of the wave influence on currents is
shown in Figure 7 where larger velocities and eddies are observe
along the coast. In Case (a) for middle water level, tidal currents
are at its maximum, the total current velocity field is uniform in

the offshore zone and increases in magnitude in the nearshorg‘ 5045
zone where the Hsig is high. In Case, (bater elevations and £ .,
tidal currents are minimum, the region with significant wave ﬁsu 35
induced currents is extended in the offshore direction due tcg "
decreasing water deptin Case (c)the water elevation is high % 503
55025

but low tidal currents, the region with significant wave induced
currents is more confined to the coast. Figure 8 shows the
combined wave-current bottom stress at different water levels
during the tidal cycle. The bottom stress is correlated with the
currents field in Figure 7 for Cases (a) to (c) and is affected by
the local water depth. The region with significant bottom stress is .
confined to the shallow water region and moves towards/away
from the coast when the water level decreases/increases durir
the tidal cycle. Case (b) shows maximum bottom stress along the
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Figure 7. Spatiaflistribution of current velocities (ROMS+SWAI
fully coupled) for the cases indicatéd Figure 2: (a) mid watel
elevation; (b) low water elevation; (c) high water elevation.

Wave Hub site (f; St lves bay%) and St Agnes (X

coast because of lower water elevati@Qase (c) shows smaller
bottom stress becauséthe high water elevation.
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Figure 6. Magnitude of currents (m/s) at St. Agnes coast (top,
Ives Bay (middle) and Wave Hub site (bottom) with and with
wave contributions (dark and gray lines) over 8 weeks. (Posil
of these locations are shown in Figuje 3

In this study, a two-way coupled modelling system with the
SWAN and ROMS models has been used to study the wave-
current interactions at the Wave Hub site, a wave farm in the
South West of England. The wave model, SWAN, was nested
from coarse to fine grids, forced by the spectral wave model Wave
Watch Il and wind fields from the GFS model. The circulation
model, ROMS, was forced by the tide outputs from the global
tidal model OTPS (Egbert et al, 2002; Padman and Erofeeva,
2004) and by the wave forcing from the SWAN model on ithe f
grid. Model results are in good agreement with the measurements
by tide gauges and wave buoy.

Model results at high, mid and low tides during the peak of a
storm were presented to show tidal effects on waves, current
velocities and bottom stresses, during spring tides. It is found that
the wave height increases with the tidal elevation, and the wave
direction is modified by the change of direction of tidal currents
We also found that the tidal current effect on waves is maximum
at mid and low tide when the tidal current is at its peak and the
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and Directional Waverider buoys taken during the on-going Wave
Hub project.
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Abstract— This study investigates the interactions of waves and
tides at a wave farm in the southwest of England, in particular
their effects on radiation stress, bottom stress, and consequently
on the sediment transport and the coast adjacent to the wave-
farm (the Wave Hub). In this study, an integrated complex
numerical modelling system is setup at the Wave Hub site and is
used to compute the wave and current fields by taking into
account the wave-current interaction, as well as the sediment
transport. Results show that tidal elevation and tidal currents
have a significant effect on the wave height and direction i -
predictions; tidal forcing and wind waves have a significant I~ N %

effect on the bed shear-stress, relevant to sediment transport; 50- - [

waves via radiation stresses have an important effect on the : : ' ' s

longshore and cross-shore velocity components, particularly 16 14 12 'ch?n itufe(de'?ees) 42 0
during the spring tides. Waves can impact on bottom boundar 9 9

layer and mixing in the water column. The results highlight the Fig. 1 SWAN nested grids (squares); SWAN+ROMS couplestesy
importance of the interactions between waves and tides when  domain (L3), Wave Hub site (e).

modelling coastal morphology with presence of wave energy
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devices. velocities of 1.2 m/s. The admiralty pilot reports tidal currents
between 0.5 and 1.0 m/s on the north coast of Cornwall during
Keywords— Wave Hub, Wave-tide interaction, spring tides. To assess the WECs effect on the studied area
Sediment transport, SWAN, ROMS wave dragon devices were used as the worst case scenarios.

Model results show that sediment transport for the worst case
scenario changes significantly at the Wave Hub site, but the
The Wave Hub project aims to creatge of the world’s  jmpact of the wave farm on the adjacent nearshore zone
largest wave farms for demonstration and testing wave enefgains an unresolved issue. Millar et al (2007) carried out a
converter devices, located at the southwest coast of Englag}gdy at the Wave Hub site to estimate the impact of WECs on
as shown in Fig. 1. Recent studies at the Wave Hub s§{@ nearshore wave climate by analysing the wave energy
suggest that wave induced currents are important tfnsmitted through the WECs to the adjacent nearshore
controlling sediment movement (SWRDA, 2006). Bettgegion. By comparing the SWAN model results with field
understanding of tidal effects on waves and sand transporgfservations from wave buoys, they concluded that assuming
crucial to wave resource characterization and environmergaboo, transmission rate, the average reduction in significant
impact assessment of the wave farm at the Wave Hub sitaydve height was of the order of 1cm, and that the stretch of
study by SWRDA (2006) based on numerical modellinge coast most likely to be affected was between Godrevy and
suggests that the wave energy converters (WECs) installed@jyan Heads that are close to the Wave Hub site.
Wave Hub would cause a reduction between 3% - 5% of waverrom the perspective of the impact on this stretch of coast,
height in the near coast of the Wave Hub, as well as changgs sand transport due to tides is believed to be weak and
in tidal currents and bathymetry. In their study thgnquantified in this region, and the volume of sand involved is
hydrodynamic model, Flow3D, was forced by four tidaimited in comparison with other sectors of the English coasts.
constituents during a storm to assess the impact of tfigerefore, wave induced currents are more important in
deployed WECs on tidal currents and sediment transp@iéntrolling sediment movement. The prevailing winds are
Wave buoy data from 3 to 14 Feb 2005 was used in the mogigh the South and West, but easterly winds can also produce
calibration. Tidal currents recorded maximum curreRignificant movement of sediment. Although storm events

I. INTRODUCTION
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may cause movement of sand on the inner shelf, their effdutp://polar.ncep.noaa.gov) driven by the wind fields from the
are greater in the nearshore zone where significant cross- @tabal Forecast System (GFS) model. The global tidal model
long-shore sediment transport takes place (Buscombe &@WPS (Egbert et al, 2002; Padman and Erofeeva, 2004)
Scott, 2008). Clearly, there is a lack of studies in the nearshprevides tidal currents and water elevations as boundary
and shoreline areas in the lee side of the wave farm, thus,abeditions for the ROMS model. The wave model results can
aim of this study is to investigate the wave-tide interactions,hie affected by both water elevations and tidal currents, hence,
particular their effects on sediment transport along the co#st tidal information obtained from the ROMS model is used
behind the wave-farm. We examine the tidal effects on wawethe wave model.

wave-induced currents, radiation stresses and bottom stresseBhe tidal model used is the Oregon State University Tidal
using a complex wave-current coupled numerical modelliigediction  Software (OTPS/TPXO) based on the
system to gain insight into how wind waves and tidal currelfOPEX/POSEIDON altimeter data (Egbert et al, 2002;
affect the current and bottom friction at the Wave Hub siRadman and Erofeeva, 2004), which was used to obtain

and the adjacent nearshore zone. predictions of tidal currents and water elevations from eleven
harmonic constituents (M S,, N, Ky, Ky, O, P, Qi My,
Il. THE MODELLING SYSTEM MS,, MN,). We found that the predicted water elevations are

In this study, the spectral wave model SWAN (Booij et al) a good agreement with the measurements from tide gauges
1999) and the flow circulation model ROMS are used to fornear to the Wave Hub site.
a fully two-way coupled modelling system (Warner et al, In addition, a sediment transport model embedded in
2008). As shown in Fig. 1, the SWAN model is run with thrédOMS was incorporated in the modelling system for
nested domains with progressively finer grid resolutions. A&omputing sediment transport for beach morpholagica
the finest grid (L3), the SWAN is coupled with the ROM$hanges. The Soulsby and Damgaard (2005) formulae is
model to form the coupled modelling systenapplied for computing bedload transport which accounts for
(SWAN+ROMS). The SWAN model is fed by the output ofhe combined effects of mean currents and asymmetrical
the global wave spectral model Wave Watch Il (NOAAwaves on bedload flux. The bed model accounts for changes
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Fig. 3 Time series at the Wave Hub site of significaam¢evheight (top), magnitude of wind velocity (middkend wave direction (bottom), for the wave-
current interaction and waves only. Note the stromgetation between the wind, the significant waveghg and the wave direction.
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in sea floor elevation resulting from convergence aarried by the ocean waves. When these waves break, the
divergence in sediment fluxes. These morphological changesve momentum is transferred to the water column, inducing
can have an impact on flow transport when they are largerar-shore currents. Radiation stress theory has been
(Warner et al, 2008). successfully used to explain the presence of long-shore
The coupled modelling system (SWAN+ROMS) wasurrents (Bowen, 1969). Significant momentum can be
applied to assess the impact of waves on tidal currents #nachsferred from waves to currents when a strong radiation
tidal currents on waves. To achieve this, a series of differstitess gradient occurs due to wave breaking and to the bottom
cases combining spring and neap tides, high and low wdtation in the near-shore region. Radiation stress gradients are
levels, high and low wave conditions, were investigated determined from the spatial gradients in the directional energy
examine the changes in wave parameters, current velociipectrum of the wave model and the strongest gradients in
and bottom stresses. radiation stress occur where depth-induced breaking happens
The two-way coupled modelling system consists of tw@lulligan et al, 2008).
models which are linked with shared information: the ROMS Waves and currents are coupled through the following
model, which computes sea surface levels, depth averaghgisical mechanisms: i) surface shear stress, the effect of
horizontal velocity components and bottom stress based onghgface waves on the drag coefficient is included in ROMS
given sediment grain size; and the SWAN model, whidhVarner et al, 2008); ii) bottom stress, waves enhance the
computes wave height, wave length, wave period and wauebulent mixing, therefore, waves modify the bottom stress
bottom orbital velocities. Between these two models, tlegperience by currents (Grant & Madsen, 1979; Zou, 2004);
currents and water levels computed in ROMS are usedaimd iii) radiation stress which represents the excessive
SWAN and the radiation stresses derived from the SWAN amrementum flux within the circulation due to the presence of
used to calculate the wave induced current in ROMS, so theatves (Longuet-Higgins and Stewart, 1964).
the dynamic interaction between waves and tides is realis€dmparisons between surface current velocities at the Wave
In addition, wind fields are used as the surface forcing in theib site from the coupled modelling system (SWAN+ROMS)
SWAN model for predicting the wave field, but, the winénd the circulation model (ROMS) wecarried out. These
stress is ignored in the ROMS model due to the relativelgmparisons are shown in Gonzalez-Santamaria et al (2011),

small computational domain. the results indicate that the impact of wave-current
interactions on the computed current velocities is significant
lll. RESULTS during the spring tides. Similar to the current velocities, both

A Wave-tide interaction

w
The modelling system was run for two months, from 1st 550'5
December 2005 to 31st January 2006 due to the availability of EJ'
wave buoy data. Three test cases were selected to examine the ‘é’
space distribution of wave-tide interactions through the tidal 2
cycle. These test cases are selected at the peak of the storm 5

and during spring tide: Case (a) High water level and low
current velocities; Case (b) Middle water level and high
current velocities; Case (c) Low water level and low current
velocities.

Fig. 2 shows the influence of tidal currents and tidal
elevations on the significant wave heights at the Wave Hub
site predicted by the coupled system, compared with buoy
measurements. Fig. 3 shows the differences, with and without
tidal currents, of the significant wave height and wave
direction for the cases indicated above within the L3 domain
(see Fig. 1). This figure shows the difference between the
coupled modelling system and the wave model only for the
significant wave height and wave direction, but mostly the
strong correlation of wave height, wave direction and wind
velocity, suggesting that wind waves play an important role on (i -
the longshore currents and therefore on the sediment transport. 57 &6 55 54 53 52 51 5
The wave direction oriented more along the shore would Cutrents (s Longitude (degrees)
produce stronger alongshore currents, for example during the * | —
low water level case. When tidal currents are included, the 0 05 1 15 2
wave direction is modified by less than 10 degrees during hIgIIl—ig. 4 Spatial distribution of bottom current velggst (ROMS+SWAN

waves, but about 20 degrees d_Urin_g low waves. fully coupled) for the cases indicated in Fig. 2:thigater elevation (a);
In order to study the wave-tide interactions, the concept ofnid water elevation (b); low water elevation (c).

radiation stress is included, which is the flux of momentumwave Hub site (*), St Ives bayk{ and St Agnes (x).

Latitude (degrees)

Latitude (degrees)
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components of the current-induced bottom stress in a sprihg currents field at the Wave Hub site increases significantly,
tide are significantly affected by the wave8s waves compared with the results when there is no wave interaction.
propagate towards the coast, the wave propagation speedTaratotal current is dominated by the tidal currents which are
direction may be modified by tidal currents due to refractiomore uniform away from the coast. However, along the
In general, the main changes of wave direction are fousloreline, currents are enhanced by the wave action through
during low wave heights and high tidal currents. Thraadiation stress. This means that wave induced currents are
reference sites shown in Fig. 4 for further comparisons are #fignificant in this zone, even though the tidal currents are the
Wave Hub site, St Ives bay and St Agnes. It was found thatratin force for the general circulation.
the Wave Hub site the current magnitudes, after removing the
tidal signal, are smaller than those at St Ives bay and St AgResV@ve farm effects
where the wave action enhances the current significantly. AtfThe wave farm was set in the SWAN model as suggested in
St Agnes, the longshore currents vary from -0.5 to 0.5 midillar et al (2007), arrays of WECs at the Wave Hub site
and at St Ives bay, longshore currents vary from -0.5 to 1€presented as a 4km partially transmitting obstacle, aligning
m/s. This is the result of wave propagation direction relatig@proximately parallel to the incoming wave crests. The
to the shoreline at this site. energy transmission percentage was set as 75% which
The spatial distribution of the wave influence on bottomepresents an array of densely spaced, high-efficiency WECs.
currents is shown in Fig. 4 where larger velocities and eddiedig. 5 shows significant wave height (colours) and wave
are observed along the coast which are up to 2 m/s. In Cdigection (vectors) for the storm case and for the tidal cycle
(a), when the water elevation is high but with low tidatases. In this figure the difference between the wave-current
currents, the region with significant wave induced currentsiigeraction against the wave-current and wave farm interaction
more confined to the coast. In Case (b) for middle water levislshown. The change of the wave height with and without the
tidal currents are at its maximum, and the total currewave farm is between 5cm and 10 cm at the nearshore line,
velocity field is uniform in the offshore zone and increases &mnd the maximum extension affected by the wave farm is
magnitude in the nearshore zone where the significant wa@ut 26km from St. lves Bay to upwards for the high water
height is high. In Case (c), water elevations and tidal currefesel case which is the most significant in terms of wave
are both in minimum, the region with significant wavéeight variations.
induced currents is extended in the offshore direction due toFig. 6 shows the bottom stress contribution by waves (left)
decreasing water depth. and by tides (right) for the tidal cycle cases. The wave
The velocities near the coast, predicted by the fully coupledntribution on the bottom stress is large compared to tides
modelling system, are clearly enhanced by the wave forcigly, driving the sediment transport at the most and during the
particularly in the longshore direction. In St lves bay, thigform peak.
effect is the most significant (Fig. 4). Fig. 7 shows the combined waeerrent bottom stress (left
When tidal currents and wave induced currents are couplpépels) at different water levels during the tidal cycle, as well

Storm case: High water level (m) Storm case: Mid water level (m)

Storm case: Low water level (m)
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as the velocity vectors because both magnitude and directic 2 9

. . A Bottom stress (N/fm~) Bottom stress (N/m*)
are important when correlating wave induced currents. Th waves + cLirents Difference withfwithout the wave farm
bottom stress is also correlated with the currents field fo

Cases (a) to (c) and is affected by the local water depth. T 505 06

region with significant bottom stress is confined to the 0.4l

shallow water region and moves towards/away from the coa: £ | 04

when the water level decreases/increases during the tid§’5°'3‘ 02

cycle. Case (c) shows maximum bottom stress along the cog  50.2 S

because of lower water elevation, Case (a) shows smalli 56 54 52 5 0

bottom stress because of the high water elevalioa.bottom

stress difference with and without the wave farm (right s 08

panels) shows the most significant variation for the low wate s 5o. 08

level case, which is strongly correlated to the currents field§ 504

waves and depth. & 04

o

C. Sediment transport distribution = 02
Fig. 8 shows the non-cohesive sediment (sand 0

concentration (kg/f) for the fully coupled system (left

panels) and the difference with and without the wave farn 08

effect (right panels). Here the Case (c) is the most significar 3 505§

as the sediment transport changes as the tidal cycle varié ' 08

during the storm peak. As expected, the bottom stress has§ 5048 04

strong correlation with the sediment distribution, for the low z 5038 02

water level case; however, when the velocity current is clos~ . ,E
to zero (top and bottom panels) the wave farm has an effe ' e Ed 57 &
on the sedlment_dls_trlbutlon and this is dlI‘QCtl_y Cor_‘relat_ed tﬂg. 7 Bottom stress differences, for the full wave-entrinteraction, with
the wave contribution. The wave contribution is driverind without the wave farrand velocity vectors (arrows). Note that for tl
mainly by the wind. The observed changes in sedimenase of low water level, the wave farm has a sigmitieffect on the bottorr
concentration with and without the wave farm are up to 0.00¥ess- Wave Hub site (*).

kg/m’ at St. Ives Bay for the variation of the tidal cycle. Ashe tidal cycle varies the sediment concentration extends about
26 km upwards from St. lves Bay for the high water level
Bottom stress (N/m?) Bottom stress (N/m?) case which has larger effects. On the other hand, at the low
by lavesionly by tidestonty water level case, the sediment concentration moves in some
: ' M ) offshore areas, mainly in the lee of the wave farm.

-56 -54 -52 -5

IV. CONCLUSIONS

In this study, a two-way coupled modelling system with
i the SWAN and ROMS models has been used to study the
0 wave-current interaction and the impact of the Wave Hub site
on the nearshore area, a wave farm in the South West of
4 England. The wave model, SWAN, was nested from coarse
to fine grids, forced by the spectral wave model Wave Watch
[l and wind fields from the GFS model. The circulation
2 model, ROMS, was forced by the tide outputs from the global
tidal model OTPS and by the wave forcing from the SWAN
model on the fine grid. The sediment transport model was

High water level

Mid water level

0 incorporated to estimate the non-cohesive concentration
affected by waves, tides and the wave farm. Model results are
4 in good agreement with the measurements by tide gauges and
3 A wave buoy.
B Model results at high, middle and low tidal levels during
‘§ 2 the peak of a storm were presented to show tidal effects on
z

waves, current velocities and bottom stresses, during spring
: 1 tides. It is found that the wave height increases with the tidal
ow B0 BB & EE B0 EF & 0 elevation, and the wave direction is modified by the change
of direction of tidal currents. We also found that the tidal
current effect on waves is at maximum at middle and low

Fig. 6 Bottom stress comparisons by waves (left) andd®s t(right) only,
and velocity vectors (arrows) for the tidal cycle cagésve Hub site (*).
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The observed changes in sediment concentration with and
without the wave farm are up to 0.002 kd/at St. Ives Bay.

As the tidal cycle varies the sediment concentration has
larger effects at the high water level case, with maximum
extension of 26 km upwards from St. lves Bay. At the low
water level case the sediment concentration moves in some
offshore areas, this effect is closely correlated to the bottom
stress results.

The results of this study provide important and useful
information for further studies in assessing the resources of
wave energy and the impacts of the wave farm on the local
and nearshore environment. Model results will be further
validated against wave and current measurementsimby
RADAR, ADCP and Directional Waverider buoys taken
during the on-going Wave Hub project.
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MODELLING WAVE-TIDE INTERACTIONS AT A WAVE FARM
IN THE SOUTHWEST OF ENGLAND

Rall Gonzélez-Santamali®ingping Zod, Shungi Pah Roberto Padilla-Hernandez

The Wave Hub project will create the world’s largest wave farm off the coast of Cornwall, Southwest England. This study
is to investigate wave and tide interactions, inipaldr their effects on bottom friction and sedimeanhgport at the wave-
farm coat This is an ambitious project research which inclutiesuse of a very complex numerical modelling system.
The main question to answer is how waves, tidal currentsvenits affect the bottom friction at the Wave Hub site e
near-shore zone, as well as their impact on the sedinagsport. Results show that tidal elevation and tiderents have
a significant effect on the wave height predictiaidal forcing and wind waves have a significaneeffon the bed shear-
stress, relevant to sediment transport; waves via radiatiesses have an important effect on the long-shutemss-
shore velocity components, particularly during the gptides. Waves can impact on bottom boundary layer the
mixing in the water column. Interactions between wamed tides at the Wave Hub site is important when ntindel
coastal morphology influenced by wave energy devibss open-source modelling system tool will help thelygtaf
physical impacts on the Wave Hub farm area.

Keywords: Wave Hub; marine renewable energy; waweent interaction; wave-tide interaction; SWAN; RS.

INTRODUCTION

The Wave Hub project aims to create the world’s largest wave farm for demonstration and proving of
operation of arrays of wave energy converter devices, located at thevsstutioast of England (Figure. 1)
Recent studies at the Wave Hub site suggest that wave induced currents atanimpocontrolling
sediment movement (SWRDA, 2006). Better understanding of tidadtefbn waves and sand transport is
crucial to wave resource characterization and environmental impact assessmenvafgHarm at the
Wave Hub site.

A modelling study done by SWRDA (2006) suggests that the wageggrconverters (WECS)
installed at Wave Hub would cause a reduction between 3% of5%ve height on the coast off to the
Wave Hub site, as well as changesurface tidal currents and offshore bed elevations. Key areas gf stud
are the estimated wave height attenuation and tidal currents in the lee of the WasiteHand the
associated impact on sedimentation, beach topography and beach stattheFpenspective of the effect
on the coast, the tidal control on sand transport is weak and regionalytain, and volumes of sand
involved are limited in comparison with other sectors of the Engbisist. Wave induced currents are more
important in controlling sediment movement. The prevailing winds ama fitte south and west, but
easterly winds can produce significant movement of sediment. &eenmts cause movement of sand on
the inner shelf but the effects are gezanh the narrow, shallower near-shore zone. Also cross-shore
sediment transport takes place. (Buscombe & Scott, 2008).

Millar et al (2006) carried out a study at the Wave Hub site with to aithe impacts of WEGm
the near-shore wave climaby analysing the wave energy transmitted to the devices and to the shoreline.
They applied the SWAN model and used field observations from wawe blibey concluded that at 90%
transmission the average reduction in significant wave height was ofddeasrlcm, and that the stretch
of the coast most likely to be affected was between Godrevy and THeets. The admiralty pilot reports
tidal streams on the north coast of Cornwall at a spring rate of 1kt (0.5 to 1.0 m/s). In the
modelling study published by SWRDA (2006), the deployed buoyrdedovave parameters and tidal
currents, maximum velocities of 1.2 m/s were measuredhydrodynamic model applied (Flow3D) was
forced by four tidal constituents during a storm to assess tpacinof the deployed devices on tidal
currents, sediment regime and wave buoy data from 03/02 to 2@0®was used in the calibration of the
model. The devices used for worst case scenarios in the simulationheesave dragons. The sediment
transport was modelled with and without the presence of wave and aagene, results of the sediment
transport for the worst case scenario shows significant changes at the WeasiteHu

The aim of this study is to investigate wave-tide interactions, in ptitheir effects on sediment
transport at the wave-farm coast, looking at the vertical column stratificationgh the relationships of
wave-currents and bottom stressThis project includes the use of a very complex numerical modelling

! University of Plymouth, School of Marine Science and Engineering, Drake Circus, PL4 8AA, Plymouth, United Kingdom.
2 Universidad Autonoma de Tamaulipas, FIANS, CIDIPORT, Tampico, Mexico. Now at SAIC/NOAA/NCEP/EMC/WWB
Camp Springs, Maryland.
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system. The main question to answer is how waves, tidal currentsiaahsl affect the bottom friction at
the Wave Hub site and the near-shore zone, as well as their impact on itensédinsport.

THE WAVE-CURRENT MODELLING SYSTEM

The SWAN model

The Simulating WAves in the Near-shore (SWAN) wave model is a phasagad wind wave model
developed by Booij et al. (1999) that is widely used to simulate wave carditiocoastal areas, where
propagation, wave generation and dissipation processes are represented dmnrefnac shoaling,
reflection, diffraction, bottom friction, and depth induced breaking. Thdeinsolves the action balance
equation, where action density M(c, 8), which is the energy densit§(o,0)/0. The relative wave
frequencyo is related to the fixed wave frequenoyby the wave number vecterand mean current vector
u.

c=w-—-k-u 1)
The evolution of the wave field in SWAN is described by the action balane¢éi@gu
a a a a a S
siN+ 5. (e +WN + 2 (cy + V)N + 2N + 2cgN = =2 )

which describes the local rate of change of action density with tinegd the propagation of action
density in each dimension. Velocities andc,, are spatiak andy components of the group velocity,
the speed at which wave action is transportedandc, are the rate of change in spectral space, which
describe the directionab] rate of turning and frequency shifting due to changes in cur(eptd and
water depth. Wave propagation on the left-hand side of equatias @&Janced by local changes to the
wave spectrum from energy density source tefpson the right hand side, which describes the sources,
sinks and distribution of energy in the wave spectrum (Booij et399)1 Radiation stresses are determined
from spatial gradients in the directional energy spectffm 6), the strongest gradients in radiation stress
mayoccur where depth-induced breaking happens (Mulligan et al, 2008).

The ROMS model

The Regional Ocean Modeling System (ROMS) is a fully 3D baroclinic circulatiatelmehich
solves the Reynolds-averaged Navier-Stokes equations using the hydarsfaBoussinesq assumptions
(Warner et g312008) The vertical coordinate is implemented as being a sensible way to handle naiiatio
the water depth. The ROMS equations have been modified to include wawednomentum flux
(horizontal and vertical wave radiation stresses) that are important in nearrspimns by adding depth-
dependent radiation stress terms in the three-dimensional momentatioesjland depth-independent
terms to the two-dimensional momentum equations, neglecting Coudelisity variations, and scalar
transport (Haas and Warner, 2009). The governing equations in Cadesidimates are:

d(Hzw) | d(uHzw) | d(wHzu) | A(QHW) _ an  o(u'w')  A(HzSxx) 9(HzSxy) | 0Spx
at + ax + ay + as H.g ax s ax ay + s G
d(Hzv) | d(uHzv) | d(WHzv) | (QHzv) _ an _ a@wn)  3(HzSxy) O0(HzSyy) | 9Spy
at + ax + dy + as H, ay as ax ay + s (4)
1dp g
0=———F——— H 5
o35 og HzP (5)

with continuity as

an | 0(Hau) | 0(Hgv) | 9(QH,) _
6t+6x+6y+as_

0 (6)

whereu, v andQ are the mean components in the horizontal (x and y) and verticdirés}ions
respectively; the vertical sigma coordinate (z — n)/D ranges froms= -1 at the bottom te= 0 at the
free surface; z is the vertical coordinate positive upwards with zafiean sea level; is the wave-
averaged free surface elevation; D is the total water depth- #; h is the depth below mean sea level of
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the sea floor; His the grid cell thickness. An overbar represents a time average,paimie) represents
turbulent fluctuations. Pressure is gpandp, are total and reference densities; g is acceleration due to
gravity; and a fuctionp=f(C) where C represents a tracer quantity (e.g. salt, temperature, suspended
sediement) is required to close the density relation. These equations arehglosahmeterizing the
Reynolds stress using one of the five options for turbulenti@oswdels in ROMS (Hass and Warner,
20009).

In equations (3) and (4) the terms on the left side are: the change métentad advection and
vertical advection; on the right side: surface pressure gradient, vertical vistmsigontal radiation and
vertical radiation (where the surface roller term is included). Equatiorre(iesents the hydrostatic
buoyancy force and the equatio®) (represents the continuity equation. The above equations neglect
Coriolis force, density variations and scalar transport, as well as tmembom transfer term that correlates
wind-induced surface pressure fluctuations and wave slope. Timomtal radiation stress terms can be
seen in full detail in Warner et al (2008) and Hass and Warner (2009).

The coupled system

Nested grids for

Wave Watch Ill
(wave parameter SWAN and ROMS
| 1) coarse
2) intermediate
3) fine

Wwind fields
provided from the
Global Forecast
System model to
WaveWatchil

Latitude (deg)

49 ; '\'\.;3; ‘['m\‘,_\\k“: ﬂ“;%g“)
8 75 -7 65 -6 55 -5 -45 -4
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Tides and tidal
currents providec
by the Tide Mode
Driver (TMD)
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——-Model time
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=5 5 io
January 2006 (days)

Figure 1. Model boundary conditions and nested grid domains.

The complex numerical modelling system consists of two main opgoesmodels; the spectral wave
model SWAN and the circulation ROMS model, which are a fully two way ledupvith a sediment
transport module embedded system. The modelling system was ketWate Hub site. In operation the
wave model is fed by the output of the global wave spectral modele Wsatch 111 (NOAA
http://polar.ncep.noaa.gawvind fields are provided from the Global Forecast System (GFS) model to
WaveWatch Il model, then, a tidal model provides tidal currents and water efesvaiiboth SWAN and
ROMS wave and circulation models. As shown in Figure 1, the coupbelllimg system was run with
three nested domains with a progressively finer grid resoluticaddition a sediment transport model was
incorporated in the modelling system for computing beach morpilecalochanges, the results of which,
however, are not discussed in this paper.
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The wave model needs water elevations and tidal currents on the ddmkn (not as boundary
conditions), the circulation models requires tidal currents and water elevaiidresforced as boundary
conditions. The Tide Model Driver (TMD), a tidal prediction software throtigh Artic Ocean Tidal
Inverse model (Padman and Erofeeva, 2004) based on the TOPEX/POSEIDON attateteras used to
obtain predictions of tidal currents and water elevations from eleven haroomstituents (M S, No, Ko,

Ky, O, P, Qi My, MS,, MN,) for the studied area. At the bottom of the Figure 1 the predicted elevatio
and tidal currents are shown and they are in a good agreement with tides.galng test period for the
study was from % to 31" January of 2006 with the available wave buoy data.

RESULTS

Model tests were first carried out with the SWAN model setting conditionaraftion of tidal levels,
tidal currents and constant wind. It was observed that normal condhiaves a quicker numerical
stabilisation rather than the extreme conditions, also it was observed #&eadw-state produced by
currents and water elevations.

Figure 3 shows the effect of tidal currents on spatial wave heightsefdme grid domainfor spring
tides at high tidal level (top) and low tidal level (bottom). With tidal currents,cdmputed significant
wave heights at the Wave Hub are higher by approximately 0.4 conmparison with those computed
without tidal currents at high water level. However, at the low tidal levelptagnitude of the increase is
smaller, in a range of about 0.2 m.

With tidal currents Without tidal currents
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Figure 2. Snapshots of contours of the fine nested grid at the Wave Hub region at spring tide. (Left) Significant
wave height (m) with tidal currents. (Right) Significant wave height (m) without tidal currents. (Top) High tide.
(Bottom) Low tide. (*) Wave Hub site.

Bed shear stress

To understand the sediment transport due to waves and cuitréhisecessary to calculate the bed
shear stress (Wolf and Prandl®99. These results generate a wave-induced current and additional drift
(long-shore current) (Figure 6), typically along the coast (Pleskacheatsky, 2009).The water depth
influences the wave: low tide affects the waves more due to bottoraninéitthan in high water.

The next test-cases take into account analytical waves which were providecitcthation model to
interact with the tidal currents, analytical stands for wave paramet@mséuth as constant boundary
conditions. Three main cases of wave and current interactions haveéebteh firstly, with the influence
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of tidal currents only; secondly, tidal currents and the influence of tamalywaves and; thirdly, currents,
waves and analytical wind stress.

For further model tests, both tidal elevation and currents are includedeouyéti the wave-induced
current. Figure 3 shows that the depth-averaged long-shore andsleoosscomponents of current
velocities at the Wave Hub site. For the sake of clarltg, domputed current velocities have been
decomposedhto long shore and cross-shore directions based on the main direttima shoreline at the
site, neglecting the vertical structure of the horizontal velocities.

As shown in Figure 3, the velocities computed for tide only and combinecatid wave without
wave-current interaction are found to be almost identical. However, whematreecurrent interaction is
included, the computed velocities are clearly enhanced, particularly for theshong component. By
removing the underlying tidal velocity, the impact of wave-curretdrattion on the computed current
velocities is clearly illustrated during the spring tides, as shown in Figure 4.

The anomalies of the currents were calculated using a least square mathmzh{b analysis), so that
the general tidal variation can be removed. Figure 5 shows the kinematim Isitesses. Similar as
velocities, the long-shore component at a spring tide has major impatite ded shear rather than the
cross-shore component.
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Figure 3. The long-shore and cross-shore components of the current velocities at the Wave Hub site. The legend
at the bottom applies for the two figures.
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Figure 4. Anomalies of the current velocities for long-shore and cross-shore components, at the Wave
Hub site.
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Figure 5. Anomalies of the kinematic bottom stress for long-shore and cross-shore components,
at the Wave Hub site.

Wave effects on tidal currents (radiation stress influence)

In order to study the wave-tide interactions the concept of radiation stussde included, which is
the flux of momentum carried by the ocean waves, when these waabs that momentum is transferred
to the water column, forcing near-shore currents. Radiation stresy th@® been successfully used to
explain the presence of lorsgpore currents (Bowen, 1969). Significant momentum can be traedfeom
wave to current especially where strong radiation stress gradient ooeuis lobeaking and bottom friction
in the near-shore region.

Figure 6 shows a snap shot of current velocities with) (kfid without (right) radiation stress
influence, again the long-shore component has more impact on thlgenculation of the area of study.
It is worth mentioning that for these cases the surface stress hasdmesritlover the whole domain.
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Figure 6. Velocity currents with (left) and without (right) radiation stress influence.

To assess the impact of waves on tidal currents a series of different cab@gsngpspring and neap
tides, high and low waters, high and low wave conditions, were testeotdim @urrent velocities and
bottom stresses. In Figure 7 the significant wave height is plotted do8WAN case only and for the
coupled system against the sea surface elevation and buoy observations.
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Figure 7. Significant wave heights with and without tidal currents and water elevations effects

In order to see the effects of waves on tidal currents, the charmerehts or the magnitude of the
velocity differences with and without the wave influence, the followorgnulation was applied to the
velocity field:
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2 2
Vdiff = \/(Uwy - an) + (wa - an) (7)
where U, and U, are the x-horizontal velocity components with wave interaction andutitvave
interaction, respectively.,yand \}, similarly for y-horizontal velocity components.
In Figure 8 the magnitude of velocity differences is shown, noteteinithe near-shore region waves
have a major impact on current velocities close to 1m/s of differencesiimilar way, the bottom stress

difference has been mapped Figut6)( as well as velocity differences, the waves have the greatest impact
on the bottom stress for the case indicated in Figure 7.
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Figure 8. Current differences between ROMS+SWAN and ROMS for the point indicated by the arrow in Figure 7.
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Figure 9. Bottom stress differences between ROMS+SWAN and ROMS for the point indicated by the arrow in
Figure 7.



CONCLUSIONS

The wave model has been nested from coarse to fine grids, asishBigare 1, it has been forced by
wave parameters and wind fields from global models. Model results lemre dbmpared against tide
gauges and wave buoy observations with reasonable agreement. Tladi@irenodel has been forced by
the tide model and wave parameters as radiation stress from the waee Atso wind induced waves has
been tested to improve the wave-current effect on the bed shear stresdamitgt current fields.

The tidal elevation and tidal currents have a significant effect on the wave peggittions, tidal
currents and wind waves have a significant effect on the bed shear+stiesmt to sediment transport.

Waves via radiation stresses have an important effect on the lorg-ahdrcross-shore velocity
components, particularly during spring tides. Waves can impact ohatiem boundary layer and the
mixing in the water column.

Significant wave heights are improved when the coupled modellisggrayis implemented. Also
velocity currents and bed shear stresses show the significant influence/éves via radiation stress.

Interaction between waves and tides at the Wave Hub site is importantmduailing sediment
transport influenced by wave energy devices. The addition of winds fraddthe circulation model are
compulsory to determine the effect of surface stresses on waves rmedtg;umoreover, the sediment
transport study is being implemented in future works.

The results of this study will help the wave energy resource assessmgnitantal environment
impact of the wave farm. Model results will be validated against the wave aedtcmeasurements/IHF
RADAR, ADCPand Directional Waverider buoys during the on-going Wave Hub projects
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