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Abstract

With recent advances in laser technology we have seen laser intensities reach the order of

1022 W/cm2, with higher intensities anticipated in the near future. This thesis concerns a

classical approach to the simulation of laser matter interactions for intensities above the

relativistic threshold of 1018 W/cm2. A pulsed plane wave model is used to simulate the

laser fields. In particular this thesis aims to determine theeffect of radiation reaction on

relativistic interactions as well as proposing an effective method of vacuum laser accel-

eration from rest. We consider the equations of motion accounting for radiative effects

and present their analytic plane wave solution. A novel numerical scheme to solve the

equations of motion for arbitrary field configurations is presented. The method is mani-

festly covariant and exact for constant fields. Radiative reaction effects are explored using

the numerical method and we find that the electron gains energy from the radiation field

produced by its acceleration. Methods of vacuum laser acceleration are studied and we

predict a significant acceleration using two co-propagating lasers where the frequency of

the two lasers differ significantly. We also look at analyticand numerical solutions of the

radiation spectrum, observing an increase in oscillationsin the spectrum for larger inten-

sities. We see more photons radiated when we include radiative terms in our calculations.
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Chapter 1

Introduction

1.1 Background and Motivation

The idea of the laser traces back to the work of Albert Einstein in 1917. His theoretical

understanding of the interaction between light and matter paved the way for the first laser.

In his paper “On the Quantum Mechanics of Radiation” [1], Einstein introduced the con-

cept of stimulated emission. This is the physical principlethat allows light amplification

in a laser, hence its name “laser” - an acronym for Light Amplification by Stimulated

Emission of Radiation. The idea of stimulated emission is closely linked to spontaneous

emission whereby an excited atom or ion may spontaneously drop to its lower energy

level, emitting its energy in the form of a photon in a random direction. Stimulated emis-

sion occurs when a photon with the correct wavelength passesby the excited atom, stim-

ulating it to release its photon. The emitted photon travelsin the same direction as the

original photon and has the same frequency and phase. If we have a large collection of

atoms then as the photons pass by the rest of the atoms, more and more photons of the

same mode are emitted to join them, effectively amplifying the power of the incoming

radiation [2]. One of the main components of a laser is its gain medium, which has the

required properties that allow for light to be amplified by stimulated emission. Using

mirrors at either end of this medium allows light to be bounced back and forth, being am-

plified each time. A pump source is required to excite the particles in the gain medium [3].

Despite having the basic information to build such a device,it was not until 1960 that
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the first working laser was built. However since then the laser has evolved considerably.

Initially described as a ‘solution looking for a problem’, their extreme versatility means

that they are now being applied to a wide range of problems. Lasers are now being used

in the areas of medicine, measurement, defence, energy and entertainment, to list just a

few [4,5].

Since the technological breakthrough of chirped pulse amplification in the mid 80s,

laboratories have been able to produce lasers of higher intensities than ever before. Chirped

pulse amplification is a technique for amplifying pulses to very high optical intensities

while avoiding excessive pulse distortions or damage to thegain medium or any of the

other optical elements. It works by stretching out the pulsein time before passing it

through the gain medium, thus reducing its peak power and avoiding any damage. This

stretched pulse then safely passes through the laser opticswhere it is amplified. Finally

the pulse is temporally compressed back to its original length, allowing for ultra-high

intensities [4]. Much progress has been made in the reduction of pulse duration and in

the focusing of lasers over smaller areas, increasing intensities further. High power lasers

have become increasingly accessible, now small enough to enable their use in many uni-

versity laboratories [6].

Applications of high intensity lasers include thermonuclear fusion, fundamental science,

particle acceleration and medical applications [4]. Usingthe laser’s electromagnetic field

it is possible to accelerate charged particles allowing forthe idea of kilometre sized linear

accelerators being replaced by table-top laser systems [7]. Schemes for laser accelera-

tion have largely relied on plasmas, however Singh [8] claims that there are a number

of advantages of vacuum acceleration over plasma acceleration. Using a vacuum avoids

problems such as instabilities, which occur with laser-plasma interaction. The duration

of interaction between the laser pulse and electron is potentially longer in vacuum, which

in theory increases the energy gain. It is also easier to inject preaccelerated electrons

in vacuum than in plasma and peak energy increases with initial electron energy. These

claims suggest it would be worthwhile to investigate the potential of vacuum acceleration

schemes. In addition our calculations are simplified by eliminating additional background
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effects of the plasma. Despite these advantages it seems that vacuum laser acceleration

has so far been unable to compete with plasma acceleration, one of the main disadvan-

tages of working in vacuum being that a high threshold power is required for substantial

acceleration [9]. However the results shown in [9, 10] suggest that direct acceleration of

electrons in vacuum is within reach of the current technology and that schemes of vacuum

laser acceleration are still being explored. Methods of vacuum laser acceleration and their

potential for large energy gains will be explored in more detail in Chapter 3.

The advances in table-top, ultra-high intensity lasers also sparked a renewed interest in

Thomson scattering, with applications such as ultra-shortpulse duration X-rays [11].

Thomson scattering, the classical limit of Compton scattering, describes the scattered

electromagnetic radiation by an electron that is accelerated by an external field. As laser

intensities exceed the relativistic threshold of 1018W/cm2 the process becomes nonlinear.

This ‘nonlinear’ Thomson scattering is the process that maybe used for table-top X-ray

sources [12].

There are currently a number of facilities for high powered lasers all over the world. The

UK is world-leading in this field with its Central Laser Facility at the Rutherford Lab, in

particular the Astra-Gemini and Vulcan lasers. The Plymouth Particle Theory Group

is part of teams supporting experiments at Astra-Gemini andthe Vulcan 10 Petawatt

Upgrade Project [4]. The most powerful laser facilities, NIF (LLNL, USA) and LMJ

(Bordeaux, France), are intended primarily for inertial thermonuclear fusion. Future ex-

awatt scale facilities HiPER (High Power laser Energy Research) and ELI (Extreme Light

Infrastructure) are intended for fundamental science. Laboratory astrophysics is one of

the main motivations for the ELI project, which plans intensities of 1025 W/cm2 [13].

Experimentalists are now routinely able to achieve laser intensities high enough to accel-

erate particles close to the speed of light. We therefore turn our attention to Einstein’s

earlier work “On the Electrodynamics of Moving Bodies” [14]in 1905, which introduced

the special theory of relativity. This theory is based on thetwo main principles:

• The laws of physics are the same for all observers in uniform motion relative to one

another (postulate of relativity).
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• The speed of light in vacuum is the same for all observers, regardless of their relative

motion or the motion of the light source (postulate of the constancy of the speed of

light).

These two principles require the modification of the laws of mechanics for high speed mo-

tions. Newton’s laws hold as long as the velocities involvedremain much smaller than the

speed of light, however as particles approach the extreme velocities now achieved through

acceleration by modern lasers we must use the relativistic alternative equations. We find

for example that we must use the relativistic form of Newton’s second law,F =ma, where

we interpretF anda as four-vectors. We will use this relativistic version of Newton’s law

in Chapter 2. The form of the equations of motion needs further consideration when we

account for radiation reaction (RR). It is well known that accelerated charges radiate, but

problems arise when we consider that the electromagnetic fields created by an accelerated

charge can act upon that same charge, effectively causing a self-interaction.

The issue of RR has a history spanning more than a century, butthere has recently been

a renewed interest in this subject. Lorentz [15] and Abraham[16] developed the equa-

tion of motion for an accelerated charge including the effect of the backreaction of the

emitted electromagnetic radiation. This equation was put into its final covariant form by

Dirac [17], giving a third-order equation for the particle trajectory. It is now known as

the Lorentz-Abraham-Dirac (LAD) equation. This equation is known for its unphysical

solutions explored in [18, 19] and many other texts and has been referred to as “...one of

the most controversial equations in the history of physics”[20]. It has been shown [21]

that the unphysical behaviour of the LAD equation, can be removed by eliminating the

triple derivative term by iteration, resulting in the Landau-Lifshitz (LL) equation [22].

Radiation reaction is often neglected as it does not significantly affect the motion of a

particle in most situations. The recent technological advances however have seen the

problem of RR come back into the limelight. Accelerating charges in such strong fields

suggests that RR (which is normally a tiny effect) may becomephysically relevant and,

hence, experimentally observable [23]. It is therefore important that this radiative effect is

accounted for when modelling the behaviour of particles in strong laser fields. The effects
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of RR will be considered throughout this thesis.

Having established the motivations for this research and reviewed some of the latest de-

velopments we are now in a position to begin modelling the laser matter interactions of

interest. However before we begin to look into the equationsof motion in any detail we

must first decide upon how our laser fields will be modelled. The next section therefore

briefly discusses the properties of laser light and how they may be incorporated into a

model for the laser fields.

1.2 Modelling a Laser Beam

Laser light differs from normal light due to its unique properties [3]:

• Monochromaticity - lasers emit only a very narrow range of wavelengths.

• Directionality - lasers can emit light in one direction, which spreads only very little

with distance. However, all laser beams eventually divergeas they move through

space.

• Coherence - lasers have a high degree of spatial and temporalcoherence.

In most cases, a laser emits electromagnetic radiation in the form of a laser beam. A laser

beam can be emitted continuously as an infinite wave or in the form of a fast sequence of

pulses. The latter allows for extremely high peak powers. The electric and magnetic field

components of a laser field oscillate in phase perpendicularto each other and perpendicu-

lar to the direction of energy propagation. A laser may be linearly or circularly polarised

(or something in between - elliptic polarisation) [2]. To simulate the properties of the

laser we must incorporate the shape of the laser field, its strength and how it is polarised

into our description of the field. Our model will therefore consist of a shape function and

a strength parameter, as well as polarisation and propagation vectors.

Plane wave models are commonly used when modelling laser-electron interactions since

they are simple enough to allow for the analytic calculationof many of the physical be-

haviours associated with such interactions, but also provide a reasonable model for the

laser field in certain regimes [24]. The simplest choice of the laser field model would be
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to use an infinite plane wave. Fig 1.1a shows the pulse shape asa function of the laser

phase for an infinite plane wave. To create a pulsed plane wavea suitable envelope is

chosen. Fig 1.1b shows the effect of using a Gaussian envelope, although similar alterna-

tives may be used. This is still unphysical due to its infinitetransverse extent. Gaussian

beams provide a realistic model for a laser beam since they are restricted by a beam ra-

dius. Gaussian functions are used in [25,26] for example to model a laser beam. Fig 1.1c

shows the beam radius as a function of the position in the direction of propagation;w0

is the waist size which is the beam diameter at the point of minimum radius. We obtain

plane wave fields in the limit where the beam waist becomes large.

(a) (b) (c)

Figure 1.1:Models of a laser beam; (a) Infinite plane wave, (b) Pulsed plane wave using a Gaus-
sian envelope, and (c) Beam radius as a function of position in the direction of propa-
gation;w0 is the waist size.

As our model becomes more realistic it also becomes more complex. For this reason for

the majority of this thesis a pulsed plane wave model will be used. Despite the addition

of a pulse envelope to the infinite plane wave model, its null field properties still allow for

the analytic calculations required. We shall see in Chapter2 that the analytical solution

to the LL equation is known for plane waves; this can be used asa benchmark for our

numerical codes. However, we must take into account the assumptions made by using a

pulsed plane wave model.

To model the intensity of our laser field we use the laser strength parametera0, defined by

a0 =
e E λ L

m c2 ∼ I1/2 , (1.1)
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whereE is the amplitude of the laser field,e is the electron charge,m is the electron mass

andλ L = c/ω is the laser wavelength. This strength parameter is therefore the energy

gain of the electron per laser wavelength anda2
0 is proportional to the laser intensity.

Whena0 is greater than 1 it will describe relativistic behaviour. To give an idea of the

magnitude ofa0 for intense lasers, the current record for an optical laser is of the order of

102 (intensity of the order 1022 W/cm2) [27]. The laser system of the Berkeley Lab Laser

Accelerator (BELLA) in the U.S., has the potential to achievea0 = 280 [28]. We will be

using the valuesa0 = 10 for an XFEL anda0 = 3000 for an optical laser (the kind ofa0

value envisaged for ELI) throughout this thesis.

Now that we have decided upon how we shall model our laser fieldwe are in a position

to study the behaviour of particles in such a field. The structure of this thesis is outlined

in the following section.

1.3 Organisation of the Thesis

The topics covered in this thesis fall nicely under three main headings: motion, vacuum

acceleration and radiation. Chapter 2 explores the equations of motion and methods of

their solution. Chapters 3 and 4 apply these results to acceleration and radiation.

We begin in Chapter 2 by considering the equations of motion in both their 3-dimensional

and covariant forms. The covariant Maxwell equations and relativistic Newton’s second

law are derived using the action principle. We then include radiative effects in our equa-

tions and review the issues that occur when including radiative terms. The equations of

motion are solved analytically for a pulsed plane wave and a numerical method is in-

troduced, which can solve the equations in arbitrary fields.The method is tested using

constant fields and the analytic plane wave solution; it is then extended to a higher order

of accuracy. This method is used to study the impact of radiation reaction on the motion

of a charged particle in a laser field.

Having established methods for calculating the motion of charged particles, we look at

the application of these results. Chapter 3 uses the methodsand equations introduced

in Chapter 2 to explore laser acceleration of charged particles in vacuum. The methods
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of acceleration considered in this chapter are short pulse acceleration, using a chain of

pulses to accelerate a charge, searching for an optimum pulse shape and lastly using two

co-propagating lasers to get a net acceleration.

Chapter 4 looks at the radiation produced by the acceleratedcharged particles. The radi-

ation spectrum is calculated for crossed fields analytically. We consider the spectrum of

radiation as a method of tracing RR in experiments. Numerical integration is used to cal-

culate the spectrum for a pulsed plane wave initially without RR. The effect of increasing

a0 is then explored. The oscillations observed for largea0 prompt us to check for chaotic

behaviour in the spectrum. Then having ruled this out we consider the impact of RR on

the spectrum of radiation.

Highlights of the research are summarised and discussed in Chapter 5. Possible areas of

future work are also considered in this final chapter.

8



Chapter 2

Motion

This chapter is devoted to exploring the motion of charged particles in electromagnetic

fields. We first consider the foundations of classical electrodynamics in the familiar

3-dimensional notation and then rederive the equations of motion using a covariant for-

malism. Both analytic and numerical methods are used to solve these equations and these

methods shall be used in the subsequent chapters to investigate acceleration and radiation.

In this chapter we shall also introduce a pulsed plane wave model for our laser field, the

structure of which will again be used in the remaining chapters. It is well known that

accelerating charges radiate. The effect of this electromagnetic radiation on the motion of

the charges will be explored in Section 2.4.

2.1 From Maxwell’s Equations to Particle Motion

We begin our discussion on motion by stating Maxwell’s equations and the Lorentz force

law, which together form the foundations of classical electrodynamics. There exists a

set of four partial differential equations describing the behavior of electric and magnetic

fields; how they relate to their sources, charge densityρ and current densityj, and how

they develop with time. This set of fundamental equations isknown as Maxwell’s equa-
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tions, which in Heaviside-Lorentz units read as follows,

∇ ·E(x, t) = ρ(x, t),

∇×B(x, t)− ∂E(x, t)
c ∂ t

=
1
c

j(x, t),

∇×E(x, t)+
∂B(x, t)

c ∂ t
= 0,

∇ ·B(x, t) = 0,

(2.1)

whereE(x, t) is the electric field andB(x, t) is the magnetic field,x and t denote the

location and time respectively, andc, the speed of light is a universal constant (c =

299792458 m/s). The continuity equation for charge density and current density fol-

lows from combining∂/∂ t of the first of Maxwell’s equations with the divergence of the

second
∂ρ(x, t)

∂ t
+∇ · j(x, t) = 0 . (2.2)

The Lorentz force equation gives the force acting on a chargee in the presence of electro-

magnetic fields:

FL(x, t) = eE(x, t)+
e
c

v(t)×B(x, t), (2.3)

whereFL is the Lorentz force andv denotes the particle’s velocity. For a single chargee

the rate of doing work (the power) by external electromagnetic fields isv ·FL = ev ·E; the

magnetic field does not contribute since it is perpendicularto the velocity.

2.1.1 Covariant Formulation of Classical Electrodynamics

The equations above show the equations of motion and Maxwell’s equations in their

3-dimensional form, however it is convenient to use an explicitly covariant formalism

based on four-vectors so that all equations are valid in any reference frame. Let us first

introduce the four-velocityuµ , µ = 0...3, a contravariant vector of Minkowski space. Its

covariant components can be found using the Minkowski metric gµν :

uµ = gµνuν , g= diag(1,−1,−1,−1). (2.4)
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We denote the position of the particle byxµ , x0 = ct, xi = (x)i. The infinitesimal line

element (distance) is

ds=
√

dxµdxµ =

√

1− 1
c2

(
dx
dt

)2

c dt≡ c dτ , (2.5)

whereτ is the proper time.dτ is Lorentz invariant and is equal to the particle’s time in

its rest frame wheredx/dt = 0. It will be useful to introduce the Lorentz gamma factor,

which is defined as

γ =
1√

1− 1
c2

(
dx
dt

)2
=

1√
1−β 2

=
dt
dτ

, (2.6)

whereβ is the ratio of the velocity of the particle to the speed of light. The four-velocity

and current density are given by

uµ(τ) =
dxµ

dτ
, jµ(x) = e

∫
dτ uµ(τ)δ 4(x−x(τ)) , (2.7)

where the charge density and current density have been combined to form the 4-vector

jµ = (cρ , j). The continuity equation (2.2) takes the covariant form

∂µ jµ = 0, (2.8)

where

∂µ ≡ ∂
∂xµ =

(
∂

∂x0 ,∇
)
. (2.9)

For what follows we will need to introduce the four-potential Aµ , of an electromagnetic

field, which characterises the properties of the field. The three space components of the

four-vectorAµ form the vector potential of the fieldA and the time component is the

scalar potentialA0 = Φ, i.e. Aµ = (Φ,A). The electric and magnetic fields relate toAµ

via

E =−1
c

∂A
∂ t

−∇Φ ; B = ∇×A . (2.10)

We will also be working with the electromagnetic field tensor, Fµν , which is related to the

11



four-potential via

Fµν =
∂Aν
∂xµ − ∂Aµ

∂xν ≡ ∂µAν −∂νAµ . (2.11)

In order to rewrite the equations of motion in their four-dimensional form, we start from

the principle of least action. This principle states that for each mechanical system the mo-

tion between two points is such that the actionS, an integral describing the overall motion

of the system, is minimised, i.e.δS= 0. The action function for a system consisting of

an electromagnetic field as well as the particles located in it must contain three parts:

• the action for the field in the absence of charges,

Sf =−1
4

∫
d4xFµνFµν ; (2.12)

• the action depending only on the particles (for a single freeparticle),

Sp =−mc2
∫

dτ ; (2.13)

• the interaction between the particles and the field (for a single particle),

Si =−e
c

∫
dxµAµ . (2.14)

Together these make up the action for the whole system

S=−mc2
∫

dτ − e
c

∫
dxµAµ − 1

4

∫
d4xFµνFµν . (2.15)

This may be rewritten in its alternative version in “field language” by noting that
∫

dxµAµ =
∫

dτuµAµ and usingjµ(x) = e
∫

dτ uµ(τ)δ 4(x−x(τ)). We have

S=−mc2
∫

dτ − 1
c

∫
d4x jµAµ − 1

4

∫
d4xFµνFµν . (2.16)

To find the equations of motion we assume that the field is givenand vary the trajectory.

Noting that the field term variation is zero, we find accordingto the principle of least

12



action that

δS=−
∫ (

m
dxµdδxµ

dτ
+

e
c
Aµdδxµ +

e
c

δAµdxµ
)
= 0 , (2.17)

where we have usedc dτ =
√

dxµdxµ . Following careful manipulation of the expression

detailed in [22], we obtain

∫ [
m

duµ

dτ
− e

c

(
∂Aν
∂xµ − ∂Aµ

∂xν

)
uν
]

δxµdτ . (2.18)

It follows that the integrand must be zero, hence

m
duµ

dτ
=

e
c

(
∂Aν
∂xµ − ∂Aµ

∂xν

)
uν = 0 . (2.19)

Further simplification results from replacing the term in brackets with the electromagnetic

field tensor according to (2.11). The equations of motion in their four-dimensional form

may therefore be written as

m
duµ

dτ
= mu̇µ =

e
c

Fµν uν ≡ Fµ , (2.20)

where the Lorentz four-forceFµ appears on the right-hand side and where, from now on,

the over-dot is used to denote derivatives with respect to the proper timeτ. By multiplying

(2.20) by uµ we find thatuµ u̇µ = 0, which implies thatd(uµuµ)/dτ = 0. Therefore

uµuµ = u2 is a constant which can be set in relation to the speed of light, using (2.5), as

u2 = c2. This implies the on-shell conditionp2 = m2 c2, wherepµ = muµ is the four-

momentum of the particle.

By substituting the valuesAµ = (Φ,−A) into (2.11), according to the definitions of (2.10)

we see thatFµν may be expressed in terms ofE andB as follows

F0i(x) =−Fi0(x) = Ei(x), Fik(x) =−εikmBm(x) . (2.21)

Converting (2.20) back to three-dimensional notation we obtain (2.3) from the three space

components and the work done (ev ·E) from the time component.
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Similarly Maxwell’s equations can be written in covariant form by two tensor equations.

The homogeneous Maxwell equations may be rewritten using the definition of the elec-

tromagnetic field tensor as

∂Fµν

∂xρ +
∂Fνρ

∂xµ +
∂Fρµ

∂xν = 0 , (2.22)

or in its compact form

∂ µ εµνρσ Fρσ = 0 ⇒ ∂µ F̃µν = 0 , (2.23)

whereεµνρσ is the Levi-Civita symbol and̃Fµν is the dual field strength tensor̃Fµν =

εµνρσ Fρσ/2. This equation can easily be shown to correspond to the homogeneous

Maxwell equations by using (2.21).

As for the inhomogeneous pair of Maxwell equations, we consider again the principle

of least action. Now we assume the motion of the charge to be given and vary only the

potentials. Therefore there is no variation in the particleterm of (2.16) and we do not vary

jµ in the interaction term. According to the principle of leastaction we have

δS=−
∫ (

1
c

jµδAµ +
1
2

FµνδFµν

)
d4x= 0 , (2.24)

where the resultFµνδFµν = FµνδFµν has been used. Again following [22] we obtain

∫ (
1
c

jµ +
∂Fµν

∂xν

)
δAµd4x= 0. (2.25)

Hence the two inhomogeneous equations of motion may be written as

∂Fµν

∂xν =− jµ

c
⇒ ∂µFµν =

jν

c
. (2.26)

This when written in its three-dimensional form gives the remaining equations in (2.1).

With the Lorentz gauge condition (∂µAµ = 0) this becomes the inhomogeneous wave
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equation

�Aµ =
jµ

c
, (2.27)

where� is the d’Alembert operator. Solving this equation gives theLiénard-Wiechert

potentials, that show us that accelerating particles radiate. Following [29] we defineAin
µ

and Aout
µ to be the incoming and outgoing radiation respectively. Theformula for the

energy radiated is given by

Prad
µ = Pµ(A

out)−Pµ(A
in) , (2.28)

which is found in [29] to be

Pµ
rad =

2
3

e2

4πc5

∫
dτu̇λ u̇λ uµ . (2.29)

The integrand may be considered the momentum four-vector rate of radiation, hence

dPµ
rad

dτ
=

2
3

e2

4πc5 u̇λ u̇λ uµ =
2
3

e2

4πc5aλ aλ uµ , (2.30)

whereu̇µ = aµ is the acceleration four-vector. The energy rate of radiation or radiated

power is proportional tȯPrad
µ ·uµ [19]. It may be expressed using the zero component of

Pµ
rad = (Wrad/c,Prad), whereWrad is the radiated energy,

P=
dWrad

dt
=

dP0
radc

γdτ
=

2
3

e2

4πc5aλ aλ u0c
γ

=
2
3

e2

4πc3aλ aλ . (2.31)

This is the relativistic generalisation of the famous non-relativistic Larmor formula which

expresses the radiated powerP as

P=
2
3

e2

4πc3a2. (2.32)

It is now clear that radiation is proportional to the acceleration squared. There is no

radiation if a = 0. We are considering a charged particle acted on by an external field.
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Since the particle is accelerated it will emit radiation at arate proportional to the square

of this acceleration. The emitted radiation changes the external field, which modifies the

motion of the particle - a ‘backreaction’ on the particle. Toaccount for the effect of the

backreaction on the motion of the particle we must modify theequations of motion.

2.1.2 The Relativistic Equations of Motion with Radiation Reaction

We have established that an accelerated charge radiates; this radiation exerts a force back

on the charge. We will call this forceFµ
rad, the radiation reaction force and use the associ-

ated field strength tensorFµν
rad such thatFµ

rad = eFµν
raduν/c. To ensure energy conservation,

the work done by the RR force on the particle must be equal and opposite to the energy

radiated [30]. Taking account of RR, we replaceFµν in (2.20) withFµν
in +Fµν

rad and after

a mass renormalisation (outlined in [29]) we obtain the LAD equation in the form first

presented by Dirac [17].

mu̇µ =
e
c
Fµν

in uν −
2
3

e2

4πc5(u
µ üν −uν üµ)uν (2.33)

By taking the second derivative ofu2, we see that ¨u ·u=−u̇ · u̇, and hence (2.33) may be

equivalently written as

mu̇µ =
e
c
Fµνuν +

2
3

e2

4πc3(ü
µ + u̇2uµ/c2) , (2.34)

where we now omit the subscript “in”. Notice the ¨u ≡ ...
x term, which means we have a

third-order differential equation. This causes problems such as runaway solutions [29],

where even with a constant force we end up with the acceleration growing exponen-

tially with time. One method of dealing with this problem is to choose the initial con-

ditions such that the runaways are eliminated. However thisleads to another issue, pre-

acceleration, where there is acceleration before the forcesets in. If the higher order terms

are replaced with the Lorentz term in the equation of motion,i.e. u̇µ = e Fµνuν/mc

and üµ = e Ḟµνuν/mc+e2 FµαF ν
α uν/m2c2, we end up with the much better behaved
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Landau-Lifshitz equation [22]:

mu̇µ =
e
c
Fµνuν +

2
3

e2

4πc3

{
e

mc
Ḟµνuν +

e2

m2c2FµαF ν
α uν −

e2

m2c4uαFανF β
ν uβ uµ

}
.

(2.35)

The LAD and LL equations may be simplified by using the projection P
µν = gµν −

uµuν/c2 [31]. The LAD equation becomes

mu̇= FL + τ0Pmü , (2.36)

whereτ0 = (2/3) e2/4πmc3. Usingmü= ḞL+O(τ0) from the LAD equation we replace

mü and obtain the LL equation in its simplified form

mu̇= FL+ τ0PḞL . (2.37)

This makes it much clearer to see how we get the LL equation from the LAD equation.

For the study of laser-matter interactions it will be usefulto use dimensionless variables,

particularly for the numerical approach which will follow,and to adopt natural units,c=

1. We will assume that our laser beam is described by a light-like wave vectork= (ω,k),

k2 = ω2−k2 = 0, with ω andk being lab frame coordinates. To combine this with the

electron motion we follow Wald [32] and define a frequency by dotting k into the initial

velocity,u0,

Ω0 ≡ k ·u0 . (2.38)

If the particle is initially at rest we haveuµ
0 = δ µ

0 andΩ0 = ω0, whereω0 denotes the

laser frequency in the initial rest frame. We also define a dimensionless proper time,

s≡ Ω0τ and denotes-derivatives by an over-dot. RescalingeFµν/meΩ0 → Fµν makes

Fµν dimensionless. In this new notation we use the following invariant definition fora0,

which was introduced in (1.1),

a2
0 = u0µ〈FµαF ν

α 〉u0ν , (2.39)
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where the brackets〈. . .〉 at this point denote atypical value such as the root-mean-square

(proper time average) or the amplitude (cycle maximum). This implies thatFµν is pro-

portional toa0 (the strength parameter) which will be made explicit in Section 2.2. We

define the dimensionless energy variableν0 and the effective coupling parameterr0 by

ν0 ≡ Ω0

m
, (2.40)

r0 ≡ 2
3

αν0 , (2.41)

whereα = e2/4π = 1/137 is the fine structure constant. Finally we introduce a dimen-

sionless energy densityw= uµFµαF ν
α uν . We may then rewrite the LAD and LL equa-

tions in compact form:

u̇µ = Fµν uν + r0(ü
µ + u̇2uµ) ,

u̇µ = Fµν uν + r0(Ḟ
µν +FµαF ν

α −w gµν)uν .

(2.42)

The LL equation is an expansion in powers ofr0 (or α), with coefficients being propor-

tional to powers of field strength, hencea0. The leading order (r0
0) is the Lorentz term

while the LL term isO(r0). By solving the LL equation for a given external field we may

study the motion of a charged particle subject to that field.

2.2 Analytic Solution of the Equations of Motion

We may solve the LL equation in order to find the four-velocityand also the trajectory

of a particle in a laser field. We model the laser beam by a planewave. In this case

the field strength,Fµν = Fµν(k · x), is assumed to be transverse,kµFµν = 0. The null-

plane properties of the plane wave allow for an analytic solution, which can be used as a

benchmark for the numerical results. Definingφ = k·x, we will consider the field strength

of the form

Fµν(φ) = a0 fi(φ) f µν
i , f µν

i = nµεν
i −nνεµ

i . (2.43)
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wherea0 is the strength parameter. We specialise to linear polarisation,

f2 = 0, f1 ≡ f , nµ = (1, ẑ), εµ
1 = (0, x̂) , (2.44)

and choose a pulse with a Gaussian envelope,

f (φ)≡−exp

{
−(φ −φ0)

2

N2

}
sin(φ) , (2.45)

whereφ0 denotes the centre of the pulse andN is the half-width of the pulse.N also

controls the number of cycles within the pulse as we shall seein Chapter 3. If we plug

(2.43) into (2.42) we may rewrite the LL equation in the following form

u̇µ =
[
a0 f f µ

ν + r0a0u‖
{

f ′ f µ
ν +a0 f 2(nµuν −nνuµ)

}]
uν , (2.46)

whereu‖ = n ·u and where the prime denotes differentiation with respect toφ . If we take

the scalar product withn and use the fact thatnµ f µ
ν = 0 we find that

u̇‖ =−r0a2
0 f 2(φ)u3

‖ . (2.47)

Using the initial conditionu‖ = 1, we can solve (2.47) using separation of variables,

u‖(φ) =
1

1+ r0 I(φ)
, I(φ)≡ a2

0

∫ φ

0
f 2(ϕ) dϕ . (2.48)

Sinceφ̇ = u‖(φ) we may use the relationship

s(φ) =
∫ φ

0
[1+ r0 I(ϕ)] dϕ (2.49)

to trade proper times for the invariant phaseφ . Following [33], we introduce a rescaled

velocityvµ by

uµ(s) = u‖(φ)vµ(φ) , u̇µ =−r0a2
0 f 2(φ)u3

‖v
µ(φ)+u2

‖(φ)v
′µ . (2.50)
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Plugging this in (2.46) we find that

v′µ =

[
a0 f (φ)
u‖(φ)

+ r0a0 f ′(φ)
]

f µ
ν vν +

r0a2
0 f 2(φ)

u‖(φ)
nµ . (2.51)

Since f µ
νnν = 0 we can solve this forv using the exponential ansatz

vµ(φ) = [exp(I1(φ) f )]µν vν
0 + I2(φ)nµ , (2.52)

where

I1(φ) =
∫ φ

0
dϕ
[

a0 f (ϕ)
u‖(ϕ)

+ r0a0 f ′(ϕ)
]
, I2(φ) =

∫ φ

0
dϕ

r0a2
0 f 2(ϕ)

u‖(ϕ)
, (2.53)

subject to the initial conditionv(0) = v0 = u0. The null field properties lead to

( f 2)
µ

ν = nµnν , ( f n)
µ

ν = 0 , n≥ 3 , (2.54)

which allows us to simplify (2.52) considerably

vµ(φ) = vµ
0 + I1(φ) f µ

ν vν
0 +

[
I2(φ)+

1
2

I2
1(φ)

]
nµ . (2.55)

The exact solution is therefore

uµ(s) =
vµ(φ)

1+ r0 I(φ)
, (2.56)

where proper times is given in (2.49). To calculate the exact solution without radiative

corrections, we simply setr0 = 0 in (2.56) and (2.53) to give

uµ(s) = uµ
0 + I1(s) f µ

ν uν
0 +

1
2

I2
1(s) nµ , I1(s) = a0

∫ s

0
dϕ f (ϕ) . (2.57)

Setting the initial conditions

uµ
0 = (1,0), (2.58)
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we find

u0 = 1+
1
2

I2
1 , u1 =−I1 , u2 = 0 , u3 =

1
2

I2
1 . (2.59)

We see thatu‖ = u0 − u3 = 1 is conserved when we “switch off” RR. Neglecting the

radiative effects greatly simplifies our equations. We may calculate (2.59) easily and use

the results to evaluate the numerical method that will be introduced in the next section.

2.3 Covariant Matrix Method as an Approach to Particle
Motion

To solve the equation of motion (2.20) numerically, a typical approach would be to use

a finite difference scheme. Such schemes can introduce discretisation errors that violate

the on-shell condition and lead to Lorentz violations. To avoid this, we introduce a novel

numerical scheme for the calculation of the motion of classical charges in electromagnetic

fields. Our method maintains explicit covariance and preserves the on-shell condition,

u2 = 1 (using natural units). Details of this method are presented in [34] and reproduced

below.

To begin we introduce the matrix basisσµ ≡ (I,σσσ) whereσσσ denotes the three Pauli

matrices

σ1 =




0 1

1 0


 , σ2 =




0 −i

i 0


 , σ3 =




1 0

0 −1


 , (2.60)

which satisfyσaσb= δab+ iεabcσc, whereεabc is the Levi-Civita tensor in three-dimensions.

We associate the four-velocityuµ with the hermitian matrix

U ≡ uµ σµ =




u+ v−

v+ u−


 , u± = u0±u3 , v± ≡ u1± iu2 = v∗∓ . (2.61)

We have det(U) = u2
0−u2 = u2 = 1.

Let Fa = 1
2(E

a− iBa) andE = Faσa ∈ su(2). We may write the equation of motion in
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matrix form is as follows:

U̇ = E
†U +UE . (2.62)

In generalE (or Fµν ) will depend ons, uµ(s) andxµ(s). If E = E(s) only then (2.62)

is similar to a (linear) Schrödinger equation with time-dependent Hamiltonian. It can

therefore be solved by introducing the time ordered product

L(s)≡ Texp

{∫ s

0
ds′E†(s′)

}
∈ SL(2,C) . (2.63)

The solution of (2.62) becomes

U(s) = L(s)U(0)L†(s) . (2.64)

If howeverE=E(s;x(s),u(s)) the equation of motion becomes non-linear, but an iterative

scheme is still expected to work. The solution (2.64) is ideally suited for the required

numerical computations. To do this we introduce a discrete set of n+1 equally spaced

proper time valuessk, k= 0. . .n, such that

s0 = 0 , sk = kds, sn = s, Ek := E(x(sk)) . (2.65)

We then approximate (with an error of orderds2)

L ≈ exp{E†
nds}× . . .×exp{E†

1ds}=: Ln , (2.66)

where “×” denotes matrix multiplication. For the solution (2.64) this implies

U(s) = Un(s)+ O(ds) , where Un(s) = LnU(0)L†
n , (2.67)

i.e. our method corresponds to a first-order scheme.

For a numerical solution, we evaluate (2.67) iteratively. To calculate the approximate

solution of the matrixUn(s) we need to know the matrix fieldsEk. These fields depend on
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the particle’s position. We assume that the approximate valuesu(si) have been determined

and then use the trapezium rule to calculate the position of the particle. The position is

used to find values forEk, which in turn is used to find an improved setu(si) of four-

velocities. This is repeated for each given proper timesi until x(si) andu(si) settle within

given error margins. To start the iteration, we useu(si) = u0, for all i = 0, . . . ,n.

We can show that the on-shell condition is exactly maintained by the approximate solu-

tion. Using (2.67) we have

U(s + ds) = eE
†dsU(s)eEds (

+O(ds2)
)
. (2.68)

Noting that sinceE is a hermitian matrix, det(exp(Eds)) = 1, we find therefore that

det(U(s+ds)) = det(eE
†ds) det(U(s)) det(eEds)

= 1× (u2
0−u2)×1= 1.

(2.69)

So for alln

detUn(s) = detU(0) = 1 . (2.70)

Hence we are preserving the on-shell condition exactly.

2.3.1 Constant Fields

Using our new method to solve the equations of motion we referback to (2.63) and (2.64).

In the simple case of time-independent fields the method is exact since there is no path

ordering needed and therefore no need to approximateL(s) in (2.63). We will consider

the four cases discussed by Taub [35]; constantE field only, constantB field only, crossed

fields and parallel fields. We expect to observe hyperbolic, elliptic, parabolic and loxo-

dromic (spiraling) motion respectively.

2.3.1.1 Constant Electric Field

Firstly consider the case of a charged particle in a constantelectric field (e.g. in a particle

accelerator). We will use the case where the electric field points in thex1 direction only

and there is no magnetic field present, i.e.E = Ee1 = const, B = 0. We find that this
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simplifies our expression forL(s):

L(s) = L†(s) = exp

{
1
2

E ·σσσs

}
. (2.71)

The particle four-velocity can now be obtained as follows,

U(s) = exp

{
1
2

E ·σσσs

}
U(0)exp

{
1
2

E ·σσσs

}
. (2.72)

Assuming that the particle is initially at rest simplifies things further and using hyperbolic

identities we find the components of the four-velocity easily,

U(s) = exp{E ·σσσs}= cosh(Es)+sinh(Es)
E
E
·σσσ . (2.73)

The electric field is in thex1 direction only and so the components of velocity are

u0 = cosh(Es) , u1 = sinh(Es) , u2 = u3 = 0. (2.74)

By integration the particle’s trajectory can also be found,

x0 =
1
E

sinh(Es) , x1 =
1
E

cosh(Es) , x2 = x3 = 0. (2.75)

The left panel of Figure 2.1 shows the velocity in the direction of the electric field and

the right panel shows the trajectory in the direction of the electric field as a function ofs.

There is no acceleration in the directions perpendicular tothe electric field so the motion

remains constant in those directions. We see hyperbolic motion as expected since the

particle moves with constant proper acceleration.

2.3.1.2 Constant Magnetic Field

Now consider the case of a charged particle in a constant magnetic field (e.g. in a syn-

chrotron) in thex1 direction, and there is no electric field present, i.e.B = Be1 = const,
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Figure 2.1: Left:Velocity, Right: Trajectory, for constant electric field (E = 1) in thex1 direction.

E = 0. (2.63) now becomes

L(s) = exp

{
1
2

iB ·σσσs

}
, L†(s) = exp

{
−1

2
iB ·σσσs

}
. (2.76)

This results in the following expression forU(s):

U(s) = exp

{
1
2

iB ·σσσs

}
U(0)exp

{
−1

2
iB ·σσσs

}
. (2.77)

It is useful to write this in terms of its trigonometric identities,

U(s) =

(
c+ is

B
B
·σσσ
)
(u0(0)I+u(0) ·σσσ)

(
c− is

B
B
·σσσ
)
, (2.78)

where c= cos(Bs/2) and s= sin(Bs/2). Assuming an initial velocity,uµ(0)= (u0,0,0,uz)

and a constant magnetic fieldB = Be1, Eq. (2.78) is greatly simplified.B ·σσσ/B is simply

σ1 andu(0) ·σσσ is simplyuzσ3. We may rewrite the above equation in matrix form:

U(s) =




c is

is c







u0+uz 0

0 u0−uz







c −is

−is c


 . (2.79)
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After multiplying out the matrices and simplifying, the expression forU(s) can now be

written as

U(s) =




u0+uzcos(Bs) −iuzsin(Bs)

iuzsin(Bs) u0−uzcos(Bs)


 . (2.80)

Therefore the components of the velocity can be deduced:

u0 = u0, u1 = 0, u2 = uzsin(Bs) , u3 = uzcos(Bs) . (2.81)

Note thatu0(s) = u0 is conserved as there is no energy transfer in the magnetic field. By

integration the trajectory of the particle is found,

x0 = u0s, x1 = 0, x2 =−uz

B
cos(Bs) , x3 =

uz

B
sin(Bs) . (2.82)

The left panel of Figure 2.2 shows the velocity and the right panel shows the trajectory in

the transverse directions. We observe elliptic motion as expected, with the particle in this
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Figure 2.2: Left: Velocity, Right: Trajectory, for constant magnetic field (B= 1) in thex1 direc-
tion.

case following a circular path.

26



In order to calculate the trajectory for a particle in crossed fields or in perpendicular

electromagnetic fields a little more effort is required. We wish to find the components of

velocityu0(s) andu(s) given

U(s) = u0(s)+u(s) ·σσσ = L(s)U(0)L†(s) (2.83)

and

L(s) = exp

{
1
2
(E+ iB)σσσs

}
, L†(s) = exp

{
1
2
(E− iB)σσσs

}
. (2.84)

Our general expression forU(s) given constant fields is

U(s) = exp

{
1
2
(E+ iB)σσσs

}
U(0)exp

{
1
2
(E− iB)σσσs

}
. (2.85)

Let E+ = 1
2|E+ iB s| andE− = 1

2|E− iB s|. Now exp((1/2)(E+ iB)σσσs) =C±+S±Ê±σσσ ,

whereC± = cosh(E±), S± = sinh(E±) andÊ± = E± iB/ |E± iB|. We therefore have

(C++S+Ê+σσσ) (u0(0)+u(0) ·σσσ) (C−+S−Ê−σσσ). (2.86)

Taking the first two brackets of this equation and expanding gives

C+u0+C+u ·σσσ +u0S+Ê+σσσ +S+Ê+(σσσ ·u)σσσ (2.87)

Note that (2.87) can be written in the formv0 + v · σσσ . Using this idea repeatedly on

expanding the brackets and using well known vector properties we end up with the messy

looking expressions foru0(s) andu(s):

u0 = u0(0)C+C−+ Ê+u(0)C−S++u(0)Ê−C+S−+ Ê+Ê−u0(0)S+S− ,

u = u0(0)C+S−Ê−+S+Ê+u(0)S−Ê−+C+C−u(0)+ iu(0)× Ê−C+S−

+u0(0)S+C−Ê++ iÊ+× Ê−u0(0)S+S−+ iS+C−Ê+×u(0)

− (Ê+×u(0))× Ê−S+S− .

(2.88)
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This is the most general case for constantE andB fields however this expression dramat-

ically simplifies for the four special cases considered.

Take for example the case of a constant electric field only in thex1 direction. Assuming

U(0) = I as before and using the fact thatE ·B = 0 andB = 0, the expressions foru0

andu agree with those obtained in (2.74). Similarly, substituting B = Be1, E = 0, and

U(0) = u0 I+uz σ3, we get back the results from (2.81).

2.3.1.3 Crossed Fields

We may use (2.88) to find the trajectory for a particle in crossed fields. Let us consider

the case whereE = Ee1 andB = Be2, it follows thatE ·B = 0. To simplify matters we

assume that the particle is initially at rest. Eq. (2.88) reduces to

u0 = cosh2(a s)+sinh2(a s)
E2+B2

n2

u = 2sinh(a s)cosh(a s)
E

(n2)1/2
+2sinh2(a s)

E×B
n2 ,

(2.89)

in agreement with [36] wheren = E+ iB anda= (1/2)(n2)1/2. For crossed fields where

E = B we see thatn2 = 0. Taking the limiting case of Eq. (2.89) wheren2 = 0, we get the

resulting expressions for the four-velocity in crossed fields:

u0 = 1+
1
2

E2 s2, u1 = E s, u2 = 0, u3 =
1
2

E2 s2, (2.90)

and corresponding trajectory:

x0 = s+
E2

6
s3, x1 =

E
2

s2, x2 = 0, x3 =
E2

6
s3. (2.91)

We note thatu0−u3 is conserved, a feature that will come in useful in Chapter 4 when

we calculate the spectrum of radiation for crossed fields. The left panel of Figure 2.3

shows the velocity and the right panel shows the trajectory in thex−zplane. We observe

parabolic motion in the velocity as expected with the particle forming a parabola shaped

path.
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Figure 2.3: Left: Velocity, Right: Trajectory, for crossed fields (E = 1 andB = 1) where the
electric field is in thex1 direction and the magnetic field is in thex2 direction.

2.3.1.4 Parallel Fields

Finally for the case of parallel fields we shall useE=B=Ee1 and initial velocityuµ(0)=

(u0,0,0,uz). We can therefore reduce (2.88) using the fact thatE ·B=E2 andE2−B2=0.

Making use of several trigonometric and hyperbolic identities we end up with the four-

velocity

u0 = u0cosh(Es) , u1 = u0sinh(Es) , u2 = uzsin(Es), u3 = uzcos(Es). (2.92)

and upon integration

x0 =
u0

E
sinh(Es) , x1 =

u0

E
cosh(Es) , x2 =−uz

E
cos(Es), x3 =

uz

E
sin(Es). (2.93)

Notice that the parallel fields case is the sum of the constantelectric field case and the

constant magnetic field case. This can be seen visually in Figure 2.4 as a superposition

of the corresponding plots (see Figures 2.1 and 2.2). We observe loxodromic motion as

expected, the motion following a spiraling path.

Our new approach to particle motion allows us to calculate the trajectories and velocities
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Figure 2.4: Left:Velocity, Right: Trajectory, for parallel fields (E = 1 andB= 1) in thex1 direc-
tion.

for a charge in constant fields exactly. As expected we observe hyperbolic motion for a

constant electric field, elliptic motion for a constant magnetic field, parabolic motion (for

uµ ) for crossed fields and loxodromic/spiraling motion for parallel electromagnetic fields.

Next we shall see how our new approach performs when the fieldsare no longer constant.

2.3.2 Time Dependent Fields

The numerical method will now be tested for a time dependent field. Using our pulsed

plane wave defined in Section 2.2 and initially neglecting radiative reaction effects, we

produce Figure 2.5, which shows our laser pulse functionf from (2.45) as a function of

invariant phase (left) and the velocity componentsu0 andu1 from (2.59) as a function of

invariant phase,φ = s (right).

The numerical solution, using a step sizeds= 0.125, is not visibly distinguishable from

the analytic solution in the plots. To quantify the numerical error, we compare the numer-

ical solutionuµ(s) to the exact solutionuµ
ex(s) using the Euclidean norm and a maximum

norm. Looking firstly at the Euclidean norm, we have

εeucl=

√√√√
(

1
∆s

∫ s0+∆s

s0−∆s
ds P2(s)

4

∑
µ=0

[
uµ(s)−uµ

ex(s)
]2
)

, (2.94)
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Figure 2.5: Left: Laser pulse functionf as a function of invariant phase,φ . Right: Velocity
componentsu0 andu1 as a function of invariant phase,φ = s. These plots have been
produced using the parameter valuesφ0 = 50,N = 10 anda0 = 1.

whereP(s) = exp
{
−(s−s0)

2/N2
}

. Sinceds−→ ∆s
ND

, whereND is the number of data

points, the above may be equivalently written as

εeucl=

√√√√
(

1
ND

s0+∆s

∑
s0−∆s

P2(s)
4

∑
µ=0

[
uµ(s)−uµ

ex(s)
]2
)

. (2.95)

Here, the Centre of masss0 and width∆s of the pulse are defined via

s0 =
1
C

∫ ∞

−∞
ds s P2(s),

C=

∫ ∞

−∞
ds P2(s),

∆s= 2
√

s2−s2
0,

s2 =
1
C

∫ ∞

−∞
ds s2 P2(s).

(2.96)

The error interval can be seen in Figure 2.5.

To calculate the maximum norm the following equation is used,

εmax= max[|uµ(s)−uµ
ex(s)|] ∀ s,µ , (2.97)

which simply uses the maximum difference between exact and numerical results out of all

the possible values ofµ ands. Both error estimates are shown in Figure 2.6 as a function
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of discretisation step sizeds. They are well fitted byεeucl≈ 0.32(1) ds, εmax≈ 0.50(1) ds

and are linearly proportional tods(as expected since we are using a first-order scheme).
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Figure 2.6: Numerical errors (2.94) and (2.97) as a function of the proper time discretisation step
ds for a linearly polarised laser pulse using our first-order method.

2.3.3 Higher Order Numerics

We have seen that the covariant matrix approach is a powerfulmethod that allows us to

solve the LL equation for arbitrary fields whilst still preserving the on-shell condition.

Now that we have a working first order scheme, the next logicalstep is to extend this

method to higher orders of accuracy. Currently we have

U(s) = Un(s)+ O(ds). (2.98)

This is fine if ds is very small, however it is desirable to have a scheme that produces

accurate results using even a coarse mesh. The current program approximates

L(s)≡ Texp

{∫ s

0
ds′E†(s′)

}
≈ exp{E†

nds}× . . .×exp{E†
1ds}=: Ln , L(0) = 1 ,

(2.99)

which has an error of orderds2. We will find a more accurate approximation ofL(s) with

an error ofds5. To do this we take the derivative ofL, L† andx with respect tosand solve
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the coupled ODEs using the fourth-order Runge-Kutta method(RK4). The derivative

equations forL andL† are implied by (2.62) and (2.64) as follows

dL(s)
ds

= E
†×L(s) ,

dL†(s)
ds

= L†(s)×E . (2.100)

We form the vectorL (s) = (L(s),X(s)), whereX = xµσµ , so that

dL

ds
=




dL
ds
dX
ds


=




E†(X(s)) L(s)

L(s)U(0) L†(s)


 , (2.101)

sincedX(s)/ds= U(s). If we let dL /ds= f (s,L ) subject to the initial conditions

L(0) = 1, X(0) = 0 then we can apply RK4 as follows:

Ln+1 = Ln+
1
6
(k1+2k2+2k3+k4), (2.102)

whereLn = L (sn) andLn+1 = L (sn+ds) and where

k1 = ds f(sn,Ln)

k2 = ds f(sn+
1
2

ds,Ln+
1
2

k1)

k3 = ds f(sn+
1
2

ds,Ln+
1
2

k2)

k4 = ds f(sn+ds,Ln+k3) .

(2.103)

We then read off our values ofL andX from the vectorL (s) and use them to calculate

U(s) according toU(s) = L(s)U(0)L†(s) at each time step.

To check that our method is now fourth-order we use it to find the four-velocity for our

pulsed plane wave and calculate the errors according to our definitions in Eq. (2.94) and

(2.97) (Euclidean norm and maximum norm respectively). Results are shown in Fig-

ure 2.7. We find that the errors are proportional tods4 as expected for a fourth-order

method. Comparing the slopes in Figures 2.6 and 2.7 we calculate for the first-order

method that our gradient= 1.0 and for the fourth-order method the gradient= 4.0 as ex-
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Figure 2.7:Numerical errors (2.94) and (2.97) as a function of the proper time discretisation step
dsfor a linearly polarised laser pulse using RK4. The errors are proportional tods4 as
expected for this fourth-order method.

pected. By using this method we achieve a very high accuracy with a step size as large

asds= 1 (better thands= 0.03125 using the first-order alternative). In Figure 2.7 we

have an error of less than 10−3 for ds= 1 compared to an error of approximately 0.5 in

Figure 2.6.

2.4 Impact of Radiation Reaction

Having found our method to be consistent with analytic results, we may now include the

radiation reaction term. First we write the LL equation (2.46) in terms of an effective field

strength tensorGµ
ν ,

u̇µ = Gµ
νuν , (2.104)

Gµ
ν = a0 f f µ

ν + r0a0u‖
{

f ′ f µ
ν +a0 f 2(nµuν −nνuµ)

}
. (2.105)
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Next we define ansu(2) matrix,

G≡ Gaσa ≡
1
2

(
G0a+

i
2

εabcGbc
)

σa , (2.106)

so that the LL equation can be rewritten as

U̇ =G
†U +UG , (2.107)

in complete analogy with theSL(2,C) Lorentz equation (2.62). We can replaceE with G

in the program used before.

The plots in Figure 2.8 show the numerical results foru0 with and without radiative damp-

ing. Surprisinglyu0 is larger when radiation is accounted for; the electron gains energy

from the radiation field produced by its acceleration. From these plots it is clear that

radiative damping can have a significant effect.
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Figure 2.8: Theγ factoru0 of the particle as a function of the dimensionless proper timeswithout
and with radiative damping.Left: a0 = 3×103 andν0 = 10−6 (optical laser).Right:
a0 = 10 andν0 = 10−3 (XFEL).

As a0 increases so does the effect of radiative back reaction. To quantify the deviation,
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we use the maximum norm,

δ =
1
N

max
s,µ

∣∣∣∣u
µ [α = 0] (s)−uµ

[
α =

1
137

]
(s)

∣∣∣∣ ,

N = uµ [α = 0] (smax), for

∣∣∣∣u
µ [α = 0] (smax)−uµ

[
α =

1
137

]
(smax)

∣∣∣∣→ max,

(2.108)

whereuµ [α = 0] (s) is the four-velocity of the particle without radiative damping and

uµ [α = 1/137] (s) is the four-velocity with damping.smax represents the value ofswhere

the maximum difference occurs. Hence the deviationδ can be interpreted as the max-

imum relative deviation between the full four-velocity andthe four-velocity without the

radiative back reaction. Figure 2.9 shows the deviation forvaryinga0. From the plot it can

be seen that for large values ofa0, the RR has a significant impact on the four-velocity.

The results showed that RR is significant in the case of an optical laser, although it is

negligible for an XFEL.
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Figure 2.9: The deviationδ from (2.108) measuring the difference between the 4-velocities with
and without radiative damping as a function ofa0 for the linearly polarised laser pulse.
For an optical laser:ν0 = 10−6; for an XFEL:ν0 = 10−3.

We have seen that energy is radiated by an accelerated chargeand how this impacts on the

equations of motion. The LL equation provides a well behaveddescription of the motion

of a charge taking into account RR. Using the numerical method outlined in Section 2.3,
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we were able to include the RR of the particle and solve the LL equation for a pulsed plane

wave. Due to its null-plane properties the results could be verified analytically and were

consistent with the known analytic solution [33, 37]. Errors scaled as expected with the

discretisation step size. Comparing and contrasting results with and without RR we have

seen that the particle gains energy from the radiated fields.We note that our calculations

are based on an initialγ factor of 1, i.e. starting with the particle at rest. However,

radiation in one frame of reference may not necessarily looklike radiation in another. It

has been shown for example in [31] that for a head-on collision of the charged particle

with the laser we get a net energy loss. We will continue to consider the impact of RR on

our results in the next chapter, where we will be trying to achieve a net acceleration using

laser fields.
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Chapter 3

Vacuum Acceleration

Having studied the equations of motion and established methods of solution for these

equations we can now look at applying our methods to the studyof vacuum laser accel-

eration. We consider how we might accelerate a particle fromrest with a laser pulse,

without the use of plasmas. It has been greatly debated whether it is possible for elec-

trons to obtain net energy gain from a plane wave laser pulse in vacuum, based on the

Lawson-Woodward Theorem. The Lawson-Woodward Theorem states that the net en-

ergy gain of an electron interacting with an electromagnetic field in vacuum is zero under

the following conditions: (i) the region of interaction is infinite, (ii) the laser field is in

vacuum with no walls or boundaries present, (iii) the electron is highly relativistic along

the acceleration path, (iv) no static electric or magnetic fields are present, (v) nonlinear

effects like ponderomotive forces and RR forces are neglected [38]. It is discussed by

Troha et al. that electrons can be accelerated by plane electromagnetic waves, whilst still

being consistent with the theorem [39–41].

In this chapter we shall briefly review some of the suggested methods of vacuum laser

acceleration and then study in detail a select few of these possibilities. The selected

areas covered will be short pulse acceleration, using a sequence of pulses, pulse shaping

and lastly using a “two-colour” laser to accelerate a charge. All cases considered in this

chapter will assume the particle is initially at rest.
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3.1 Existing Schemes for Vacuum Laser Acceleration

There are many suggestions in the literature as to how an electron may gain energy from

a laser pulse in vacuum and there have also been experimentalobservations showing that

vacuum acceleration is indeed possible in a real laser field [42]. The energy of an electron

can be extremely high at the peak of a laser pulse, but generally averages out to zero,

leaving zero net energy gain. To take advantage of the high peak energies, an electron

can be separated from the laser pulse before it decelerates;it can therefore continue to

move forward without much energy loss [43, 44]. A thin foil for example can be used

to stop the laser pulse, allowing the electron to escape fromthe pulse with a nonzero net

energy gain [8]. There have however been many studies that suggest a potential for high

net energy gain, even up to the order of TeV using intensitiesof 1022W/cm2 [45], without

extracting electrons from the laser fields.

In order to get net acceleration after the full pulse duration we need a pulse with a nonzero

average field, a unipolar pulse [46]. This comes down to our choice of pulse shape and

there have been a number of examples of potential pulse shapes that enable accelera-

tion. Subcycle laser pulses with averagely positive or fully positive fields can be used

to accelerate electrons [47]. There have in particular beenmany studies into using half-

wavelength acceleration [48, 49], which provides a fully positive field so the electron is

never decelerated. There are experimental limitations to producing such fields, but as

noted in [50], the half-wavelength solution provides an upper limit to the potential energy

that an electron can gain from a laser field. Wang et al [50] consider using ‘shock-like’

laser pulses as an alternative to the half-wavelength method. They found that by using an

intense laser with sharply rising or falling edges in vacuum, an electron can reach energies

close to those found using the half-wavelength approach.

Short pulses, including the types mentioned above, are known to accelerate electrons.

Some research has gone into comparing standard shape profiles of short pulses to see

which may maximise accelaration [51, 52], but these short pulses are not the only ones

that can accelerate electrons. One interesting way of producing effective pulse shapes

is the use of ‘two-colour’ lasers [53], two co-propagating waves of different frequen-
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cies. The crossing [54,55] or overlapping [56] of two laser beams can produce an overall

pulse with nonzero average field, capable of giving electrons considerable net energy gain.

Whichever method one chooses to employ, the idea of ‘staging’ a series of pulses results

in even higher gains as net energies are added for each pulse.The staging of two laser

accelerators has been demonstrated in [57,58].

We shall consider four methods of accelerating a particle from rest in vacuum. First

we will look at the effects of using a short pulse to achieve a net acceleration. Using a

sequence ofn pulses results in an increase in energy gain for increasingn as the net energy

received from each pulse builds up. This idea is briefly considered in Section 3.3. We

then look at ways of choosing an optimum shape for a laser pulse to achieve maximum

acceleration. We conduct a search for the optimum shape where N can be reasonably

large (i.e. not a short pulse). Although standard shape profiles have been compared

(e.g. [51, 53]), such a search does not seem to feature amongst the existing research into

vacuum laser acceleration. The final method that we will explore is to overlap two lasers

of differing frequency. This type of method features frequently in the literature, however

our choice of frequency difference provides particularly promising results.

3.2 Short Pulse Acceleration

Changing the laser pulse duration can affect the final velocity of the particle. For our

test case in Chapter 2 we found that the particle returned to its original velocity after the

duration of the pulse. However, for a sufficiently short pulse we shall show how energy

gains may be achieved. The term ‘short pulse’ in this sectionrefers to few cycle pulses

(N . 10). When our parameterN takes on values below 1, the pulse shape does not

contain a complete cycle; we obtain a subcycle pulse.

3.2.1 Method

We require a pulse that can transfer a net acceleration to a particle. As stated in [46], to

achieve this we require a unipolar pulse, which contains a Fourier zero mode. Consider
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for example a simple model for a pulse with a Gaussian envelope

f (φ) = sin(φ)e−φ2/N2
. (3.1)

The Fourier transform of the function is

f̃ (s) =
∫

dφ eisφ sin(φ) e−φ2/N2
. (3.2)

Replacing sin(φ) with its exponential identity and rearranging, we may rewrite this ex-

pression as

f̃ (s) =
1
2i

∫
dφ ei(s+1)φ−φ2/N2 − 1

2i

∫
dφ ei(s−1)φ−φ2/N2

. (3.3)

We assign the exponents to the functionsg±(φ) such that

g±(φ) =−φ2

N2 + i(s±1)φ , g′±(φ) =−2φ
N2 + i(s±1) . (3.4)

The zeros of the gradient function are thus given byφ± = N2 i(s±1)/2. We take a Taylor

expansion about these points forg±(φ) and obtain, after simplifying the expansion,

g±(φ) =−N2

4
(s±1)2− 1

N2(φ −φ±)2 . (3.5)

Now, we use this result to rewrite our Fourier transform off (φ),

f̃ (s) =
1
2i

∫
dφ eg+(φ)− 1

2i

∫
dφ eg−(φ)

=
1
2i

exp

(
−N2

4
(s+1)2

)∫
dφ ′e−

1
N2 φ ′2

− 1
2i

exp

(
−N2

4
(s−1)2

)∫
dφ ′e−

1
N2 φ ′2

.

(3.6)
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Since both of the terms on the RHS of the equation above contain an integral of a Gaussian

distibution, we can reduce this equation significantly giving the final result

f̃ (s) = i
√

π N e
N2
4 (s2+1) sinh(s

N2

2
) . (3.7)

We see quickly that̃f (0) = 0, i.e. the Fourier zero mode forf (φ) is zero. This type of

pulse has a zero average field and hence regardless of our pulse width we cannot achieve

a net acceleration.

We try adding a carrier phase [46] as with our plane wave test case in Chapter 2, now

f (φ) = sin(φ) exp

{
−(φ −φ0)

2

N2

}
. (3.8)

The Fourier transform of this function is

f̃ (s) =
∫

dφ eisφ sin(φ) e−(φ−φ0)
2/N2

. (3.9)

Similarly we can find an expression for the Fourier zero mode,which in this case is

nonzero,

f̃ (0) =
√

π N sin(φ0) e−N2/4 . (3.10)

Note that ifφ0 is zero we get back thẽf (0) = 0 that we expect when there is no carrier

phase. Taking the average of the field we see that it is also nonzero since it is proportional

to the zero mode,

f̄ ≡ 1
2πN

∫ φ0+Nπ

φ0−Nπ
dφ f (φ)≃ 1

2πN
f̃ (0) =

1
2
√

π
sin(φ0) e−N2/4. (3.11)

This is exponentially small for largeN. Interestingly the magnitude of the average field

depends on the two parametersφ0 andN. For an appropriate choice ofφ0 and with a small

value ofN (how small to be determined shortly), significant gains can be made.

In order to study the effect of altering the pulse size it is important to ensure that the

total energy of the pulse remains constant for each of the sizes considered. Since exper-
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imentally we begin with a finite amount of energy, which is formed into different pulse

shapes [53], the energy should be fixed in order to compare thepulses of varying width.

For the plane wave test case studied in Chapter 2, our electromagnetic fields may be writ-

ten as

E = B =−E0 P(φ)sin(φ) (3.12)

whereP(φ) = exp
{
−(φ −φ0)

2/N2
}

andφ = k · x= ωt −k · x. We considered the case

where the amplitudeE0 = |E0| was fixed. Simply changingN (which controls the width

of the pulse) alters the total energy; asN is reduced so is the energy.E0 must therefore be

defined by a function ofN such that the total energy is kept constant, i.e. independent of

N.

The energy density,w, is given by the equation

w=
1
2
(E2+B2) = E2 = E2

0 P2(φ) sin2(φ). (3.13)

The total energy, W, is therefore given by

W =

∫
d3x w= A

∫
dz E2

0 P2(kz−ωt) sin2(kz−ωt), (3.14)

where we let
∫
(dxdy) = A. We require the transverse energy density to be a finite con-

stant,
W
A

= const≡ σ0 = E2
0(N)g(N), (3.15)

whereg(N)=
∫

dz P2(kz−ωt) sin2(kz−ωt). Hence the expressionE0(N)=
√

σ0/g(N)

must be used to ensure constant energy. In factg(N) may be worked out analytically to

give

g(N) =
1
2k

√
π
2

N
(

1−cos(2φ0) e−N2/2
)

; k= ω/c. (3.16)

We can now change the amplitudeE0 with N such thatσ0 = const. Note that for largeN,

E0 is proportional toN−1/2.
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Table 3.1:Values of the maximumγ f (the peak value occurs atN = 0.48 unless otherwise stated).
Results are shown for varyinga0 without RR and (for two choices of the dimensionless
energy variableν0) with RR.

no RR ν0 = 10−3 ν0 = 10−6

a0 = 1 2.9980 2.9980 2.9980

a0 = 10 2.0080×102 2.0065×102 2.0080×102

a0 = 100 1.9981×104 1.9105×104 (at N = 0.43) 1.9980×104

a0 = 1000 1.9980×106 - 1.9829×106

3.2.2 Results

To investigate the effects of changingN, we varyE0 as a function ofN. We chooseσ0

such that the total energy is consistent with the choice in (2.45). Firstly considering the

case where RR is ignored and using a value ofa0 = 1, we obtain the results illustrated

in Figure 3.1, using the numerical method introduced in Chapter 2. The left-hand plot

shows the finalγ factor after the laser field has vanished as a function of the parameterN

(which roughly counts the number of cycles within the pulse). We use the superscript ‘f ’

to denote final values. This plot tells us a lot about the impact of the pulse size on the net

acceleration. We see evidence of subcycle acceleration, with the maximumγ f occuring

for values ofN less than 1. The peak value occurs atN = 0.48 (≈ half cycle), where we

get the most positive contributions from a laser field. AsN increases,γ f exponentially

decreases in the tail, consistent with the average field decreasing exponentially with in-

creasingN ( f̄ ∼ exp(−N2/4)). For values ofN more than around 4 theγ factor returns to

its initial value after the laser field vanishes. The right-hand plot of Figure 3.1 shows the

final values ofu1 andu3 as we varyN (e.g. whenN = 0 thenuµ = (1,0,0,0) and when

N = 0.48 thenuµ = (3.0,2.0,0,2.0)). The direction of the final velocity is confined to the

x-z plane, in fact all(u1, f ,u3, f ) lie on the curve shown in Figure 3.1 (right).

The effect of varyingN was investigated for different values of the strength parameter,

a0, and the effects of including the RR terms were studied. The results are summarised in

Tables 3.1 and 3.2. Neglecting RR we see from Table 3.1 that asa0 increases, so does

the maximum acceleration. The relationship betweena0 and the maximum value ofγ f is
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Figure 3.1: Left: final γ factor, Right: final velocity in thex-z plane, for varyingN. A strength
parametera0 = 1 and phase shiftφ0 = 50 are used.

Table 3.2:Maximum difference betweenγ f values with/without RR ofuf inal
0 . The value ofN

indicates where this maximum occurs. Results shown for the two choices ofν0 shown
in Table 3.1.

ν0 = 10−3 N ν0 = 10−6 N

a0 = 100 3411.418 1.21 4.503471 1.27

a0 = 1000 - - 43596.16 1.24

described by

γ f
max= 1+

1
2

a2
0 I2

1,max , I1,max= I1(Nmax) , (3.17)

whereI1 is defined by

I1(N) =

∫ sf

0
dϕ f (ϕ,N) , (3.18)

andNmax is the value ofN that gives maximum net energy gain. This is consistent with our

analytic solution (2.59). The maximumγ f also increases for increasinga0 when damping

is included, but at a slightly slower rate. The peak value ofγ f occurs atN = 0.48 for

the majority of the parameters considered, however we see a slight shift to N = 0.43

for a0 = 100, whenν0 = 10−3. We note from the tables that the differences between
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values obtained with and without RR are relatively small, but that where a difference does

occur we find thatγ f is smaller when we account for RR. From Table 3.2 we note that

the maximum difference between with and without RR does not occur at the peak. As

observed in Chapter 2 we find that the impact of RR on the acceleration increases with

increasinga0.

The numerical results above are consistent with the analytic solutions. We have shown

how using a short pulse one may accelerate a charge. For largevalues ofa0 the final

velocities can reach huge values, although whenN is more than around 4 or 5,γ f is

approximately equal to 1, regardless of the intensity of thefield. For large values ofN the

positive and negative forces on the particle cancel each other out leaving zero acceleration

overall, assuming a symmetric envelope. When a complete cycle is not contained within

the pulse the acceleration and deceleration effects do not cancel and we are left with an

overall acceleration - ‘subcycle acceleration’ [47]. In the case whereN is approximately

half of a cycle, the field is unidirectional or ‘unipolar’ [46] and there is no deceleration

effect at all. For a perfectly symmetrical model the maximumfinal velocity should occur

whenN ≡ 0.5, the slight deviation found for the test case is likely due to the Gaussian

envelope used. It appears that by using a half cylcle we can potentially accelerate charged

particles to extremely high velocities, however we recall that there are potential experi-

mental issues with producing such laser pulses [50]. In addition we note that we have

used a pulsed plane wave to model our laser, ignoring any transverse effects such as the

pondermotive forces trying to expel the charges in the transverse direction [59]. Clearly

this will have some impact on our estimates of the net acceleration possible.

3.3 Sequence of Pulses

We have seen that by using a small pulse width we are able to generate acceleration.

Now if we were to subject the particle to a series of these short pulses, each pulse would

accelerate the particle a bit more each time. By using a series ofn pulses, one can amplify

the acceleration of a particle in the laser field. This concept of staging is demonstrated

below. To simulate multiple laser pulses, we add a series ofn phase shifted functions
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together,

f (φ) =−sin(φ)
n

∑
i=1

exp

{
−(φ − (2n−1)φ0)

2

N2

}
. (3.19)

To demonstrate the potential gains of this staging process,we choose a value ofN = 4

and use a series of three pulses. We saw in Figure 3.1 that for such a choice ofN, with

a single pulse we achieve only minimal acceleration, in factwe obtainγ f = 1.01. The

left panel of Figure 3.2 shows a plot off (φ) for N = 4 andn = 3, and the right panel

shows the corresponding values of theγ factor. An increase in net energy is seen after

each pulse duration leaving the final result,γ f = 1.03. This is an overall improvement of

three times as much energy gain than using a single pulse, which is to be expected since

we have three pulses.

Figure 3.2: Left:Laser pulse functionf (φ) from (3.19),Right: correspondingγ factoru0(s), for
a choice ofN = 4, n= 3 andφ0 = 50.

This same idea may be used even without short pulses. When we include RR terms

we actually see a small amount of acceleration. We take for example the optical laser

with parametersa0 = 3×103 andν0 = 10−6 used in Section 2.4. For a choice ofN =

10 we obtainγ f = 1.042, which was unobservable in Figure 2.8. This smallγ f may

be magnified as above by usingn successive pulses. We note however that our shape

function (3.19) chooses the centre of each of then pulses automatically without regard to

an optimal choice ofφ0. In the previous section we saw howφ0 is an influential parameter

in determining the size of the average field. We now consider an optimum choice of the
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pulse centre for each successive pulse to get maximum acceleration. Figure 3.3 shows the

value ofγ f after one pulse, for varyingφ0(1) (whereφ0(1) is the centre of the first pulse) for

an optical laser. The choice of carrier phase clearly has an impact onγ f , which oscillates

steadily within a fixed range. We choose our initialφ0(1) such thatγ f is a maximum; for

140 145 150 155 160

1.
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03
4

1.
03

8
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04
2

φ0(1)

γf

Figure 3.3:Value ofγ f for varyingφ0(1). Results are shown fora0 = 3×103 andν0 = 10−6, using
(3.19) withn= 1.

our first pulseφ0(1) = 155.5. Let φ0(2) andφ0(3) be the centre of our second and third

pulses respectively. The left hand panel of Figure 3.4 showsthe value ofγ f expected

given a range ofφ0(2) values for our second pulse. After choosing an appropriate peak,

φ0(2) = 124, a fair distance from the centre of the first pulse, the process is repeated to

find an optimumφ0(3). The right hand panel of Figure 3.4 is a plot ofγ f against varying

choices ofφ0(3), given our choices ofφ0(1) and φ0(2); we chooseφ0(3) = 92.5 for this

third pulse. Using a series of three pulses with the chosen pulse centres we get a value

of γ f = 1.275 for our optical laser, achieving more than six times the gain when only one

pulse was used. This idea can easily be extended to a longer chain of pulses.

Clearly this is an effective way to magnify our energy gains once an optimum pulse shape

has been established, and this idea can be readily applied tothe pulse shapes explored

in the remaining sections of this chapter. Of course there isno reason why then pulses

must all be the same shape; there is potential for increased acceleration by using pulses
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Figure 3.4: Left: Value of finalγ factor for varyingφ0(2), given φ0(1) = 155.5; Right: Value of
final γ factor for varyingφ0(3), givenφ0(1) = 155.5 andφ0(2) = 124.

of varying shape in series too.

3.4 Pulse Shaping

In the previous sections it has been demonstrated how by using a small pulse width, a

particle that is initially at rest can be accelerated to extremely high velocities. We shall

now see whether this can be achieved by changing the shape of the pulse (whilst keeping

N constant) even whenN is reasonably large. Again, for acceleration we will require a

pulse shapef (φ), such that there exists a nonzero Fourier zero mode off , therefore a

carrier phaseφ0 is again used below. A shape functionS(φ) is introduced. We shall use

f (φ) = S(φ)cos(φ), (3.20)

where

S(φ) = S(an,bn;φ) = e−
(φ−φ0)

2

N2
N

∑
n=0

{
ancos

(
n(φ −φ0)

N

)
+bnsin

(
n(φ −φ0)

N

)}
,

(3.21)

is the shape function. This Fourier expansion is chosen so that any shape can be made by

changingan andbn. We wish to find optimum values ofan andbn for maximum finalγ
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factor: max(γ f ) = γ f (aOPT
n ,bOPT

n ).

Let us consider the terms in our shape function. Introducingvalues for thebn terms

has no effect on the overall acceleration since their positive and negative values cancel

upon integration. Similarly thea0 term does not contribute to the net acceleration. For

maximumγ f we require thatf (φ) returns a positive value for as many values ofφ as

possible. Now we may form a function that only takes on positive values with a cos2 term.

For example Figure 3.5 shows the pulse shape and corresponding γ factor for f (φ) =

exp(−(φ − φ0)
2/N2)cos2(φ). We see that the charge is continuously accelerated and

never decelerates hence huge gains can be made. In contrast to what we have seen earlier,

Figure 3.5: Left:Laser pulse profilef (φ) for the cos2 pulse,Right: correspondingγ factoru0(s).

by increasingN for this pulse shape, we get more acceleration. Taking this behaviour into

account we see that if in our shape functionS(φ), we chooseaN to be large thenγ f will

be large. It is however unrealistic to use the cos2 pulse, since this is equivalent to having

only a magnetic field, but it does give us an upper limit for potential acceleration.

Given the behaviour of the terms in our shape function (3.21), we make some minor

modifications. We firstly limit our sum to stop atn= N/2 to avoid choosing an unrealistic

pulse shape. To make life simpler we also remove the non-contributing a0 andbn terms,

reducing our shape function to

S(φ) = S(an,0;φ) = exp

(
−(φ −φ0)

2

N2

)N/2

∑
n=1

ancos

(
n(φ −φ0)

N

)
. (3.22)
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Ideally to find the maximumγ f one would test every possible combination ofa1 = 0...K,

a2 = 0...K, ..., aN/2 = 0...K, but even if only 10 possible values for eachan were used (in

reality there would be an infinite number) andN = 10 was used (ideally we would like to

consider larger values ofN), there would already be 1050 possible combinations! Instead

we conduct a search using simulated annealing (the general method described in [60]).

We search random combinations ofan coefficients and try and improve on ourγ f result

until a maximum has been found. This approach is chosen over alternative maximisation

schemes as it has the advantage of searching globally for possible maxima instead of

settling at local minima. Starting with the initial valuesan, we add a random numberδ ,

sampled from the Gaussian distribution, to each of thean coefficients, givingaNEW
n =

an+ δn. The initial an coefficients are used to calculateγ and theaNEW
n coefficients are

substituted into our shape function to calculateγNEW (both of these being evaluated atsf ).

We accept the change in the coefficients with probabilityp= min(1,exp(β (γNEW− γ))).

If γNEW is bigger thanγ then we automatically accept the change since exp(β (γNEW−

γ)) > 1. If howeverγNEW is smaller thanγ we accept the change only ifp > R where

R is random number sampled from the uniform distributionU(0,1). The method accepts

these decreases inγ so as not get trapped at a local maximum. If a change is accepted

thenan becomesaNEW
n and the process is repeated. The probability of accepting a worse

solution decreases with time and this is controlled by reducing β after a predetermined

number of steps. Depending on the number of accepted changes, we may also choose to

change the size ofδ , which controls the size of the search area.

After running our search forN = 10 our method returned thean coefficients shown in

Table 3.3. Using these coefficients results in the laser pulse profile shown in Figure

3.6. For the parametersa0 = 3×103 andν0 = 10−6 this pulse shape generates a value of

γ f = 2.63×103, considerable energy gain compared to our value ofγ f = 1.042 obtained

using our original pulse profile (2.45). We notice that then=3 term is larger than the other

terms, in fact when we altered ourN we found consistently that then≈ N/4 coefficient

was larger than the others. This suggest that there is a particular type of pulse shape that

is more effective than others at producing acceleration. Looking back at Figure 3.6 we
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Table 3.3:Optimum coefficients forN = 10

n an

1 0.190

2 0.316

3 0.991

4 0.373

5 -0.168

Figure 3.6:Laser pulse profilef (φ) using (3.22) and optimum coefficients forN = 10.

notice the beat like structure, observed when waves of slightly different frequencies are

superimposed [61]. This observation leads us nicely to the final section of this chapter,

where we create a pulse shape from two terms of differing frequencies.

3.5 Two-Colour Laser

Our search for an optimum pulse shape revealed that using a structure similar to a beat

wave we can get acceleration. Two co-propagating laser beams are an experimentally

feasible option [62] that we shall use to recreate the effectof our optimum pulse results.

When two waves with slightly different frequencies are co-propagated they produce a

beat structure. This breaks the symmetry of the individual waves and also allows for an

overall field amplitude up to twice as large as that of the individual waves, assuming they

are of the same amplitude. This feature is exploited in the design of vacuum beat wave
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Table 3.4:Final γ factor values for two-colour lasers with and without RR for field stengtha0 =
3000.

r ν0 = 10−6 no RR

2 1.34 1.00

4 8.65×103 2.07×103

8 3.04×108 2.47×108

16 3.11×109 2.59×109

acceleration; examples are given in [63] and [64] where frequency differencesω2=1.1ω1

andω2 = 2 ω1 are used respectively. Our results suggest that even higherenergy gains

can be achieved by changing this frequency difference.

To simulate a two-colour laser we use the following functionfor our pulse shape,

f (φ) = exp

(
−(φ −φ0)

2

N2

) (
cos(φ)+cos

(
φ
r

))
, (3.23)

where here we use the constantr as a measure of the ratio between the two frequencies.

As in the previous section we use the carrier phaseφ0 to ensure a nonzero Fourier zero

mode of f . Experimenting with different values ofr we obtain the results in Table 3.4.

We note thatγ f increases as we go down the table. We also note that there is a huge

difference between our results with and without RR. The electron gains a net acceleration

much larger than we would expect if we neglect the RR terms. The pulse profiles for

these two-colour lasers can be seen in Figures 3.7 to 3.10. For each of the pulse profiles

considered we see that overall the sum of the two waves accelerate the particle more than

they decelerate it giving a net acceleration. For the frequency differenceω1 = 16 ω2, we

see that the pulse profile approaches the cos2 result shown in Figure 3.5. The electron

ends up with close to the peak energy. Using the frequenciesω2 = 1.1 ω1 for comparison

we obtainγ f = 1.09 with RR accounted for, smaller than the results in Table 3.4. This

method looks extremely promising for laser vacuum acceleration, it also highlights the

significant impact of RR on particle motion.

The overarching theme in this chapter has been the search fora pulse shape with a nonzero
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Figure 3.7:Laser pulse profile (3.23) usingr = 2, φ0 = 100 andN = 20.

Figure 3.8:Laser pulse profile (3.23) usingr = 4, φ0 = 100 andN = 20.

Figure 3.9:Laser pulse profile (3.23) usingr = 8, φ0 = 100 andN = 20.

average field. We have seen that the two important parametersthat enable a unipolar pulse

areφ0 andN. Choosing these wisely allows us to generate a net acceleration without the

need to separate the electron from the pulse. The use of a staging process was explored,
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Figure 3.10: Left:Laser pulse profile (3.23) usingr = 16, φ0 = 100 andN = 20. Right: Corre-
spondingγ factoru0(s) when RR is accounted for.

which allowed our accelerated particle to gain more energy with the addition of each

pulse. It was shown that two ways of achieving a unidirectional pulse were:

• makingN so small that the pulse does not complete a full cycle; half a cycle or less

allows us to get only positive contributions,

• using a cos2 pulse, a function of only positive values.

Alternatives to these two suggestions were studied in orderto obtain experimentally fea-

sible options. A search for the optimum pulse shape was conducted, which highlighted

a beat like structure as a useful tool in gaining net acceleration. The idea of using beat

waves was the basis of recreating an optimum pulse shape using two laser beams simul-

taneously. The interaction of the two different frequency pulsesω2 = ω1/r resulted in

highly significant energy gains for a particle initially at rest.

We note that the two individual waves that make up the two-colour laser are both unipolar

and therefore the success of this method relies on the ability to produce unipolar pulses

experimentally. It is still unclear as to whether a suitablepulse could be produced and

there is certainly much debate around the possibility of vacuum laser acceleration. In [65]

it is shown using energy conservation and Fourier analysis that a bounded source cannot

create a unipolar pulse. However there are experimental results that show that by using a
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unipolar-like pulse a free electron may extract energy fromthe electromagnetic field [42].

These unipolar-like pulses consist of a sharp tail of one polarity and a long tail of the

opposite polarity. The dynamics of such a system is generally dictated by the sharp tail.

Experimental results reported in [66] suggest that huge gains may be made in vacuum and

despite some uncertainty over the interpretation of these results [67], they show promise in

the area of vacuum laser acceleration. In fact notwithstanding concerns about producing

unipolar pulses there is still on-going experimental interest in this area [10].

This chapter has focussed on the acceleration of a charged particle in electromagnetic

fields. As we saw in Chapter 2, accelerating charges radiate,but we have not spent much

time looking athow these charges radiate. This will be investigated in the following

Chapter. It has also been observed in Chapters 2 and 3, that RRcan significantly impact

on the motion of a particle. Chapter 4 will consider how this impact may be detected

experimentally.
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Chapter 4

Radiation

We have established that our accelerated particles radiateand that this radiation can have

significant impact on the motion of a particle. For relativistic laser matter interactions

the scattered radiation is not just of the same frequency as the laser frequency. Instead

we observe harmonics in the radiation [68], with each harmonic having its own angular

distribution [12]. The spectrum of frequencies observed will depend on the intensity of

the laser [69]. In this chapter we shall study the emitted radiation for a particle in crossed

fields. We shall also attempt to identify how the spectrum of radiation may be used to

observe RR effects for a pulsed plane wave. The effect of RR onnonlinear Thomson

scattering was explored in [23] for an electron with an initial γ factorγ0 = 300. Following

on from our example in Chapter 2 we shall explore the effect ofRR for an electron that is

initially at rest.

4.1 Calculating the Spectrum of Radiation

In Chapter 2 we calculated the trajectoryxµ of a particle in an electromagnetic field, and

its four-velocityuµ . We may use these to calculate the current and thus the particle ra-

diation. To calculate the radiation spectrum we begin with the radiation four-momentum

Pµ
rad. Using the formula (2.28) for the energy radiated,Prad

µ = Pµ(Aout)−Pµ(Ain), it fol-

lows [29] by the use of advanced and retarded Green’s functions that the four-momentum
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of the radiated field may be written as

Prad
µ =−1

2

∫
d4k′

(2π)3 sgn(k′0)δ (k′2)k′µ j(k′) · j∗(k′) , (4.1)

where jµ(k′) is the Fourier transform of the current,

jµ(k′) = e
∫

dτuµ(τ)e−ik′·x(τ) , (4.2)

andk′ = ω ′(1,n′). The scattered frequencyω ′ and the scattering directionn′ have been

introduced. We are interested in the zero component of (4.1), the radiated energy. We

therefore follow [70], and integrate (4.1) overk′0. The energyP0
rad can thus be written

P0
rad =− 1

16π3

∫
dω ′ dΩ (ω ′)2 j(k′) · j∗(k′)

=
∫

dω ′ dΩ ω ′ ρ(ω ′,n′) ,
(4.3)

where we have introduced the spectral densityρ , which describes the number of photons

radiated per unit frequency per unit solid angle,

ρ(ω ′,n′) =
d2Nγ

dω ′dΩ
=− ω ′

16π3 j(k′) · j∗(k′) . (4.4)

The radiation over all angles is found by integration of the spectral density overdΩ =

sinθdθdφ
dNγ

dω ′ =
∫

dΩ ρ(ω ′,n′) =
∫ 2π

0
dφ
∫ π

0
dθ sinθρ(ω ′,n′) , (4.5)

and the total radiation emitted is obtained by integrating again overω ′

Nγ =
∫

dω ′ dΩ ρ(ω ′,n′) . (4.6)

The results calculated in the remaining sections will use the rescaled frequencye2ω ′/c ω →

ω ′, whereω is the laser frequency, soω ′ will be measured in units ofe2/c. We will now

study the properties of this radiation.
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4.2 Analytic Investigation: Radiation for Crossed Fields

We may obtain analytic solutions for our spectrum of radiation if we consider the case

of constant fields. This has been studied extensively for synchrotron radiation [71, 72]

(motion on a circle [73]) and is referred to in many classicalelectrodynamics text books

for example [22,30]. We choose to investigate the scatteredradiation for motion in crossed

fields, the long wavelength limit of our pulsed plane wave introduced in Chapter 2.

4.2.1 Method

The spectral density for crossed fields can be calculated by making use of Airy functions.

This is possible since the trajectory of the particle in crossed fields is a cubic function. To

calculate the spectral density, as defined by (4.4), we must first evaluatejµ(k′) given by

(4.2). It is useful to work with lightcone coordinates sinceit simplifies the calculation of

the spectrum considerably [74]. We use the notation

a− ≡ a0−a3 ; a+ ≡ a0+a3 ; a⊥ ≡ (a1,a2) , (4.7)

for an arbitrary four-vectora. Using this lightcone formalism allows us to equivalently

write (4.2) as

jµ(k′) =
e

u−0

∫
dx−uµ(x−)e−ik′·X(x−), (4.8)

sincedτ = dx−/u−0 . Note that we now use the notationX to define the trajectory of the

particle for clarity as it is a function ofx−. We find that for thej−(k′) component the

expression reduces to

j−(k′) =
e

u−0

∫
dx−u−(x−)e−ik′·X(x−) = e

∫
dx−e−ik′·X(x−), (4.9)

sinceu− is conserved. This is essentially the integral of the exponential exp{−ik ·X(x−)}.

Ignoring the prime for convenience, we need to work outk ·X(x−).

For our choice of crossed fields we note thatE and B are perpendicular and of equal

strength,F. Neglecting radiation effects and using the solution of theLorentz equation
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given in (2.57) we have in terms of lightcone components

uµ = uµ
0 −Fx−εµ +

F2(x−)2

2u−0
nµ . (4.10)

Assumingx−0 = 0, we obtain the following expression forxµ :

xµ =
1

u−0

{
uµ

0 x−− 1
2

F(x−)2εµ +
F2(x−)3

6u−0
nµ
}
. (4.11)

With the following choice of polarisation vectors,εµ , and propagation vectors,n, n̄,

εµ = (0,1,0,0) ; ε2 =−1 ;

nµ = (1,0,0,1) ; n2 = 0 ;

n̄µ = (1,0,0,−1) ; n̄2 = 0 ;

ε± = 0 ; εεε⊥ = êx ; n+ = 2 ; n− = 0= n⊥ ; n̄+ = 0 ,

(4.12)

we can write out the simplified equations for the components of the four-velocity of the

particle,

u− = u−0 ; u+ = u+0 +
F2(x−)2

u−0
; u⊥ =−Fx−êx . (4.13)

Specialising to the case of a head-on collision, where the laser moves in thez direction

and the particle in the−z direction, we have the initial conditionsu−0 = γ0(1+β0) and

u+0 = γ0(1−β0). To simplify our equations somewhat, we introduce the rapidity ζ so that

e±ζ ≡ γ0(1±β0). Hence the components of the trajectory are

x− = x− ; x+ = e−2ζ x−
(

1+
1
3

F2(x−)2
)

; x⊥ =−1
2

e−ζ F(x−)2êx . (4.14)

We can now calculatek ·X(x−),

k ·X(x−) =
k+x−

2
+

k−e−2ζ x−
(
1+ 1

3F2(x−)2
)

2
+

kxe−ζ F(x−)2

2
. (4.15)

Let the exponent−ik ·X(x−) =−i f (x−) then after grouping the various powers ofx−, we
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may write

2 f (x−) =
1
3

k−e−2ζ F2

{
(x−)3+

3kx

k−e−ζ F
(x−)2+3

k++k−e−2ζ

k−e−2ζ F2
x−
}
. (4.16)

In order to make use of Airy functions we need to get rid of the quadratic term so we let

x− ≡ y−−kx/k−e−ζ F, giving the transformed function of (4.16),̄f , in terms ofy−

f̄ (y−) =
1
6

k−e−2ζ F2

{(
y−− kx

k−e−ζ F

)3

+
3kx

k−e−ζ F

(
y−− kx

k−e−ζ F

)2

+3
k++k−e−2ζ

k−e−2ζ F2

(
y−− kx

k−e−ζ F

)}
.

(4.17)

After careful manipulation this may be simplified to

f̄ (y−) =
1
3

ξ 3+µξ −λ , (4.18)

where we have used the following definitions forξ , µ andλ :

ξ = (k−e−2ζ F2/2)1/3y− , µ =

(
k−e−2ζ

2F

)2/3

, λ =
1
6

kx

(k−)2e−ζ F
(k2

x+3(k−)2e−2ζ ) .

(4.19)

We may write the current in terms of this transformed function

j−(k) = e
∫

dy−e−i f̄ (y−) = e
∫

dy−exp

{
−i

(
1
3

ξ 3+µξ
)}

exp{iλ}. (4.20)

Let κ = (k−e−2ζ F2/2)1/3 thenξ = κy− anddξ/κ = dy−, hence

j−(k) =
e
κ

eiλ
∫

dξ exp

{
−i

(
1
3

ξ 3+µξ
)}

=
2e
√

π
κ

Ai(µ)eiλ ∼ K1/3 ,

(4.21)

where the standard identity for the Airy function Ai (see e.g. [75]) has been used. The

modified Bessel functionsK1/3 andK2/3 are sometimes preferred to the use of these Airy

functions (see e.g. [30]), where they are directly proportional to Ai and Ai′ respectively.
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Using what we know aboutj−(k) we can now calculatejx(k) too. We have

jx(k) =
e

u−0

∫
dx−ux(x

−)e−i f (x−). (4.22)

Now after substituting our expression forux(x−) in (4.22) we may rewritejx(k) in terms

of y−

jx(k) =−eF

eζ

∫
dy−y−e−i f̄ (y−)+

ekx
k−

2
√

π
κ

eiλ Ai(µ). (4.23)

Consider the first term on the RHS of this equation,

− eF

eζ

∫
dy−y−e−i f̄ (y−) =−eF

eζ
eiλ

κ2

∫
dξ ξ exp

{
−i

(
1
3

ξ 3+µξ
)}

. (4.24)

Note the similarity between (4.21) and (4.24), the only difference between the integrands

being the additionalξ term in (4.24). Partially differentiating the integral in (4.21) with

respect toµ we see that

∂
∂ µ

∫
dξ exp

{
−i

(
1
3

ξ 3+µξ
)}

=
∫

dξ (−iξ )exp

{
−i

(
1
3

ξ 3+µξ
)}

. (4.25)

It follows therefore that

∫
dξ ξ exp

{
−i

(
1
3

ξ 3+µξ
)}

= 2
√

π i Ai ′(µ) , (4.26)

where the prime denotes partial differentiation with respect to µ. We hence find the

following expression forjx(k),

jx(k) =
2eexp(iλ )

√
π

κ

{
kx

k−
Ai(µ)− iF

eζ κ
Ai ′(µ)

}
∼ K2/3 . (4.27)

Now we have expressions for bothj−(k) and jx(k) we have enough information to cal-

culate the spectral density. We need to calculate the scalarproduct j · j∗, which using

light-cone coordinates can be written

j · j∗ =
j+ j−∗

2
+

j− j+∗

2
− j⊥ · j∗⊥ . (4.28)
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However we can make life simpler by eliminatingj+ using the continuity equation in

k-space,k · j = 0,

j+ =
2k⊥ · j⊥−k+ j−

k−
. (4.29)

We obtain

j · j∗ = 2
k⊥
k−

·ℜ[j⊥ j−∗]− k+

k−
| j−|2−|j⊥|2 . (4.30)

Noting that jy = 0 for our choice ofεεε⊥ = (1,0), we have the following expression for the

spectral density,

ρ(ω ′,n′) =
(
− ω ′

16π3

)(
2

kx

k−
·ℜ[ jx j−∗]− k+

k−
| j−|2−| jx|2

)
. (4.31)

Figure 4.1:Geometry of the scattered radiation.

Our choice of scattering angles is illustrated in Figure 4.1, showing

kx = ω ′ sin(θ)cos(φ)

k− = ω ′(1−cos(θ))

k+ = ω ′(1+cos(θ)) .

(4.32)

We can see that settingθ = π simplifies things somewhat. This means thatk+ = kx = 0
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andk− = 2ω ′, hence

ρ(ω ′,θ = π) =
ω ′

16π3 | jx|
2 , (4.33)

whereρ is now independent ofj−. This is the spectral density in the opposite direction

of the laser (back scattering). If we choose to look in the direction of the laser (forward

scattering),θ = 0, thenk+ = 2ω ′ andkx = k− = 0; we find thatρ tends to infinity due

to division by zero. This observation is consistent with [46] where they saw ‘soft and

collinear’ divergence (usually associated with massless particles) whenk′µ ∝ kµ . The

reason for such divergence in these crossed fields is due to the infinite constant electric

field, which will accelerate the incoming particle to the speed of light, hence its final state

being effectively ‘massless’ [46]. We note however that forthe purpose of experiment one

would not be looking at this region since any detector placedin front of the laser would

be destroyed anyway.

4.2.2 Results

We begin by looking at the distribution of radiation over a range of frequencies, holding

our angle fixed. Figure 4.2 shows the spectral density for various initial γ factors,γ0. We

see that asγ0 increases the amount of radiation increases. The peak emitted frequency is

also Doppler shifted to higher frequencies asγ0 is increased. This shift is expected when

the electron moves towards the laser and is an important source of X-rays and gamma

rays [76]. For all three choices ofγ0 we see the same general type of behaviour for

varyingω ′, the familiar curve as seen for synchrotron radiation [30].

Next we choose a fixed frequency and angleφ and study the spectrum for varying angle

θ . Results are shown in Figure 4.3 (left) and suggest that mostof the photons are radiated

in the direction of the laser (note that the horizontal axis starts atπ/8 due to the infinity

at zero). We repeat our calculation for fixed frequency and angle θ and this time varyφ .

Figure 4.3 (right) shows the symmetrical distribution of photon scattering in the transverse

directions. The plot is vertically stretched for increasing γ0, showing more spread for

higherγ factors. Maxima and minima however, occur in the same place (in they-z plane)

for eachγ0 considered. We may integrate over allφ to see the effect of varyingθ . Figure
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Figure 4.2: Spectral density,ρ , for varyingω ′ and fixed anglesθ = π/8 andφ = π/2. The solid
black line represents results forγ0 = 15, the dashed red line forγ0 = 10, and the dotted
blue line forγ0 = 5.

Figure 4.3: Left: Spectral density,ρ , for varying θ and fixedω ′ = 200 andφ = π/2. Right:
Spectral density for varyingφ and fixedω ′ = 200 andθ = π/8 (colours and line types
as in Figure 4.2).

4.4 shows the integrated spectral density for a fixed frequency. This plot differs from

Figure 4.3 (left) only by the fact that we have a larger numberof radiated photons since

we have summed over allφ .

In order to establish howρ changes as we change frequency and angle together, we pro-

duce the surface plots shown in Figures 4.5 and 4.6 . In Figure4.5 we hold the angleθ

fixed and consider the spectral density as a function ofω ′ andφ . We see that the shape
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Figure 4.4: Spectrum of radiation (over allφ ), for varyingθ and fixedω ′ = 200 (colours and line
types as in Figure 4.2).

Figure 4.5: Spectral density,ρ , for varyingω ′ andφ (θ = π/2).

of the distribution of radiated photons for vayingφ is unchanged for changing frequency.

Similarly in Figure 4.6, where we fixφ and varyω ′ andθ , we see as before that asθ

tends to zero we get larger values, but the radiation has the same shaped distribution for

all θ asω ′ varies. If we choose to look at a fixed scattering frequency, we may investigate
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Figure 4.6: Spectral density,ρ , for varyingω ′ andθ (φ = π/2).

howρ changes as we vary the two angles together. This is shown in Figure 4.7. Again we

Figure 4.7: Spectral density,ρ , for varyingθ andφ (ω ′ = 1000).

see that varying the angleθ does not impact on the shape of the distribution of radiation
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overφ .

Since we are looking at the distribution of photons radiatedover the anglesθ andφ it

is useful to look at our results in polar plots. The left hand panel of Figure 4.8 shows

the distribution of radiation overθ for fixed ω ′ andφ . Again we see how the spectral

Figure 4.8: Left: Polar plot of the spectral density,ρ for varying θ and fixedω ′ = 0.1 andφ =
π/2. Right: Polar plot of the spectral density,ρ for varying φ (fixed ω ′ = 100). The
solid black line represents results forθ = π/5, the dashed red line forθ = π/4, and
the dotted blue line forθ = π/3.

density increases asθ decreases. Looking at the radiation overφ for a fixed frequency we

produce the plot shown in Figure 4.8 (right). Here we see the radiation for three choices

of θ : θ = π/5,π/4,π/3. Most photons are radiated whereφ is close toπ/2 or 3π/2 and

the least photons are radiated whereφ is close to zero orπ . We get the same structure

for each of the choices ofθ , but as before we see that the magnitude ofρ is larger for a

smaller choice of angleθ .

This analytic approach has allowed us to explore in quite some detail the spectrum of

radiation for a charged particle in constant crossed fields.However if we are to learn

more about the spectrum for our model of a laser pulse, we mustresort to numerics to

evaluate our integrals.

70



4.3 Numerical Investigation

Using the Gauss-Legendre method (see e.g. [75]) to numerically integrate the nested in-

tegrals contained in (4.4) it is possible to evaluate the spectrum for time dependent fields

such as a pulsed plane wave, considered in the previous chapters. Radiative reaction can

also be accounted for with the same method.

4.3.1 Current Conservation

When calculatingjµ(k′) as defined by (4.2), the choice of limits of integration have to be

carefully chosen to comply with current conservation. The integrand should be integrated

over all time, however if we select cut-off points (which we need to do for the numerical

approximation) we need to ensure that current is conserved at the start and end points. If

the limits are not chosen appropriately then we define a situation where a particle comes

into existence at a certain point in time with a particular current and vanishes again with

another current. We require

exp(−ik′ ·x(τU)) = exp(−ik′ ·x(τL))

⇒ k′ ·x(τU) = k′ ·x(τL)+2nπ ,

(4.34)

whereτL andτU are the lower and upper limits forτ. If we let τL = 0 thenk′ · x(τL) = 0

and so we must ensure thatk′ · x(τU) = 2nπ . Using the bisection method (see e.g. [60]),

τU is varied until it satisfiesk′ · x(τU) = 2nπ . The continuity equation,k′ · j(k′) = 0, can

be employed to eliminatej0 [70] in (4.4) to give

ρ(ω ′,n′) =
ω ′

16π3 |n
′× j(k′)|2 ≥ 0 . (4.35)

This alternative expression imposes current conservationon our results and also requires

less computational effort to calculate sincej0 no longer needs evaluating. In fact by using

(4.35) the bisection method is not required and for this reason this simplified definition

for spectral density will be used for the numerical calculations. The limits are restricted

to the duration of the pulse since there is no acceleration outside of this range and hence
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no radiation. An alternative way of dealing with the issue ofthe limits of integration and

current conservation is outlined in [46] where values in therange[−∞,τL] and [τU ,∞]

cancel, leavingjµ(k′) as an integral over the pulse duration only.

4.3.2 Crossed Fields

Having evaluated the spectral density for crossed fields analytically, ideally we would

wish to compare our analytic solutions to results obtained numerically as we did with our

solutions of the LL equation. However, the infinite extent ofthe constant crossed fields

presents problems for our numerical calculations - we need limits for our integrals.

A finite analytical solution to the unbounded integrals was possible because the crossed

fields effectively decelerated the particle from the speed of light in the infinite past, and

then re-accelerated it in the infinite future [46]. This leads to cancellations that do not

occur for our numerical approach.

The infinite limits however are somewhat unphysical. We instead choose to use our nu-

merical method to model crossed fields of finite durationT, starting from time= 0. The

results for a choice of increasingT are shown in Figure 4.9. AsT is increased, the amount

of radiation increases. The spectral density is therefore scaled down by themax(ρ) in the

figure. We see an increased spread of the frequencies and a shift of the peak towards

higher frequencies as the duration decreases.

4.3.3 Pulsed Plane Wave

We use our numerical approach to calculate the spectrum of radiation for the linearly

polarised pulse with field strengthFµν(φ) = a0 f (φ) f µν , where

f =−exp

{
−(φ −φ0)

2

N2

}
sin(φ) , (4.36)

i.e. the pulse studied in Section 2.2. The anglesθ andφ are defined by Figure 4.1 as with

the analytic investigation. To get an idea of the basic properties of the spectrum for our

laser pulse we begin by neglecting RR and use the strength parametera0 = 1. Throughout

this section we will assume that the particle is initially atrest. We start by looking at the
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Figure 4.9:Rescaled spectral density as a function of scattered frequency (γ0 = 5, θ = π/8, φ =
π/2).

distribution of radiation over the frequencies, for fixed emission angles. In Figure 4.10

we set the angles to zero and observe a clear peak in the spectral density atω ′ = 1. ρ

disappears outside of the range roughly 0.5< ω ′ < 1.5. This single peak for the forward

direction of the laser suggests that radiation scattered inthis direction is emitted with the

laser frequency, consistent with the results in [11].

We look at the spectral density as a function ofθ in Figure 4.11 (left) andφ in Figure 4.11

(right). We find as expected, and as we saw in the analytic crossed field example, thatρ

is highest as we get closer to the forward direction (θ = 0). However we see in this case

that the number of photons radiated tends to be relatively large in the backward direction

too. In Figure 4.11 (right) we see that a maximum occurs whenφ = π/2, a feature that

we observed when looking at the spectrum for crossed fields also.

By looking at surface plots of the spectral density we can geta clearer picture of how the

spectrum changes as we vary its parameters simultaneously.We see in Figure 4.12 how

the number of peaks for varying frequency increase asθ approachesπ . We compare our

results with Figure 2 in [77] and Figure 6 in [78], which demonstrate similar qualitative
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Figure 4.10:Spectral density,ρ , for varyingω ′ (φ = 0,θ = 0).
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Figure 4.11: Left:Spectral density,ρ , for varyingθ (φ = 0,ω ′ = 1). Right: Spectral density,ρ ,
for varyingφ (θ = π/2,ω ′ = 1).

features for their choice of linearly polarised laser pulse. In Figure 4.13 we see clearly a

symmetrical distribution of radiated photons for varyingφ for all frequencies. The basic

distribution of radiation over the angleθ remains largely unchanged by varyingφ as we

observe in Figure 4.14.

We wish to look for radiative reaction in the spectrum and so we must now look at larger

values ofa0 where RR is expected to have a significant impact. Using the values consid-
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Figure 4.12:Spectral density,ρ , for varyingω ′ andθ (φ = 0).
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Figure 4.13:Spectral density,ρ , for varyingω ′ andφ (θ = π/2).

ered previously, we look at the spectral density whena0 = 10 anda0 = 3000 both with

and without RR. Plots ofρ(ω ′,n′) against frequency are shown in Figure 4.15, where

φ = 0 andθ = 0. We see that there is little impact of RR fora0 = 10, but that the maxi-

mum difference occurs at the peak. There is a significant effect seen when we look at the

optical laser; again the maximum difference occurs at the peak where we see a significant
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Figure 4.14:Spectral density,ρ , for varyingθ andφ (ω ′ = 1).

increase in the calculated number of photons radiated. We also observe a slight redshift

of the scattered frequency with respect to the laser frequency when we account for RR as

detected in [79].

Our results appear to contradict those found in [23] where the RR effect was seen to reduce

the scattered radiation. However the results in their paperconcern a head on collision

rather than the electron initially at rest. As noted in Section 2.4, such a difference is to be

expected for these different initial conditions. We convince ourselves that the results make

sense physically by recalling our observations in Section 2.4. When RR was included

in our calculations we saw the electron accelerate more thanwhen RR was neglected.

Larmor’s formula tells us that radiation is proportional tothe acceleration squared; we

therefore expect more radiation when we include the radiative terms. For the purpose of

experiment these results will not help us to establish the RReffect on the spectrum. In

practice it would not be possible to put a detector directly in front of the laser to observe

these results since, as stated earlier, the detector would just be destroyed. We therefore

must consider alternative angles to investigate.

Choosingθ = π/4 andω ′ = 1, the spectral density fora0 = 10 has been plotted as a func-

tion of φ in Figure 4.16 (left). Interestingly for this choice ofθ we get less photons radi-
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Figure 4.15: Left:Plot of spectral density against frequency fora0 = 10, red line = with RR (ν0 =
10−3), black line = without RR.Right: Plot of spectral density against frequency for
a0 = 3000, red line = with RR (ν0 = 10−6), black line = without RR. (φ = 0 and
θ = 0)

ated when we include the radiative reaction terms than when they are ignored. Although
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Figure 4.16: Left:Plot of spectral density againstφ for a0 = 10 (usingθ = π/4, ω ′ = 1). Right:
Plot of spectral density againstθ for a0 = 10 (usingφ = 0, ω ′ = 1). Red dashed line
= with RR (ν0 = 10−3), black solid line = without RR.

no obvious effect of radiative backreaction can be observedfrom the right hand panel of

Figure 4.16 (the lines with and without RR in the plot are indistinguishable), we see that

even ata0 = 10 the plot of spectral density as a function ofθ becomes extremely oscil-

lating. We compare this observation to the results in [77] where an increased structure is
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seen asa0 is increased; this is seen even for small values ofa0 (a0 ≤ 2). [76] suggests that

for a high intensity laser we should expect strong oscillations in the spectrum. Looking

at the results in [23] it would seem that indeed for largera0 values such asa0 = 15 and

a0 = 30 the spectrum becomes extremely oscillatory. Our resultsfor a0 = 10 do not seem

to have any obvious structure, which shows signs of potentially chaotic behaviour. This

will be investigated further before we attempt to identify RR effects.

4.3.3.1 Chaotic Behaviour

If we look at the spectral density as a function ofθ in the range[0,π ] whenω ′ = 1 and

φ = 0 we see that there is an increased structure in the spectrum for larger values of

a0. Even increasinga0 from 1 to 5 allows us to see a dramatic change in the number of

oscillations. Figure 4.17 shows the transition from the smooth curve wherea0 = 1 to the

oscillating curve whena0 = 5.
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Figure 4.17: Spectral density,ρ (scaled down by a factor ofa2
0), as a function of the angleθ ,

shown fora0 = 1,2,3,4,5.

When we setθ = 0 and varyω ′, we do not get any oscillating behaviour even whena0

is increased to very large values. We just get a single peak centred aroundω ′ = 1. It can

be seen that the only change is an increase by a scale factor ofa2
0 in the spectral density;
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after scaling, the results are identical for all choices of field strength. Our observation is

consistent with the statement in [11], which says that the radiation spectrum observed for

k′ ∝ k i.e. exactly in the forward direction of the laser, has one peak atω ′ = ω, regardless

of the velocity of the electron or the laser intensity.

Upon studying the spectrum of radiation for a range ofa0 values it was seen that as the

strength of the laser increased so did the number of oscillations in the spectral density

(for θ 6= 0). Whena0 is particularly large,a0 = 100 say, the spectral density appears to

show signs of chaotic behaviour. Choosing a value ofa0 = 100 and exploring the spectral

density for fixedφ = 0 andθ = π/4, we produce the results shown in Figure 4.18. The

spectral density when RR is both ignored and accounted for isshown on the left hand

panel; both lines in the figure show chaos-like fluctuations even over the small range ofω ′

values shown. The results obtained with and without RR seem to be completely unrelated
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Figure 4.18: Left: The spectral density as a function ofω ′. The red line represents the results
with radiation terms included and the black line without. Right: The difference in
spectral density, as a function ofω ′, with and without RR (ρnoRR− ρRR). ( φ = 0,
θ = π/4 anda0 = 100).

and a plot of the difference (result without RR - result with RR), shown in the right hand

panel of Figure 4.18, seems to support this view. There is no obvious relationship between

the spectral density with and without RR, in fact the difference plot appears completely

random. The plot does however seem to show a larger difference for values ofω ′ that are

closer to zero. If the spectrum becomes chaotic when RR is accounted for then this could
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explain why there does not appear to be any clear structure when looking at the difference

as a function ofω ′.

The most obvious cause for these seemingly random oscillations would be random noise

caused by numerical instability, after all, the integrals are all being evaluated numerically.

Improving the accuracy of the numerical integration (achieved by decreasing the step sizes

used in the algorithm), we find that the method does produce stable results. The errors,

which are defined by the difference in results using the two levels of accuracy, are smaller

than the actual values concerned. Figure 4.18 (right) showsthe error values relative to the

oscillating results. Compared with the actual results, theerrors are small enough to be

considered as zero and do not account for the fluctuations shown.

Another possible explanation for the chaos-like oscillations is related to the limits of in-

tegration. The definition ofρ involves integrating over infinite limits. This is not possible

numerically and so instead the limits[0,100] were chosen since the laser field disappears

outside of this range. As a check to see whether in fact there was any radiation outside

of this range that had been ignored, we increased the range ofτ over which we integrate.

There was no change, which was to be expected given that thereis no acceleration outside

of the chosen range and hence no radiation.

Having looked at these possible sources of error and ruled out these numerical issues,

we can now look for chaos. We use the widely accepted signature for chaotic behaviour,

‘sensitive dependence on initial condition’ [80], to decide whether there is evidence of

chaos in the spectrum. We will investigate whether the spectrum of radiation becomes

chaotic at some critical value ofa0. If the behaviour identified is indeed chaotic, this

would be seen in the trajectory since the calculation of the spectral density is essentially

just integration over the velocity and trajectory of the particle.

As a consequence of the conditions for chaos, a slight changein initial conditions leads

to a very different outcome. To decide whether or not we have chaos, we consider the

velocity four-vector. If we consider the velocity of the particle over allτ and then adjust

the initial values very slightly we would expect the velocity to change very slightly unless

the behaviour of the particle was chaotic, in which case thissmall change would result
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in a completely different velocity. Let the vectoruµ andvµ represent the velocity four-

vectors for a particle with gamma factorγ0 = 1 andγ0 = 1+ ε respectively. For these

given vectors we will take a measure of the difference in velocity four-vector defined by

D =
1

2T

∫ T

−T
dτ(uµ −vµ)

2 (4.37)

We expectD to be of orderε and therefore if the velocity becomes chaotic after some

critical value, we will seeD increasing after this point. Choosingε = 10−2 (numerical

error for integration≪ ε) and consideringτ in the range[0,100], the difference is actually

constantD = 2.0×10−2, of orderε as expected for non-chaotic behaviour. The test for

chaos was repeated for the case where RR was included; again looking atD we see the

same value obtained as when radiation was ignored.

If we instead measure our differenceD by the difference between the spectral density,ρ ,

whenγ0 = 1 and whenγ0 = 1+ ε:

D = ργ0=1−ργ0=1+ε , (4.38)

we may determine the actual change in the spectral density for a small change in initial

velocity. Again choosingε = 10−2 from Figure 4.19 we see thatD is of orderε, thus

supporting the argument above. Therefore despite the seemingly random behaviour of

the spectrum we find the results are in fact stable, just highly oscillating. For largea0

our spectral density plots have ‘quasicontinuous’ character [22] sharing the qualitative

features shown in the quasiperiodic spectrum of Figure 10 in[81]. We shall later remove

these fluctuations by integratingρ over the angles.

4.3.3.2 Signatures of Radiation Reaction

Having established that the results are stable, to see wherethe largest differences between

results with and without radiative damping lie, it is usefulto look at a contour plot of the

spectral density for a larger range ofω ′ values andθ values. We choose to use fixedφ = 0

since this is where we saw the biggest disagreement between with and without radiative
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Figure 4.19: The difference between the spectral density whenγ0 = 1 and whenγ0 = 1+ ε as
measured byD, Eq. (4.38), as a function ofa0 (ω ′ = 1, θ = π/2, φ = 0).

terms in Figure 4.16. Due to the highly oscillatory nature ofthe spectrum, using a high

resolution for the plots will allow us to see more of the structure of the spectrum.

Using contour plots to represent the spectral density also allows us to compare the chang-

ing structure as the laser intensity is increased. Figures 4.20 to 4.23 were produced with

the aid of parallel programming using the high performance computing (HPC) facility at

the University of Plymouth. The structure of the spectrum for a0 = 0.1,1,10,20 is shown,

all neglecting the radiation terms. We see the common feature of the primary peak

at ω ′ = 1 and an introduction of smaller peaks as the strength parameter is increased.

We compare these plots to Figure 4 in [82], which shows these same qualitative features.

The plots with radiation terms included are very similar to the contour plots without the

RR terms, so instead of reproducing these plots, in order to see more clearly where the

differences lie we plot the difference in spectral density,ρnoRR−ρRR. Results are shown

in Figures 4.24 and 4.25 (Note that although the scale in Figure 4.25 is limited to±0.7

so that the structure can be seen more clearly, the largest difference whena0 = 20 is ap-

proximately−70). From these difference plots, we can see that the differences seem to
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Figure 4.20:Contour plot showing the spectral density fora0 = 0.1 as we varyθ andω ′ (φ = 0).

Figure 4.21:Contour plot showing the spectral density fora0 = 1 as we varyθ andω ′ (φ = 0).

occur in bands, which gives the impression of a shift effect of the RR. A shift towards the

lower frequencies is observed in [23] when RR is included. The differences oscillate from

positive to negative and it is not clear from the plots whether there is an overall difference.

If we calculate the average difference in the region considered we get a negative result in
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Figure 4.22:Contour plot showing the spectral density fora0 = 10 as we varyθ andω ′ (φ = 0).

Figure 4.23:Contour plot showing the spectral density fora0 = 20 as we varyθ andω ′ (φ = 0).

both cases implying that RR gives more radiation than if thiseffect was not present. A

summary of the differences in shown in Table 4.1. We see that the biggest differences

tend to occur whenω ′ is larger. This is in agreement with the results shown in [23]. The
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Figure 4.24:Difference in spectral density,ρnoRR−ρRR, for a0 = 10 for varyingθ andω ′ (φ = 0).

Figure 4.25:Difference in spectral density,ρnoRR−ρRR, for a0 = 20 for varyingθ andω ′ (φ = 0).

angle of largest difference seems to shift for differenta0, for a0 = 10 we find the maxi-

mum difference occurs aroundπ/4 whereas fora0 = 20 the maximum difference occurs

closer toπ/2.

In order to look for the overall effect of RR, the spectrum integrated over both angles
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Table 4.1:Summary of differences (ρnoRR− ρRR) in spectral density fora0 = 10 anda0 = 20.
This table contains the maximum and minimum differences, the choice of parameters
for which these maxima and minima occur (which.max / which.min), the sum of the
differences and the average of the differences over the range shown in Figures 4.24 and
4.25 (φ = 0).

a0 = 10 a0 = 20

maximum 0.221 55.7

minimum -0.207 -70.7

which.max ω ′ = 2.997,θ = 0.877 ω ′ = 2.673,θ = 1.69

which.min ω ′ = 2.988,θ = 0.873 ω ′ = 2.943,θ = 1.78

sum -217.1 -44127.3

average -0.000217 -0.0441

will be calculated. This should magnify its impact as well assmooth out some of the

oscillations that occur in the spectrum for largea0. We begin with smalla0 values and

start by integrating overφ since there are less oscillations in the spectrum as we vary this

angle and hence less calculations are required for accurateintegration overφ than overθ .

Integrating the function again with respect toθ we produce the spectrum over all angles

as a function of frequency. Results fora0 = 1 anda0 = 2 are shown in Figure 4.26. We

see that the basic shape is similar with a large peak where thefrequency is just less than

ω ′ = 1. The plot fora0 = 2 shows a few more oscillations than fora0 = 1 and also the

number of photons radiated is higher for the larger laser strength.

Figure 4.27 is the spectrum integrated over all angles as a function ofω ′ when we choose

a0 = 10. We again find similarities in the overall shape, for example the peak around

ω ′ = 1 and decrease in radiation for higher frequencies. We also get a large amount of

radiation for frequencies close to zero; there was a slight increase froma0 = 1 to a0 = 2

in the radiation for these smaller frequencies although nowhere near as large as what we

find for a0 = 10. As expected the number of radiated photons is increased for this larger

laser strength. As predicted, integration over the angles seems to have smoothed out the

oscillatory behaviour. Comparing the results with and without RR we find that there is

little difference between the two results, not visible fromthe plot in Figure 4.27, but

this is not surprising given our earlier results fora0 = 10. However, if we now plot the
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Figure 4.26:Spectrum of radiation integrated over all angles for varying ω ′. Red dashed line
representsa0 = 1, and Black solid linea0 = 2.
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Figure 4.27:Spectrum of radiation integrated over all angles for varying ω ′ whena0 = 10.
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difference as a function of the frequency (see Figure 4.28) we find that there is a difference

(larger than the numerical error). Despite no obvious pattern in the difference plot, we see

on average that the difference, without RR - with RR, is negative. This indicates that

the overall number of radiated photons is larger in the case where RR is accounted for.

Although we would not expect to be able to easily detect such asmall difference for an
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Figure 4.28:Difference between spectrum of radiation integrated over all angles for varyingω ′

whena0 = 10 without RR - with RR (ν0 = 10−3).

intensity of this magnitude, it suggests that for higher intensities there would be more

radiation detected than expected when RR effects are ignored. The overall amplitude of

the spectra is larger when we account for RR due to the energy gain of the electron from

the radiation field. In the case of no RR the electron does not gain (or lose) energy and so

continues to radiate at the initial energy [23]. However in the case when there is RR the

electron, which begins initially at rest, radiates while continually gaining energy.

In this chapter we have observed the spectrum of radiation for crossed fields and for a

pulsed plane wave. In our analytic investigation of the spectral density for crossed fields

we were able to determine the impact of the initial gamma factor on the spectrum. We
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saw that for larger initial values we got more radiation. A shift towards higher scattering

frequencies was also observed for largerγ0. It was also possible to explore the effect

of the duration of the field when we numerically calculated the spectrum for crossed

fields of finite duration. For increased duration we saw that the spectrum was red shifted,

but also that there was more radiation emitted for the longerdurations. When exploring

the spectrum for the pulsed plane wave we were able to study the impact ofa0 on the

spectrum. Ifa0 ≫ 1, the harmonics dominate the spectrum [83]. In particular we were

interested in the RR effects. Since the radiation spectrum provides a sensitive way of

revealing RR [79] we compared the spectrum with and without radiative terms included.

Overall we found an increase in emitted radiation when RR wasaccounted for due to the

energy gain of the electron from the radiation field.
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Chapter 5

Conclusions and Outlook

Since its invention in 1960, the laser has come a long way. Lasers have developed rapidly,

now used worldwide in areas from entertainment to fundamental science. With lasers now

able to accelerate particles close to the speed of light and with plans for further increases

in laser intensity, the theory behind laser matter interactions has required some attention.

This thesis sought to simulate the interaction of these intense lasers with charged par-

ticles, taking into account the relativistic nature of these interactions. In particular we

wished to determine the impact of radiation reaction (RR) onthe behaviour of electrons

in high-intensity laser beams, a topic that has received much attention due to the contin-

uing advances in laser technology. We also looked to find an effective mechanism for

vacuum laser acceleration for a particle initially at rest.The use of lasers as table-top par-

ticle accelerators has been an area of great interest since the intensities now achievable by

modern lasers have continued to rise. These developments have seen a renewed interest

in Thomson scattering, a process which becomes nonlinear when intensities exceed the

relativistic threshold. We looked to the scattered radiation spectrum as a way of detecting

evidence of RR.

5.1 Summary

We used a pulsed plane wave model to simulate our laser field, chosen since it provided a

reasonable description of the laser field and still allowed us to solve the Landau-Lifshitz

(LL) equation analytically. This choice was therefore useful in providing a benchmark
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for our numerical calculations. We began by laying the groundwork for our investiga-

tions, first considering Maxwell’s equations and the Lorentz force law in their familiar

3-dimensional notation and then rederiving them using a convenient covariant formal-

ism. We looked at the power radiated and saw that it was proportional to the acceleration

squared. Having established this link between acceleration of charges and emitted electro-

magnetic radiation, we explored the impact that this has on the equations of motion. For

high intensities RR needs to be included. The inclusion of radiation terms in the equations

of motion has a long history with issues arising such as runaway solutions and preacceler-

ation in the Lorentz-Abraham-Dirac (LAD) equation. The LL equation provided us with

a good solution to such problems.

A novel numerical scheme was introduced, which can be used tosolve the equations of

motion for arbitrary field configurations. The method was thoroughly tested and as well

as being exact for constant fields maintains explicit covariance; in particular, it precisely

preserves the on-shell condition. Some of the conventionalfinite difference schemes can

introduce discretisation errors that lead to Lorentz violations. In addition, the method can

include the radiative back-reaction on the particle motion. The LL equation was therefore

solved analytically and numerically to find the trajectory and the velocity of an electron in

the laser field. Comparing the numerical results to the analytic solution for a pulsed plane

wave, the errors were seen to scale as expected for a first order method. The method was

extended to a fourth order method and the errors scaled accordingly. The higher order

method was shown to be extremely accurate even for a large discretisation step size.

We successfully identified differences in the particle motion when RR was accounted for.

For a particle initially at rest in a pulsed plane wave, a charged particle is accelerated

by the external field. The particle radiates so we see a largergamma factor when RR

is accounted for. We note however that this is not the case fora head-on collision of

an electron and laser beam [31]. Our results showed that radiation reaction plays an

important role for an optical laser witha0 = 3×103, but is negligible for an XFEL with

a0 = 10.

Armed with our method of solution to the equations of motion and a general model for our
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laser pulse we went on to look at the idea of accelerating a charge using a laser in vacuum.

Despite concerns that acceleration in vacuum could not provide substantial energy gain,

we reviewed examples in the literature of possible methods of vacuum laser acceleration.

We found that if we wanted a net energy gain we would require a unipolar pulse. We

were able to identify the important parameters in vacuum laser acceleration - the phase

shift and the pulse width. We found that without a carrier phase the pulse had a zero

average field. For a nonzero average field we observed a nonzero final velocity, but for a

zero average field there is no net acceleration. It was also shown how staging a series of

laser pulses could magnify the effects of these unipolar pulses to give even larger energy

gains. Our investigation into short pulse acceleration indicated that if we were to use an

incomplete cycle, the average field would be non zero, hence allowing a net acceleration.

The half-cycle pulse provided an upper limit to the potential energy gain achievable using

subcycle acceleration.

A search for an optimum pulse shape indicated that a beat-like structure was effective in

providing a net acceleration. We therefore proceeded to investigate the two-colour laser,

where two copropagating lasers of differing frequencies are superimposed to a form an

effective overall pulse profile. The overall pulse profile exhibits the beat wave structure

found in our shape function search. By using a choice of frequencyω2 = ω1/16 we saw

the charge leaving with close to peak energy, the type of energy gain expected when sepa-

rating the electron from the laser before it decelerates. The two-colour laser gave a similar

pulse profile to the cos2 pulse, which again provided an upper limit to potential gains, this

time when larger values ofN are used. The two-colour laser for an optimum choice of

frequency difference showed highly significant energy gains, suggesting that there may

be potential for vacuum laser acceleration to compete with plasma laser acceleration. Our

study into vacuum laser acceleration also showed further evidence of the impact of RR.

The electron achieves a net acceleration much larger than wewould expect if the RR

terms are neglected. We therefore underestimate the net acceleration when we ignore the

effects of RR.

The effect of RR was also observed when we studied the spectrum of radiation. We
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initially carried out an analytic investigation based on the radiation in crossed fields. Here

we observed the effect of the initial gamma factor on the spectrum. We saw that for larger

initial values we got more radiation and a shift towards higher scattering frequencies. We

observed soft and collinear divergence when we looked at forward scattering. A numerical

study of the crossed fields for the more physical scenario of the fields with finite duration

allowed us to explore the effect of changing the duration,T. For increasingT we saw that

the spectrum was red shifted and the overall emitted radiation was higher.

We then went on to explore the spectrum of radiation for our original plane wave with

Gaussian envelope. We used this to study the impact of intensity on the spectrum. For

largea0 we observed increased oscillations. Despite the chaotic like fluctuations however,

we did not find evidence of chaos in the particle trajectory. We compared the spectrum

with and without radiative terms included. For forward scattering we saw a significant

effect of RR fora0 = 3×103, with RR increasing the amount of radiation. Using parallel

programming, we were able to look at contour plots of the difference with and without

RR for a0 = 10 anda0 = 20; we noticed a shift effect of RR. When observing the spec-

trum over all angles fora0 = 10 we found an increase in emitted radiation when RR was

accounted for due to the energy gain of the electron from the radiation field.

The effect of RR was seen consistently throughout Chapters 2-4; we saw that for a charged

particle initially at rest, when accelerated the charge gains energy from the radiation fields.

5.2 Outlook

Up to now the laser has been modelled by a plane waveE(k·x), a null-field that is infinite

in transverse directions. Now we have established a strong method of solution for the

equations of motion we may apply it to more complex field configurations. Standing

waves could be considered,

E(k ·x)+E
(
k̄ ·x
)
, k= (k0,k), k̄= (k0,−k) . (5.1)
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In the case of standing waves, which do not correspond to null-fields, there is no analytic

solution available and so numerical methods must be used here. This alternative model is

still infinite in thex-y plane, when in reality the laser beam is finite. For a more realistic

model of a laser beam that is finite in transverse directions,we could look at Gaussian

beams; this has been explored by Narozhny and Fofanov [25,26].

We made the assumption in our work with the pulsed plane wave model that the electron

only interacts with the centre of the laser focus. We mentioned in Section 1.2 that if we

use Gaussian functions to model our laser beam we obtain plane wave fields in the limit

where the beam waist becomes large. However if an electron beam radius is no longer

narrow compared to the laser waist size, the transverse sizeeffects become important.

The pondermotive force trying to move electrons from the beam centre was shown in [70]

to lead to measurable effects only for a very small beam radius. It would be interesting

to investigate whether our results for the acceleration of charged particles from rest still

hold for Gaussian beams with a small waist size. Using a more realistic model, we could

also verify our results on the impact of RR.

Our work on the spectrum of radiation could also be developedin a few different ways. It

would be useful to extend the work done fora0 = 10 on the spectrum over all angles, to

highera0 values where the impact of RR has been seen to be more significant. Problems

arise with the oscillatory behaviour of the spectrum, but ifthe numerical method were

developed to overcome such issues, the total spectrum for largea0 could be investigated.

It would also be useful to provide an exact comparison of the analytic and numerical

approaches for the spectral density for constant fields. Using a bounded trajectory such

as circular motion, for which the analytic result for the spectrum can be calculated, this

kind of comparison would be possible.

As laser intensities continue to rise quantum effects may also become apparent. Differ-

ences between classical and quantum results for an intense laser pulse are investigated by

Boca and Florescu in [84] when RR is neglected. It would be interesting to compare the

results from our spectra, which include radiative effects,with nonlinear Compton scat-

tering. A closely related idea is to identify signatures of quantum radiation reaction in

95



Compton scattering spectra [85].

Once we have a realistic model for the laser beam, the numerical model can be extended

to look at multi-particle scattering. One option would be todevelop cascade codes using

high performance computers to look at how particles behave with realistic beams when

they are able to interact with each other. This can incorporate Compton scattering and

pair production [86] for example, and could be used for determining the energy gained

from laser beams.

This thesis has provided the tools needed to simulate relativistic laser matter interactions,

promising results in the application of these interactions, and a way to detect differences

occurring during the interactions when RR effects become significant. There are still de-

velopments that can be made to our simulations, but much of the content in this thesis

may be used as a basis for future work in this exciting and everevolving area of physics.
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