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PRESSURE FLUCTUATIONS IN TWO-PHASE FLOWS
by

Andrew Leonard Samways B.Eng.(hon)
STRACT

Naturally occurring pressure fluctuations have been observed in
two-phase flows by a number of researchers for example Matsui [1984].
This thesis {investigates the nature of these pressure fluctuations
within vertically upward bubbly two-phase flows with a view to
developing a novel non-intrusive pressure correlation technique for
use downhole to monitor the area average dispersed phase velocity, Vg.
To date non-intrusive correlation flow monitoring techniques suitable
for use downhole exhibit a non-uniform field sensitivity
characteristic which when correlated between two points reflects the
velocity of the dispersed phase within the stronger sensing region.

Four sources of pressure fluctuations were {identified in the
present study, these being temporal variations in the average gas void
fraction a(t), variations in the convected pressure field surrounding
a moving bubble, turbulence generated by the wake of a bubble and
background turbulence 1in the continuous phase. Magnitudes and
structure length scales of these pressure sources were evaluated
differentially at two points in a continuous fluid using simple models
and it was found that pressure fluctuations associated with a bubbles
motion close to the measurement points dominate the pressure signal.
It was also found that the magnitude of pressure fluctuations
associated with a bubble's motion decreases rapidly with increasing
distance from the bubble and the structure length scale caused by this
effect is of the order of the tapping separation distance.

Using numerical simulation techniques and a recirculating
air/water flow loop with a test section diameter of 77.8mm, (both of
which were developed in this thesis) differential pressure
fluctuations generated by an upwardly flowing bubbly two-phase flow
w ere studied. Superficial gas and liquid velocities up to 0.35m/s
and 1.5m/s respectively and-. average gas void fractions up to 25% were

covered. It was concluded ‘that. pressure fluctuations caused by bubble
motion near the pipe wall dominate the' differential pressure signal.

The ..autocorrelogram of these signals is conaidered to be related to
the bubbleé velocity within the 'entrapped  bubble layer' near the pipe
wall, which are observed to travel at an almost ‘constant velocity
independent of the continuous ﬁi’lase ;‘eidéity. Crdss correlation of
two pressure signals are indicated. to be related to the convected

bubble velocity of bubbles outside the entrapped bubble layer Wthh is
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PREFACE

For many years, engineers and scientists in industries such as
the nuclear and oil industries have been interested in the properties
of two-phase flows which has prompted numerous research studies. In
recent years the oil industry has expressed an interest in the
measurement of oil/gas/water properties and flow rates 'downhole' in
the well, the aim of these measurements being to obtain a better

understanding of the well structure and expected life. One of the
parameters of particular interest is the mass flow rate of gas in'a
two-phase gas/liquid flow. The mass flow rate of gas in a steady

state two-phase flow can be evaluated as

my = [ [ Pg Q| Vg dA
| A

where Pg is the gas density, «a; the -local gas void fraction, vé the
local gas vélocity and 'A' being the cross-sectional area of the pipe

or duct over which the local properéies are integrated,

Due to the extremely harsh conditions encountered downhole
intrusive flow measurements are not possible, this makes local
measur;ments extremely difficult to monitor. However, if the averaged
gas void fraction, o, and the area averaged gas velocity, Vg, could be

measured downhole, then an approximation to the mass flow rate of gas

could be made from

Using existing technology the average gas void fraction, «a, Iis

~20-



currently evaluated downhole using the gradiomanometer technique. The

gradiomanometer, which is described in some detail in section 2.1.35,
basically relates the differential pressure AP measured along a
straight pipe to the average gas void fraction a. However, existing
non-intrusive measurement. techniques of the area averaged gas
velocity, Vg, are either toobulky and hence not suitable for downhole
use, or appear to be dependent on the local gas velocity profile

vg(r).

Pressure measurements made by differential pressure transducers

placed downhole have been found to give reliable and consistent
results in the harsh environment they encounter and are made use of by
the gradiomanometer. It has been reported by a number of researchers
in the field of two-phase flow (see, for example, Matsui [1984]) ‘that
observed naturally occurring pressure fluctuations within a bubbly
two-phase flow are related to the motion of the bubbles within the
flow. If pressure fluctuations at one point in the flow could be
detected (by correlation techniques) at another point in the flow

down-stream of the first, it may be possible to relate the time of

flight of the moving convected disturbances within the two-phase flow

to the area averaged gas velocity Vg and hence develop . a novel

non-intrusive technique for monitoring the area averaged gas velocity.

Consequently, .the aims of the' thesis are to investigate
naturally occurring pressure fluctuations within a bubbly two-phase
flow and evaluate the possibility of using correlation techniques -as a

means of monitoring the area average gas velocity.
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NOMENCILATURE

This section contains a list of most of the algebraic symbols used in
this thesis. Some symbols have more than one meaning however, the one

symbol will not have two different meanings in the same section and

where possible the section to which the meaning of a symbol belongs

will be indicated.

a -~ Radius of a sphere

d - Bubble diameter

d. - Critical bubble diameter

d, - Orifice plate orifice diameter

er - Frictional loss per kg mass (section 4.1.2)

f - Non-dimensional friction factor

g - Gravity (9.81m/s?)

h - Gradiomanometer wall pressure tappings separation
distance (chapter 4)

h - Differential pressure transducer separation
distance (chapter 6)

h¢ - Tracer injection to detection separation distance

k - A constant

ko ~ Orifice plate calibration constant

| - Transducer separation distance

I; -~ Upstream pressure transducer tappings separation
distance

I - Down-stream pressure transducer tappings separation
distance

- Local mixture velocity profile power exponent

m - Average number of bubbles (section §.2.1)

mg - Mass flow rate of gas

n - Local gas void fraction profile power exponent

n - Number of orifices (section 5.1.3)

P4, - Wall differential pressure (p,-p,) Nishikawa et al [1969]

r - Radial distance

r.m.s -~ Root mean square of a signal

t - Time

te - Time spent in gas phase during local gas void fraction

measurements
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Total sample time in local gas void fraction measurements

Bubble velocity
Volume of bubble (section 5.1.3)

Volume of bubble at generation from an orifice

Yip et al [1970] (section 5.1.3)

Volume of gas (chapter 1)

Local gas velocity as a function of the pipe radius
Volume of liquid (chapter 1)

Mixture volume (vg+ Vi)

Probability density interval width (section 5.2.1)
Discrete values in time of a signal x (section 2.4)
Discrete values in time of a signal y (section 2.4)

Vertical distance from a given point

Cross sectional area of the experimental test section
Internal area of drill stem test tool

Signal bandwidth

Drag coefficient

Distribution coefficient defined by Zuber & Findlay [1965)]

Internal test section diameter (77.8mm)

Buoyancy force

Drag force

Frictional pressure loss

Radiation intensity through a column of gas
Radiation intensity through a column of liquid
Measured radiation intensity of a two-phase flow
Total length (section 5.2.1)

Ultrasonic transducer separation distance (section 2.1.3)
Total number of bubbles (section 5.2.1)
Amplitude of received pulse of ultrasound

Amplitude of transmitted pulse of ultrasound

Peak pressure fluctuation caused by the motion of a single

sphere derived from Butlers sphere theorem

Initial reservoir pressure (chapter 1)

Reservoir pressure during flowing (chapter 1)

Wall pressure tapping 1 (most upstream)
Wall pressure tapping 2

Wall pressure tapping 3

Wall pressure tapping 4 (most down-stream)

Pressure at infinite
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R.M.S.
Re
Rey,
Rep

Internal pipe radius (D/2)
Gas constant (chapter 3)

Root mean square of any signal (section 2.4.1)

Reynolds number VI/»

Reynolds number based on bubble diameter ng/v
Reynolds number based on the inner diameter of the
test section V;D/»

The autocorrelation function of a signal x as

a function of the time delay 7

The cross correlation function of two signals x
and y as a function of the time delay 7

Standard deviation (positive square root of the

variance o¢?2)

Sampling time (section 2.4)

Absolute temperature at the orifice plate (chapter 3)
Time taken for tracer injected at a point upstream
to flow down-stream to a second point

Centreline mixture velocity (section 4.4)

Area averaged gas velocity

Autocorrelation convected disturbance velocity

Cross correlation convected disturbance velocity
evaluated over the shorter émm correlation length scale
Cross correlation convected disturbance velocity

evaluated over the longer 25mm correlation length scale

Volume flow rate of gas
Terminal rise velocity of a single bubble
Area averaged liquid velocity

Local mixture velocity (section 4.4)

Volume flow rate of liquid

Area averaged mixture velocity (ng + Vgq)

Mixture volume' flow rate
Velocity vector (section 5.2.2)
Superficial gas velocity
Superficial liquid velocity
Turbine flowmeter output voltage
Velocity vector (section 5:2.2)
Velocity vector (section 5.2.2)

Magnitude of velocity vectors (V2 = V.2 + Vy2 + V¢2)
Uniform velocity (section 5.2.2)
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Weber number based ob bubble diameter pgvgzd/a

Average gas void fraction

Chordal-average gas void fraction

Local gas void fraction as a function of the pipe radius

Temporal variations in the average gas void fraction

(section 6.3.1)

wWall gas void fraction defined by Zuber & Findlay [19635]

R.m.s fluctuations in the average gas void fraction

Angle of inclination to the flow (section 5.2.2)

R.m.s error (chapter 35)
Standard error as a function of the correlation

time delay 7 defined by Ong [19735]

Kinematic viscosity

The mean of any signal (section 2.4.1)

Pi (3.14159)

Density of gas

Density of liquid

Mixture density

Mixture density as a function of time

(section 6.3.1)

Density of manometer fluid

Density of air at the orifice plate

Normalised autocorrelation coefficient of a
signal x as a function of the time delay 7
Normalised cross correlation coefficient of two
signals x and y as a function of the time delay 7
Normalised autocorrelation coefficient of the
differential pressure signal APA(t)

Normalised cross correlation coefficient of the
differential pressure signals APp(t) and APg(t)
Surface tension of the gas/liquid interface

The variance of a signal
Time delay in auto and cross correlations
Autocorrelation transient time associated with a

correlation length scale of 25mm

Cross correlation transient time associated with the

shorter 6mm correlation length scale

Cross correlation transient time associated with the

longer 25mm correlation length scale
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Frequency of bubble generation

Difference in height of the manometer fluid
(section 4.4.1)

Wall differential pressure (p,-p,) Matsui [1984]
Wall differential pressure (p,-p,) Matsui [1984]
Wall differential pressure (p,-p,) Matsui [1984]
Wall differential pressure (p,-p,) Matsui [1984]
Time spent in the dispersed phase during hot-film

anemometry measurements of local gas void fraction

Differential pressure

Upstream differential pressure P,-P,

" Down-stream differential pressure P,-P,

Hydrostatic differential pressure

Mean differential pressure used by the gradiomanometer

Differential pressure drop measured across the orifice
plate
R.m.s fluctuations in pressure (chapter 3)

Pressure measurement point separation distance
(section 5.2.2)

Velocity potential (section 5.2.2)

Angular co-ordinate of a bubble within the test
section (chapter 6)

The mean square (section 2.4.1)

Flow deviation angle from the vertical

Infinity
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CHAPTER 1 - AN _INTRODUCTION TO TWO-PHASE FLOW _AND A

DISCUSSION OF THE NEED TO DEVELOP NOVEL

MASS FLOW MONITORING TECHNIQUES FOR USE

DOWNHOLE

Chapter summary

This chapter introduces the concept of two-phase flow and its

relevance to the oil producing industries.

In section 1.2 the four main flow regimes that have been
observed to exist in a vertically upward two-phase flow are
classified. This is followed in section 1.3 by an introduction to
drill stem testing (DST) with an overview of the measurement
techniques currently used downhole to evaluate the performance of new

oil wells. The limitations and drawbacks of present techniques used

by oilfield service companies are then discussed.

The chapter concludes with an outline of the project aims and a

summary of the study programme.
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1.1 An_introduction to two-phase flow

The term multiphase flow is defined by Wallis [1969] as "the

simultaneous flow of several phases", where "a phase is simply one of
the states of matter and can be either a gas, liquid, or solid".
Two-phase flow is the simplest form of multiphase flow but can still

take many forms. One of these is the bubbly flow regime and it |is

frequently encountered in the oil industry.

Onshore oil wells such as those found in North America produce
not only oil but significant quantities of natural gas. In some cases
the well yields water instead of natural gas but Hunt [1986] reports
that it is unusual to find all three phases in a single well. The

study of two-phase flow is. therefore of direct relevance to the oil

producing industry.

The flow type considered in this investigation was vertically
upward gas/liquid two-phase flow, and in particular the bubbly flow
regime within pipes. The two immiscible fluids used in this study
were air for the dispersed phase and tap water for the continuous
phase. The selection of these fluids is primarily from a safety point
of view and through personal communications with Dr A.Hunt it is

thought that natural gas dispersed in oil will act in a similar manner

to air dispersed in water.

1.2

Classification of flow regimes found in vertical two-phase flow

The fluid dynamics of a two-phase flow is very complex and

still, in general, poorly understood. However, visual observations of
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two-phase mixtures have identified the existence of different flow

regimes., Vertical gas/liquid two-phase flow has been shown to have

four main flow regimes, namely

The bubbly flow regime
The slug flow regime

The churn/froth flow regime

The annular/mist flow regime

Figure 1.1 shows the observations made by Govier, Radford, and
Dunn [1937] using an air/water mixture in a 1 inch diameter pipe.

Their results show clearly the four main flow regimes as a function of

the superficial gas velocity Vsg and the superficial liquid velocity

Vgi. The superficial gas and liquid velocities are the velocities a
particular phase would have if it were the only phase present in the

pipe. These are defined mathematically as

&
Vep = — 1.1
5 A
Vi
Vg = - 1.2
A

where Vg and V; are the gas and liquid volume flow rates,

respectively, and A the cross-sectional area of the pipe or duct.

1.2.1 The bubbly flow regime

Bubbly flow as its name suggests consists of dispersed bubbles

of one phase in a continuous second ‘phase. The dispersed phase 1is
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normally less dense than the continuous phase and the size, shape, and
rise velocity of -the bubbles can vary from small near spherical
bubbles to large cap bubbles. The size and shape of a bubble is
affected by many factors such -as the dispersed and continuous phase
velocities, interfacial surface tensions between the phases, relative

densities, bubble generation mechanism, etc.

Bubble generation may result from the addition of heat such as

in.a heat exchanger, a reduction in pressure i.e. cavitation, through

a chemical reaction, or from gas or liquid emerging from a porous

media into a second phase, such as natural gas in oil. The size of
bubbles that are introduced though an orifice may also be dependent on

the size of the orifice (see chapter 5).

It should be noted that the size of the bubbles at generation
may differ from that of bubbles some distance down-stream. This is
due to collision, adherence, and coalescence of bubbles as they flow
down-stream. Therefore, the two-phase flow may go through a
development period after the bubbles are introduced into the flow (see
Anderson & Quinn [1970]). This may account for some researchers
having observed a transition from bubbly to churn flow with no

observation of slug flow, due to an insufficient development length

upstream of the observation point,

1.2.2 The slug flow regime

Govier & Aziz [1972] suggest that slug flow is initiated when
large cap bubbles agglomerate to form much larger bubbles that have a

length at Jleast equal to the diameter of the pipe. These large
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bubbles fill the pipe except for a small annulus of water next to the

pipe wall, as shown in figure 1.2, As the gas slug develops, the nose

of the gas slug becomes near-spherical in shape and smaller bubbles

can be seen to detach from the rear of the slug becoming entrained in

its wake.

Vertically upward slug flow can occur at all superficial liquid

velocities and as the gas bubble travels up the pipe, the continuous
phase 1liquid above the bubble is displaced, resulting in a net
downward flow of the liquid in the small annulus between the bubble

and the pipe wall. This is described in more detail by Govier & Aziz

[1972] 'The Flow of Complex Mixtures in Pipes'.

1.2.3 The churn/froth flow regime

Churn or froth flow differs from slug flow in that the gas
bubbles become irregular and the wake behind then becomes much richer
in small bubbles and 1{is generally more turbulent, Although

churn/froth flow is not as ordered as slug flow there is still a

pulsating pattern to the flow but it loses its identity very quickly.

Due to their irregular shape discrete bubbles are difficult to
identify in this flow regime, and visual observations in transparent
pipes indicate that it is by far the most turbulent form of two-phase

flow, Coﬁsequently little is known of this flow regime, although some

research has’ been carried out by e.g. Harmathay [1960), Zuber and

Findlay [1965].
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1.2.4 The annular/mist flow regime

Annular/mist - flow occurs at very high superficial gas

velocities. Gas is now the continuous phase and it occupies most of
the pipe cross-section. A thin annular liquid film travelling in
waves or ripples up the pipe wall forms most of the liquid phase with
dispersed droplets of liquid entrained in the gas. At its limit the

annular film disappears leaving only the gas phase with entrained

droplets of the liquid rushing up the pipe.

Annular and mist flow are sometimes treated as two separate flow
regimes and Shearer and Nedderman [1965] discuss further
sub-classifications. Nevertheless, annular and mist flow are nearly
always found together and for given superficial 1liquid and gas
velocities, decreasing the gas velocity increases the thickness of the

liquid film and reduces its velocity to a point where churn or froth

flow occurs. This is known as the onset of "flooding" and has been

extensively studied by Hewitt [1986].

1.3 Present measurement techniques used in downhole drill:

stem testing

In the evaluation of the expected life and performance of any

new oil well, several tests are carried out during and after the
drilling operation: using instrumentation packages that are lowered

into the bore hole. These packages are referred to in the oil

industry as "tools",

Periodically during the drilling stage, drilling is interrupted
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so that a "wireline tool"™ can be lowered into the bore hole. This
tool assesses the physical properties of the rock formations found in
the bore hole by making electrical, acoustic, or radiation

measurements which are transmitted to the surface via the armoured
cable it is lowered on. On encountering a formation that is likely to

produce hydrocarbons, drilling is stopped and what is known as a drill

stem test (DST) is performed.

In brief a DST tool contains a valve, a pressure sensor, a
packer, and a flow measurement device. The DST tool is lowered into
the bore hole on the end of a length of hollow tubing known as the
drill pipe. On reaching the likely production formation the packer is
set in position. The purpose of the packer is to form a hydraulic

seal between the heavy drilling mud and the oil bearing rock

formation,

There are. several stages to the DST. The first stage is to
measure the initial reservoir pressure P, with the valve in the drill
stem tool- closed. The valve is then opened allowing the reservoir
fluids to flow through the flow measurement instrumentation held in

the DST tool and up into the drill pipe. On opening the valve in the

DST tool the reservoir pressure is observed to drop suddenly to a new

value P,.

After an appropriate flowing period the valve in the DST tool is
closed. At this point the reservoir pressure will start to recover
from the flowing pressure measurement P, to the natural reservoir
pressure P,. The rate of change in pressure, the overall time taken
for the reservoir to .recover, and the new reservoir pressure, along

with the oil and natural gas flow rates measured during the flowing
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stage of the test, enable site engineers to draw conclusjons about the
permeability of the rock formation (this governs the extraction rate)
and the expected production life and extent of the reservoir. This
information can prove invaluable to an oil company when deciding

whether it would be profitable to extract oil from a new well.

For conclusions to be drawn from the DST it is important that
measurements made of pressure changes, and oil and gas flow rates, are

reliable in the harsh conditions (temperatures up to 150°C and

pressures up to 700 Bar) likely to be encountered downhole. Present
technology allows pressure measurements to be made under these

conditions. However, current techniques used for downhole measurement

of two-phase flow rates are more complex and less reliable.

During the flowing period of the DST test, two parameters must

be calculated in order to make an estimation of the mass flow rates of

each phase. These are the superficial gas and liquid velocities, ng

and Vg; respectively, and the average volumetric gas void fraction «,

which is defined as

Ve

Vg+vl

where Vg and v; are the gas and liquid volumes, respectively, in a

total volume (vg + vp).

Schlumberger Cambridge Research, which is a section of an
oilfield service company and is also the collaborating organisation
involved with this project, presently use two instruments in a DST

tool to evaluate the average gas void fraction and the superficial gas

and liquid velocities.
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1.3.1 Average gas void fraction measurements radiomanometer

The gradiomanometer is used to evaluate ' the average gas void
fraction a. The technique utilises a length of straight pipe with two

pressure tappings separated by a distance h, as shown in figure 1.3.

The pressure difference AP, between these two tappings is used to

calculate the average gas void fraction from the following

relationship

AP, - Fp
e ———————— - pl
g h cos ()
o - —_— | | 1.4
(Pg - Pl)

in which Pg and p; are the gas and liquid densities, respectively, and

0 the flow deviation angle (0% for a vertical pipe). The frictional

pressure loss F,, between the two tappings can be estimated from the

following equation derived from the Darcy formula

2 pg (VSI+ng)2hf | s

Fp =
D

where f 1is the. non-dimensional friction factor, and D is the bore

diameter of the gradiomanometer.

A more detailed description of the gradiomanometer, and the

derivation of the equations used to evaluate the average gas void

fraction, is given in section 4.1.2

1.3.2 Velocity measurements

Two of the required parameters in the DST test are the gas and
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liquid mass flow rates. One way of evaluating the mass flow rates of
each phase involves establishing the area averaged gas and liquid

velocities Vg and V; respectively, within a two-phase mixture.

Two techniques are presently used downhole to estimate the area

averaged velocities of a two-phase flow,

(1) Tracer injection =~ This technique involves injecting a
radioactive tracer into the continuous phase of the two-phase flow,
and it 1is assumed that the tracer is only associated with the

cont inuous phase. The time T¢ taken for the tracer to flow
down-stream a known distance hy is therefore, to a first order,
proportional to the time taken for the continuous phase to travel this
distance. An estimate of the area averaged liquid :velocity can be

therefore calculated from

vl-— ) ‘ i 1.6

Using the gradiomanometer described in section 1.3.1, the

averagé gas void fraction o can be measured in the DST tool and 'thus
used to evaluate the area averaged gas Qelocity Vg
a Vi
Vg = ———— 1.7
° (-

However, the actual time of flight of the tracer is not the same
as the time it takes the continuous phase to travel this distance.
This is due to diffusion of the tracer in the two-phase flow whilst
flowing down-stream. Diffusion is a very complex process and the rate

~of diffusion will be a function of the flow conditions downhole.
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(ii) Turbine flowmeter or_ spinner - Another technique used downhole

to evaluate the area averaged liquid and gas velocity V; and Vg,
respectively, involves placing a turbine flowmeter into the two-phase

flow., When a turbine flowmeter is used in a single phase flow it
gives a pulse train output whose frequency is proportional to the
volume flow rate of the measured fluid. 1In a bubbly two-phase flow,
it is common practice to consider the flow to be homogeneous and the
output frequency is assumed to be proportional to the volume flow rate

of the two-phase mixture.

However, this technique has two major draw backs. Firstly, the

turbine is intrusive to the flow, and hence is prone to damage from
entrained rock chippings. Secondly, the turbine flowmeter is Iin
principle a single phase device. Hence, when it is used iIn a

two~phase flow to measure mixture volume flow rates ;Im, substantial
uncertainties may be introduced in the measured quantity due to the
volume of gas, bubble size, and local velocity and void fraction

profiles within the flow.

Knowing the internal cross-sectional area of the DST tool, ApgT,

the area averaged mixture velocity V, can be evaluated from

V, = —— 1.8
ApST

which is also defined as the sum of the superficial gas and liquid

velocities

Vm = Vsg + Vsi 1.9
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The area averaged gas velocity Vo is currently determined by the

empirical relationship put forward by Zuber & Findlay [19635]

Vg - CQ(VSg + Vgy) + ng 1.10

where Voo is the terminal rise velocity of a single bubble due to its

own buoyancy, and C, is a distribution coefficient defined by

2 Oty
m+n+ 2 o

where m and n are the exponents of the power law associated with the

shape of the velocity and void fraction distributions, respectively,

and o, Is the local void fraction at the pipe wall, as described in

section 4.,1.2.

Equation 1.11 shows that in order to evaluate the distribution
coefficient C, assumptions must be made about the velocity and void
fraction profiles. Other assumptions concerning the interaction
between swarms of bubbles and the effect of the pipe wall must also be

made when estimating the terminal rise velocity ng as described in

section 5.1.4.

The area averaged gas velocity is related to the superficial gas

velocity by the equation 1.12 below, where the average gas void

fraction a is determined from the gradiomanometer:

Vgg = aVg 1.12
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Knowing the superficial gas velocity and the mixture velocity, the
superficial liquid velocity can be evaluated by re-arranging equation

1.9 to give

Vg1 = Vp, = V 1.13

SB

and the area averaged liquid velocity V; can be calculated from

V) = ———— 1.14

1,3.3 Limitations of the present measurement tools used in downhole

DST tests

‘The gradiomanometer which is used to measure average gas void

fractions downhole has several limitations. The major source of error

is caused by uncertainty in the frictional pressure loss F,; between

the two pressure tappings.

To evaluate the average gas void fraction o by the
gradiomanometer an estimation of the pressure loss term-F, must be
made using equation 1.5, which contains the superficial gas and liquid
velocities, These quantities can be measured with relative ease in
the laboratory but evaluation of the downhole superficial gas and
liquid velocities currently rely on either the tracer injection or
turbine flowmeter techniques to' estimate the area averaged liquid

velocity. To evaluate F, it is also necessary to make an estimation

of the non-dimensional friction factor f. The friction factor f 1is

not only dependent upon the pipe roughness but is also a function of

the flow itself. VUsing the gradiomanometer in the laboratory it is

possible to perform calibration experiments to determine the value of
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f (see section 4.1.2). However, the flow conditions downhole are
relatively unknown and hence the value of the friction factor f will

also be somewhat uncertain.

It should also be noted that the Darcy formula, from which Fp is
derived (equation 1.5), was originally developed for use in single
phase flows. However, research by Aziz, Govier and Fogarazi [1972],

and more recently Hunt [1987], suggests that this formula may still

apply when interpreted correctly. :

Having evaluated the average gas void fraction «, it Iis
necessary to make assumptions regarding flow conditions deep in the
bore hole such as the flow regime, local velocity and void.fraction
p}oflles in order to evaluate the area averaged gas and liquid
velocities, using either the tracer injection method or the turbine

flowmeter and Zuber & Findlay relationship.

The accuracy and reliability of these techniques is therefore

quest ionable, partly due to the assumptions made about the flowing
fluid with only limited or no information about the average gas void

fraction, local velocity and void fraction profiles, etc.

The downhole: evaluation of the three fundamental parameters a,

Vsg and Vg using present instrumentation requires initial assumptions

to be made about the flow conditions being measured. Using these

initial assumptions the average gas void fraction, and area averaged

gas and liquid velocities can be calculated.

From these calculations wusing the initial assumptions and

measurements, it is then possible to make more informed assumptions
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about the flow conditions downhole, - Therefore, by a process of
iteration, the accuracy of the measured average gas void fraction a,

and the area averaged gas and liquid velocities Vg, and Vg can be

improved.

1.4 Aims of this study programme

Due to the complexity of bubbly two-phase flow, a single
measurement technique cannot accurately predict all the required
parameters, Therefore, a number of measurement techniques must be
used downhole, each technique having a weighting based upon Iits
performance when used in particular flow conditions. By analysing the
results of each technique it is thought by Schlumberger that it will

be possible to improve the accuracy of flow measurements in downhole

bubbly two-phase flow,

At present the downhole area averaged gas velocity is calculated
knowing the area averaged liquid velocity from the tracer injection
method and the average gas void fraction from the gradiomanometer. Or

the area average gas velocity 1is calculated from the empirical

equation 1.10 proposed by Zuber & Findlay [1965] using the mixture

velocity obtained from the turbine flowmeter and the average gas void
fraction from the gradiomanometer. Use of either technique requires
some very wide reaching assumptions about the two-phase flow to be
made. More reliable downhole flow measurements would be obtained if

the area averaged gas velocity could be measured directly.

The aim of this study was therefore to 1investigate the

possibilities of wusing naturally occurring differential pressure
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fluctuations as a means of non-intrusively monitoring the area
averaged gas velocity Vg in a vertically upward bubbly two-phase flow.

In order to carry out a study in which naturally occurring pressure

fluctuations within bubbly two-phase flow are to be investigated a
vertical air/water flow loop was designed and constructed in the fluid
mechanics laboratory at the University of Plymouth ;(formerly
P;letechnic South West). After the construction, calibration, and
commissioning of the air/water flow loop was complete (see chapters 3

& 4), the theoretical and experimental studies were divided broadly

into two main areas

Investigation of the statistical properties of

pressure fluctuations in a two-phase flow

Use of cross correlation techniques on differential
pressure fluctuations in a bubbly two-phase flow

as a means of measuring the area averaged gas

velocity

1.4.1 Investigation of the statistical properties of pressure

fluctuations in two-phase flow

It is well documented in standard texts such as Massey [1968],
Milne-Thomson [1960], that as a sphere moves through a fluid temporal

variations occur in the velocity field at fixed observation points due

to the fluid being displaced. Corresponding fluctuations in the

pressure field can also be observed. It is suggested by Bradbury

[1988] that small gas bubbles, less than approximately 8mm, will act

in a similar manner to solid spheres of the same density when analysed
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in theoretical two-phase flow conditions and work carried out
initially by Tutu [1982] and more recently by Matsui [1984] into the

identification of two-phase flow regimes using pressure fluctuations

b

suggest this is so.

The initial objective of this project was therefore to
investigate the statistical : properties of differential pressure
fluctuations at the pipe wall caused by vertically upward bubbly
two-phase flow. The results of experimental studies in which solid

spheres were used to generate pressure waves in a stagnant column of
liquid were analysed and compared to the theoretical models developed
in this thesis for the fluctuations in pressure generated by a solid

sphere in similar flow conditions.

The results of these initial experiments were then used in

designing the pressure transducer test section used in the subsequent

correlation experiments.

1.4.2 Use of cross correlation techniques on differential pressure

uctuations in a bubbly two-phase flow as a means of

measuring the area averaged gas velocity

Cross correlation is a well documented statistical technique for
measuring velocities. If the pressure fluctuations produced by
bubbles in a two-phase flow were recorded at two locations along a
pipe, then the down-stream pressure signal will be a time shifted
version of the upstream signal assuming the signal source does not
lose its identity. However the source of the pressure signal will

vary with time and there will be a finite time period in which the
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signals will correlate with each other. If the approximate velocity
of the bubbles is known, then the length scale of structures within
the flow can be calculated, and hence the maximum transducer spacing
can be deduced. Using the information from the statistical study of
pressure fluctuations outlined in section 1.4.1, the characteristic
length which governs the maximum transducer spacing was calculated
from the autocorrelation correlograms of the differential pressure
signals. The experimental pressure transducer housing was then
constructed with a high degree of confidence that cross correlation
velocity measurements could be obtained, and using this device
measurements of the convected disturbance velocities were made and

compared to the area averaged gas velocity Vg of the two-phase flow,
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- REVIEW OF PREVIOUS RESEARCH IN TWO-PHASE FLOW

MEASUREMENT TECHNIQUES

apter_summa

Section 2.1 ‘reviews the techniques developed by previous
researchers for the measurements of the average gas void fraction a in
a pipe or duct. A brief description of each sensing technique Iis
given together with a summary of its advantages and limitations. This

is followed by a discussion of local void fraction «a; measurement

techniques in section 2.2.

Section 2.3 covers the techniques that have been developed to
discriminate between flow regimes. In particular, analysis of
statistical techniques such as those which involve the probability

density function (PDF), forms the basis of many of the techniques used

for flow regime identification.

Cross correlation techniques have been developed by a number of
researchers such as Lucas [1986] to measure the area averaged velocity
of the dispersed phase within the bubbly flow regime. These are
discussed in section 2.4. Many of these non-intrusive dispersed phase
velocity monitoring techniques which have been investigated are

developements of area average and local void fraction measurement

studies,
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2.1

Methods used to measure average gas void fractions_in

two-phase flow

Extensive research has been conducted into the prediction and
measurement of the average gas void fraction a. This is one of the
fundamental two-phase flow parameters and it is used in nearly all
two-phase flow analyses. The most common techniques for the
measurement of average gas void fractions in a two-phase flow are
summarised below. However, for a more comprehensive overview of the

less widely used techniques for measuring void fractions the reader is

referred to Hewitt [1978].

2.1.1 On-line sampling using quick closing valves

The average gas void fraction a in a gas/liquid two-phase flow

is defined in chapter 1, equation 1.3,

Vv
o= 5 1.3
vg + V]

where Vg is the volume of gas, at any instant in time, that Iis

contained in a representative volume v; or (vg + Vvi).

The on-line sampling technique is wusually incorporated in a

section of transparent pipe fitted between two quick closing valves as
shown in figure 2.1. The transparent pipe section is normally
situated vertically in the flow loop at a position where the flow is

considered to be both fully developed and steady. At an appropriate

sampling time the quick closing valves are activated simultaneously

thus capturing a section of the flowing two-phase fluid.
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After natural separation of the two captured phases has taken
place, the volume of the gas can be measured as a fraction of the
total volume, and assuming both no leakage and the pressure to be near

atmospheric, this is then a measurement of the average gas void

fraction c.

One source of ' error which may occur in this technique involves

the closure of the valves., The valves must close both simultaneously
and relatively quickly compared to the velocity of the flowing fluid.
A number of methods have been tried in order to minimise these errors.
Johnson and Abou-Sabe [1952] used spring loaded valves, Hammer [1983]
used two mechanically linked ball valves, and Denton [1987] uses
pneumatically operated valves. ‘In this study a pair of pneumatically
operated gate valves were specially constructed for this purpose (see

section 4.1.1) and have been used successfully by Hunt [1987].

A major disadvantage of the quick closing valve technique is

that the flow is interrupted whilst measurements are being made.
Hence, use of this technique is mainly limited to the laboratory, and

it is shown in the literature that it is mainly used as a 'standard'

for the comparison of other average gas void fraction measurement

techniques.

The quick closing valve technique has been reported to work well

in the bubbly flow regime where the flow 1is considered to be
homogeneous. However, in slug and churn flows the distance between
the valves needs to be many times larger than the length of the
structures that exist in these flow regimes, in order to avoid

statistical errors when measuring the average gas void fraction. The

corresponding distance between the two valves may therefore exceed the
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available length of the experimental test section,.

2.1.2 Radiation absorption techniques used for measuring

void fractions

GCamma radiation absorption as used by Jones and Zuber [1975],
relies upon the fact that gamma rays are absorbed at different rates

by different materijals. This technique has been used extensively for

determining the chordal-average gas void fraction o.

Consider a collimated, monoenergetic radiation source placed on
one side of a pipe, and diametrically opposite this source a detector
is positioned as shown in figure 2.2, When the pipe contains only the

continuous liquid phase, the radiation intensity at the detector will

be 1. Similarly when the pipe contains only gas the radiation

intensity at the detector will be lg.

Petrick & Swanson [1958] studied the effect of different

distributions of phases within a two-phase flow. Two hypothetical
flow patterns were studied, firstly one in which the gas and liquid
phases were arranged perpendicular to the collimated radiation beam as
shown in figure 2.2a. In this case the chordal-average gas void

fraction o, is given by the equation below, where I, is the measured

radiation intensity at the detector when the two-phase flow |is

present.

In(I,/1}) |
Qp = ——————— 2.1
ln(lg/ll)

In the second case they considered a 'pseudo slug flow' where

the two phases were arranged in layers parallel to the beam of
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collimated radiation, as shown in figure 2.2b. In this case the
chordal-average gas void fraction a. is given by equation 2.2 when the

signal is averaged over a suitably long time period to eliminate

statistical errors.

Qp = ——— 2.2

It can be seen by comparing equations 2.1 and 2.2 that the

chordal-average gas void fraction o, when evaluated by radiation

absorption technique is strongly dependent upon the distribution of

phases within the flow. This is a major limitation to the use of this
technique if changes in flow regime are to be encountered in the
two-phase flow. Even in the case of a fairly homogeneous two-phase
flow such as bubbly two-phase flow, the chordal-average gas void
fraction a, given by equation 2.1 is simply the | average gas volid
fraction measured along a diametrical choard through the pipe. There
is no guarantee that this estimated value of chordal-avérage gas void
fraction dc gives a ‘true representation of the average gas void
fraction a, since the two-phase flow may not be symmetrical about its

axis which may result in non-uniform radial phase distributions.

Another limitation to the use of gamma radiation attenuation is
that many sources of radiation have a range of gamma energies (Hewitt

[1978]}). This can lead to ambiguity in the interpretation of the

detected radiation intensity.

Finally, the hazardous nature of gamma radiation cannot be

over-looked.  The equipment involved in this technique has to be
heavily shielded to protect both the operator and surrounding optical

and electronic equipment. It should also be noted that there are a

number- of less widely reported techniques employing radioactive
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sources such as x-ray absorption (Smith [1985]) and scattered gamma

radiation (Kondic & Hahn [1970]). However these suffer from the same

limitations imposed by safety considerations.

2.1.3 Void fraction measurement using ultrasonics

Techniques in which ultrasonics have been used in air/water
two-phase flow to measure the gas void fractions are not widely

reported. However Ong [1975] and more recently Xu [1986] have studied

the effects of ultrasound on a homogeneous bubbly two-phase flow. Xu
[1986] proposed a void fraction measuring device which was based on
the attenuation of pulsed ultrasound as it passed through a bubbly
two-phase flow from the transmitter on one side of the pipe to the
receiver mounted diametrically opposite on the other side of the pipe.

Xu predicted that if the amplitude of the transmitted ultrasound pulse

was Py then the amplitude of the received pulse P, would be given by

(-I.SLt ac) / d

Pr — Pt e 2.3

where a, is the chordal-average gas void fraction, L the separation
distance between the transmitter and receiver (in this case one pipe
diameter), and d is the bubble diameter. Experiments shbwed that P,
decreased exponentially as the chordal-average gas void fraction o,
was increased and that the amplitude of P, was also dependent on the
bubble diameter d as prédicted by equation 2.3, However, when the

chordal-average gas void fraction a, was greater than a critical value

®c crit» Pr was not reduced further by increasing og, indicaéing that

the device had saturated.

For bubbles of the order of 1mm in diameter Oc. crit Was less
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than 0.5%, whereas for bubbles of the order of Smm in diameter o¢ crit
was determined to be approximately 5%. The most likely reason why P,

did not decrease as o, was increased beyond o¢ cpij¢ IS associated with
the fact that the receiver not only picked up ultrasound that had
travelled directly across the pipe from the transmitter but also
picked up a significant amount of scattered ultrasound, the intensity

of which increased as . was increased. This effect is not accounted

for in equation 2.3.

Novel signal processing techniques were developed by Xu in an
attempt to Iimprove the useful range of this device. Unfortunately

only a marginal improvement was achieved. Furthermore, Xu was unable

to eliminate the dependency of the output on the bubble diameter.

If must therefore be concluded that since bubbly two-phase flow
is made up of bubbles of different diameters covering a wide range of
average gas void fractions whereas this technique operates over a
small range of average gas void fractions, its usefulness as a device

for measuring chordal-average gas void fraction is limited.

2.1.4 Impedance measurement techniques used to measure average gas

void fraction

Average gas void fraction <evaluations using impedance

measurements of a two-phase flow have been investigated by a number of
researchers. Several of these techniques are, wunfortunately,

intrusive to the flow and so are unsuitable for downhole flow

measurements. However, a number of non-intrusive techniques have been

investigated (see, for example, Lucas [1987]).
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Impedance measurement techniques, broadly speaking, involve
placing electrodes in one of many configurations, either in the pipe
wall in contact with the fluid or on the outside of the pipe,
depending on the two phases present and the type of impedance
measurement to be made i.e. capacitive, inductive or resistive. The
change in measured impedance is then related to the average gas void

fraction after suitable signal processing has been carried out.

These techniques have been used by Beck et al [1983], Bernier
[1981] and many other researchers, with a limited amount of success.
S?w et al [1982] showed theoretically that, for a given value of
average gas void fraction, the measured value of impedance is highly
dependent upon the two-phase flow regime. Furthermore, Bernier [1981)]
found that in a vertically upward bubbly two-phase flow, the measured
impedance for a given average gas void fraction 'is dependent upon the
the local void fraction distribution which, 1is affected by the
superficial liquid velocity and average gas void fraction. Bernier
attributes this dependence of measured impedance on the local void
fraction distribution to a non-uniform sensing field strength
associated with his electrode configuration. Hammer [1983] developed
a capacitive 'noise' transducer for measuring average gas void
fraction concentrations. When used in a vertically upward gas/liquid
b;Jbbly two-phase flow he too found that the transducer was \fery

susceptible to variations in the local void fraction profile, which he

also suggested was due to a non-uniform field sensitivity.

However, Lucas [1987] developed a technique for monitoring the
changing average gas void fraction of a two-phase flow using a
capacitance measuring transducer. He claimed that the capacitance

measuring transducer used had a uniform field sensitivity which was
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achieved by incorporating a 'dielectric insert' near the sensing
electrodes, as shown in figure 2.3. This transducer was found to be
insensitive to variations in superficial velocities, however only
limited success was obtained since Lucas suggests that his capacitance

sensor was more sensitive to the relatively large, fast moving bubbles

in the flow.

2.1.5 Average gas void fraction measurements made using differential

pressure measurements (gradiomanometer)

The gradiomanometer as presently used in drill stem test (DST)
tools (see section 1.3.1, Hunt [1987]) and Lucas [1987]), evaluates the
average gas void fraction a. It basically consists of a length of
straight pipe with two pressure tappings separated by a distance h. as

shown in figure 1.3. The pressure difference AP, between these two

tappings is used, in equation 1.4, to calculate the average gas void
fraction o
AP, - Fp

g h cos {}
o = - 1.4
(pg = Pl)

where Pg and p; are the gas and liquid densities, respectively, and Q
is the flow deviation angle. F, is the frictional pressure loss

between the two tappings and is currently estimated using equation 1.5

(derived from the Darcy formula as discussed in section 4.1.2)

2 Pl (Vsl + ng)2 h f
Fry =

1.5

D

where f 1is the non-dimensional friction factor, and D is the bore
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diameter of the gradiomanometer.

This technique is relatively easy to implement and non-intrusive
to the flow. However, the application of equation 1.5, which Iis
derived from the empirical Darcy friction formula for a single phase
fluid, to the evaluation of the frictional pressure loss Fy, In a
two-phase flow is open to speculation and interpretation. Research by
Aziz, Govier & Fogorazi [1972] and more recently by Hunt [1987],
suggest that the Darcy expression is still applicable if interpreted
correctly, and for the bubbly flow regime, where the two-phase flow is

considered to be homogeneous, equation 1.5 1is reported to give

reasonable results.

A more detailed description of this technique, along with a
derivation of equations, list of assumptions and a discussion of the

limitations is given .in section 4.1.2,

2.2 Local void fractjon measurement techniques

Local void fraction measurements differ from average gas void
fraction measurements in that they are measurements at a point in the
flow. which will have a unique radial and longitudinal position within
a pipe or duct. Consider the case of a pipe, as shown in figure 2.4
and assume that the local void fraction distribution is fully
developed i.e. there is no change in the local void fraction profile
along the pipe, then the local void fraction, a;, can be related to
the average gas void fraction o using equation 2.4 below, in which

oy(r) is the local void fraction at radial location r within a pipe of

radius R.
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1 R
o = —— aj(r) 2xr dr 2.4
7R?

There are three commonly used techniques for evaluating the
local gas void fraction. These are the resistive probe technique, the
optical probe technique and the hot-wire/film anemometry technique,
each of which is discussed in the following sections. However the
basic method underlying each of these techniques is the same. Each
technique uses a small probe, inserted into the flow at a knownradial
position r, to detect, using suitable electronics, which phase Iis
present at {its tip. Since bubbles are discrete, an instantaneous
measurement will produce a local void fraction measurement of either
100% or 0% depending on which phase the probe is in at the time of the
instantaneous measurement. The measurement of local void fraction oy
is therefore normally recorded over a suitably long period of time to
avoid statistical errors in the measuring technique. A long sampling
period also has the advantage of reducing errors caused by small
fluctuations in the local void fraction. Therefore, the ratio of time
spent in the dispersed phase*tg to the total sampling period t, is a
measure of the local gas void fraction a; if the total sampling period

ty is suitably long, as given below.

t
o —-—-g- 2.5

te

2.2.1 Local void fraction measurements using a resistive probe

The most commonly reported technique in the literature for the
measurment of the local void fraction in a two-phase flow where one of
the phases is far more conductive than the other (such as air and

water). Delhaye & Chevrier [1966], Bergeles, Lopina & Fiori [1967],
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Bergeles [1969] and others have used this technique which involves
inserting a thin, wire-like probe into the flow,. The probe 1is
electrically insulated right up to its tip, which is conical in shape,
and is the only point which is allowed to make an electrical
connection .with the two-phase flow., An electrical connection is made
to the tip of the probe via the insulated wire, as illustrated in
figure 2.5. Another electrical connection is made to the fluid in
contact with the pipe wall. When the tip of the probe is in air, the
resistance between the tip of the probe and the pipe wall connection

is high, and when in water the resistance is low.

To distinguish which phase the tip of the probe is in, a
threshold level of resistance must be determined above which the probe
is considered to be in the dispersed gas phase., This 1is necessary
because there will be a finite time taken for the resistance of the
probe to change from the high to low levels of resistance during
wetting and from low to high levels of resistance during drying. The
position of the threshold level between the low and high resistance

points will alter the measured amount of time t in which the probe

gl
is considered to spend in the dispersed gas phase thus altering the
local void fraction a; in equation 2.5. Nevertheless, if a mid-point

in the range of change in resistance is taken as the threshold level

then the errors will be small over a long time period.

Another problem associated with this technique 1{is surface
contamination of the probe tip, which alters the range of resistance
measured between the dispersed gas phase and the continuous phase,

This in turn alters the position of the threshold level within the

range, causing variations in 1local void fraction readings over a

period of time.
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2.2.2 Local void fraction measurements using fibre optics

An alternative instrument for the measurement of local void

fraction that has been used successfully by many researchers (see, for
example, Lance & Bataille [1991]), is the fibre optic probe. This is
very similar in principle to the resistance probe technique in that

the fibre optic probe detects which phase is present at its tip.

The fibre optic probe basically consists of an infra-red light

source that is shone along a length of optical fibre, the end of which

is thinned down to approximately 0.0lmm in diameter and positioned in
tﬁe flow as shown in figure 2.6. At the tip of the fibre optic probe
the inferred light beam {is either reflected back along the fibre
optic, or is allowed to escape out of the probe, depending upon the

phase present at the tip of the probe. If the infra-red light beam is

reflected back along the optical fibre it is detected by an infra-red
sensor which converts it to an analogue voltage signal. The tip of
the probe is either conical in shape or square cropped depending on
the difference in refractive index between the two phases. For air in

water it is conical and for.oil in water it is square cropped.

As with the resistance probe, there are two levels of the
aﬁalogue signal, one of which is associated with the discontinuous
phase and the other with the continuous phase. A threshold level is
determined between the upper and lower levels to discriminate between
phases. The ratio of time the tip of the probe spends in the

discont inuous phase, tg, to the (suitably long) sampling period, t.,

is taken to be the local void fraction oy, as given in equation 2.5.

There will be, as in the case of the resistive probe, a finite
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time period over which there will be some uncertainty as to which of
the phases the probe is in during the passage from one phase to the
other due to wetting and drying of the optical tip surface. However,
due to the very small size of the fibre optic probe (0.0lmm in
diameter), interference between the probe tip and the discrete phase
interface is thought to be less than that for the resistive probe and
so this effect is less significant. It is also worth mentioning
however that the tip of the fibre optic is prone to contamination with
impurities in the flow which will alter the levels of the reflected

infa-red signal. Therefore regular and careful cleaning of the probe

tip must be carried out using an ultrasonic bath,

2.2.3 Local void fraction measurements using hot-wire/film anemometry

One of the latest techniques has been developed by Farrar &
Bruun [1989] in which hot-film anemometry is used to measure the local
void fraction a; in vertical bubbly two-phase oil/water and air/water
flows. The use of hot-wires/films in two-phase flow is not new (see
Hsu et al [1963] and Delhaye [1969]), however Farrar & Bruun have

developed a technique to interpret the signal from a cylindrical

hot-film as it interacts with discrete spherical bubbles.

Farrar and Bruun {[1989] showed theoretically how the output
signal from a hot-film anemometer would vary as a discrete bubble
interacts with a small cylindrical hot-film probe for air in water and

oil in water. The theoretical results were compared with experiments

using high speed photography and hot-film anemometry and were found to

be in good agreement.
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A hot-film anemometer is basically a constant temperature
device, i.e. the probe is held at constant temperature. The current
needed to heat the film probe and keep it at a constant temperature
will depend upon the heat transfer properties of the fluid in contact
with the probe, and the velocity of this fluid. By calibration of the

probe under known conditions the current supplied to the probe can be

related to the flow conditions.

Consider a typical signal from a hot-film probe positioned in a
two-phase flow, as shown in figure 2.7, each of the large U shaped
dips in the signal is associated with a bubble being cut by the
hot-film probe. Now consider one of these dips in the signal more

carefully, four points can be identified on the signal and can be

related to discrete events in the interaction of a bubble with the

hot-film probe.

(A) This is the point at which the bubble makes contact with

the cylindrical hot-film probe.

(B) At this point the rear of the bubble reaches the cylindrical
hot-film probe.

(C) This point is associated with the dyna$ic overshoot due to
the formation of a meniscus around the sensor.

(D) This point represents the position in the signal where the

effect of the bubble has passed and the probe reflects

the contribution to the signal of the continuous phase only.

From this analysis of the signal it can be seen that the only
portion of the signal that needs to be considered to evaluate the
local void fraction a; is the portion of the signal AB. Therefore the

local void fraction a; can be calculated from equation 2.6 as
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)fAt AB

ay = 2.6

tt

where t¢ is a suitably long period of time.

It is also worth mentioning that Farrar & Bruun's interpretation
of a hot-film signal in a bubbly two-phase flow can be used to obtain

much more information than just the local void fraction. Information

such as distribution in cut cord bubble diameters, turbulent intensity
of the continuous phase and bubble velocity can also be evaluated

(although there is some question to the accuracy of the bubble

velocity).

2.3 Objective flow regime identification in vertical two-phase flow

In a number of research programmes, flow regime identification
has been made by visual observations through transparent pipes or

ducts. Unfortunately this method of flow regime identification is

subjective, and is (impractical in many industrial situations,
including downhole fl‘ow conditions. A number of alternative
techniques have been proposed which objectively discriminate between
flow regimes and attempts have been made to produce flow regime maps
based on the results obtained by these techniques, as shown in figure
2.8. The majority of the techniques employ statistical analyses of

fluctuations in the average gas void fraction a as a basis for

discrimination between flow regimes in opaque pipes and ducts.

Jones and Zuber [1975] used a fast response linearised X-ray
void fraction measurement system to discriminate between flow regimes

in air/water flows with mixture velocities up to 37m/s in a vertical
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rectangular channel 5mm deep by 63.5mm wide. They demonstrated that
by analysing the shape of the probability density function (PDF)
produced by fluctuations in the average gas void fraction «, three
flow regimes, namely bubbly, slug, and annular, could be
distinguished. Each flow regime was shown to have a distinct shape to
its respective PDF. Bubbly two-phase flows have a single-peaked PDF
at low average gas void fractions (figure 2.9a), annular flows exhibit
a single-peaked PDF at high average gas void fractions (figure 2.9b)
and slug flows have a twin-peaked PDF with peaks at high and low

average gas void fractions (figure 2.9c). However, Jones and Zuber's

technique showed some limitions in distinguishing flow regimes

especially at the transitional boundaries and at higher mixture

velocities.

Sekoguchi et al [1987], using a constant current probe method
for cross-sectional mean void fraction measurement (see Sekoguchi
[1983]), discriminate between six different flow regimes which they
name as bubbly, cap-bubble, plug, froth (F,, F,) and annular. Thelir
experiments were carried out in a 26mm diameter transparent pipe
containing vertically upward two-phase air/water mixture over a range

of superficial gas and liquid velocities up to 30m/s and 1.3m/s,

respectively.

The technique adopted by Sekoguchi et al [1987] involved
selecting six typical void fraction signals, one for each of the flow
regimes. These were digitally compared at a sampling frequency of
approximately 100Hz to the measured signals from the flowing two-phase
mixture using an autoregressive model adapted from previous worlf by
the authors in the areas of voice-recognition (Kashap [1978]) and the

analysis of human brain-waves (Inoue [1983]). When combining the flow
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pattern recognition method with an evaluation of the cross-sectional
and time averaged void fractions, an 80% success rate in

discriminating between the six flow regimes was reported.

Wang et al [1988] identifies four flow regimes in a vertically
upward air/water two-phase flow within a 24mm diameter transparent

acrylic pipe by analysing the frequency spectra from a single solar

cell illuminated diametrically across the transparent pipe by a D.C.
light source. The output from the solar cell is low-pass filtered at
S0Hz prior to being amplified and sampled at a frequency of 100Hz by a
12 bit analogue to digital converter connected to a microcomputer.
The criteria used to identify each flow regime are as follows.

Bubbly flow - The solar 'cell detects: bubbles as high frequency low
amplitude fluctuations. Therefore, the contribution of high frequency
components In the frequency spectra is more prominent when compared
with other flow regimes.

Slug flow - The solar cell detects slug flows as basically a square
wave., This is represented in the frequency spectra by a single peak

in the low frequency range that is associated with the fundamental

frequency of the slug flow, and high frequency components are nearly

negligible in comparison.,

Churn flow - Churn flow is regarded as a transition between slug flow
and annular flow and the solar cell detects both high frequency
fluctuations caused by bubbles and low frequency slugs. Therefore,
the frequency spectra contains both high and low frequency components.
However, it is -reported that .the 1low frequency components are
dominant, which makes it difficult to distinguish churn flow from slug
flow.

Annular flow - The solar cell detects annular flow as low frequency

interfacial liquid waves with high frequency droplets entrained in the
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gas phase. The combination of these effects produce so-called middle

frequency components in the spectra.

Wang et al report that by applying the above frequency spectra
based criteria 76% of flows are identified correctly if churn flows
are included. However if churn flow is ignored then recognition
success rates are increased to 88%. When the average gas void
fraction a is considered in conjunction with the frequency spectra

data, an 83% success rate is achieved with churn flow included and 96%

success rate if churn flow is neglected.

2.3.1 Flow regime jdentification using pressure fluctuations

Very few attempts have been made to investigate pressure
fluctuations in a two-phase flow. In one of the earliest
investigations, by Nishikawa et al [1969], a detailed study using five
static strain gauge pressure transducers connected to tappings at 0.1,
0.25, 0.5, and Im intervals from the first tapping in a transparent
26mm smooth bore pipe w;as made. The data from these five channels
were recorded simultaneously on oscillograph paper and at a later
stage 540 points per channel were digitised and analysed. From the
digitised pressure transducer signals, recorded for various flow
conditions, the standard deviation, characteristic length of the
autocorrelation, probability distribution, and spectral densities were
calculated. Based on the statistical data obtained from the
fluctuations in static pressure and visual observations in the four
flow regimes, namely bubbly, slug, froth and annular, Nishikawa et al
[1969] claims that each flow regime corresponds to a particular set of

statistical properties. However, in the transitional area between
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flow regimes it is difficult to draw any conclusions.

In the bubbly flow regime, Nishikawa et al concluded that the
shape of the probability distribution roughl& represents a normal
distribution, see figure 2.10, and the values of both standard
deviation and characteristic autocorrelation length scale are small.
The spectral density of bubbly two-phase flow was found to exhibit

peaks at lower frequencies than those associated with the passage of
individual bubbles. - .It was concluded that these low frequency peaks

were associated with dense and sparse clouds of bubbles travelling

along the pipe periodically.

In most cases of slug and froth flow, Nishikawa et al found that
the probability distribution was no longer normal - in shape but
exhibited twin peaks. Furthermore, the standard deviation and
characteristic length of the pressure signals are much larger than
those found in the bubbly . flow regime. The .spectral densities of
static pressures pulsations in both slug and froth flow were found to

be periodic at very low frequencies,

In annular flow, the probability distribution . equates
approximately to. a normal distribution, similar to that found in the
bubbly flow regime, which would suggest the existence of random
pressure fluctuations., The values of standard deviation and

characteristic length are also small, as in the bubbly flow regime.

From the results of this investigation it would appear difficult
to discriminate between the bubbly and annular flow regimes. However,
Nishikawa et al concluded that further investigations of these and

other statistical properties would lead to an objective discriminatijon
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technique for flow regime identification. It should be noted,
however, that these conclusions were based on measurements of static
pressure signals and that the disturbances causing the pressure

signals monitored by Nishikawa et al may originate from anywhere in

the apparatus,

Tutu [1982], using an air/water flow loop with a constant liquid

head, investigated the possibility of using the fluctuations in static
and differential wall pressures as a means of flow pattern

recognition. The experimental test section was approximately 2.5m

long with an internal diameter D of 52.2mm. Tutu recognised some of
the problems affecting the measurements of static pressure
fluctuations, such as pump induced pressure pulses, vibration through
pipes and pressure pulses due to bubble formation., He attempted to
reduce, and: hopefully eliminate, these effects by giving careful
consideration to the design of the flow loop. The design features
included the installation of flexible coupling to 'isolate the test
section from pump vibrations, air being introduced to the flow through
a porous plate some distance upstream of the measurement section so as
to reduce the magnitude of any pressure pulses caused by bubble
formation. In the experimental test section, two Endevco model 8506-5

piezoresistive pressure transducers with a resonant frequency of 65KHz

were separated axially by D/2 and flush mounted with the inside pipe

wall along the same vertical axis.

Tutu, like Nishikawa et al [1969], also made static pressure
measurements p, and p, from upstream and down-stream pressure
transducers, respectively, and recorded the results on magnetic tape
that has a response frequency range from DC to SKHz. However, unlike

Nishikawa et al [1969], the two static pressure signals were also
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subtracted using an analogue ‘'difference' circuit to obtain the

differential pressure p,, = (p,-p,), which was also recorded.
Unfortunately, an analogue subtraction technique is very susceptible

to electrical noise. Therefore Tutu used a 1.6KHz low pass filter
with a drop off of 24 dB per octave to reduce electrical noise and

prevent aliasing when digitising the signals at a sampling frequency

of 3.2KHz.

The data analysis performed evaluated and plotted the PDF,
skewness factor and flatness factor of p,, for each set of data.

Using a discrimination technique based on the skewness and ‘flatness
factors, Tutu claims that various flow regimes can be objectively
identified for vertical two-phase gas liquid flows using a single
differential pressure signal. In bubbly, vertically upward air/water
two-phase flow he observed that the PDF exhibits a single peak centred
approximately around the position of the average gas void fraction ¢,
with -skewness and flatness factors of the order of 0.2 and 6

respectively (Equation 1.4 is used to calculate a with Fp set to

Zero).

Matsui [1984]) investigated the statistical properties of

differential pressures measured by four static piezoresistive pressure
transducers placed in pairs with an axial separation of D/2, where the
internal pipe diameter D is given as 22mm. Each pair of transducers
are separated axially by 200mm, as shown in figure 2.11, and mounted
as near flush as possible with the 1{internal diameter of the

transparent pipe. The working fluids were nitrogen gas and water.

The four static pressure signals were amplified using a DC

amplifier, with a frequency response of 10KHz, to a suitable level
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p}ior to being low-pass filtered at 20Hz to remove the effects of high
frequency disturbances. These signals were then sampled by a 12 bit
A/D converter every 10 msec. The differential pressure signals were
obtained by subtracting the static pressure signals digitally, unlike
Tutu [1982] who used analogue techniques, to obtain Ap =(p,-P,).

App=(P3-P4)+ Apc=(pP,-P;) and 4pq=(p,-P,4), Wwhere p,, p,, p; and p, are

the static pressure signals from the four transducers, as shown in
figure 2.11. Ap, and Apy, are referred to by Matsui as the radius or
'R' scales, Ap, and Apy are referred to as the -long or 'L' scales.
The 'R' and 'L' scales are simply used to distinguish between the two
different transducer separation distances when calculating
differential pressures, the separation distances being 1lmm for the

'R' scales and 200mm for the 'L' scales.

Matsui evaluated the probability density functions, cross
correlations, variances, and mean values for both the 'R' and 'L’
scales for six flow regimes, bubbly, spherical-cap bubbles, slug,
froth, annular, and mist flows. Results obtained in the bubbly flow

regime for fluctuations in differential pressures over the shorter 'R’

scale, Ap, and Apy, show PDFs to have a near normal type distribution
with a single peak centred at a point approximately equal to the
average gas void fraction a, which is consistent with Tutu [1982] who
used a similar axial transducer spacing. Matsui also found that flow
regimes can be identified using the much longer 'L' scale, and in

general it was found that the PDFs associated with differential
pressure measurements over the 'L' scale, Ap, and Ap4j, are more peaked
than those obtained from either the 'R' scale or Tutu's results. The
variance in the bubbly flow regime of Ap, was quoted as being very

small, and in the spherical-cap bubble flow regime it was reported as

being of the order of ten times larger.
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Flow regime maps have been produced by many researchers from
visual observations of flow regimes for known superficial gas and
liquid velocities. King et al [1988], however, developed a technique
using an optimising autoregressive moving average (ARMA) model of
static and differential pressure signals, and produced a Taitel-type
flow regime map as shown in figure 2.12, Experiments were carried out

for air/water flows ranging from 1 - 390L/min and 10 - 190L/min
respectively in a 6m long 24mm internal diameter transparent pipe.
Two Ohkura model PT3000 pressure transmitters were mounted in the wall
of the test section 1.5m apart and 4m down-stream of the inlet. The

outputs from the pressure transmitters are reported to have pulsation
frequencies below 35Hz. The signals are therefore filtered through a
35Hz low pass filter to reject noise and then amplified to a suitable

level using a DC amplifier. The differential pressure signal Iis
obtained by analogue subtraction of the two filtered and amplified
static pressure signals. The two static pressure signals and the
differential pressure signal are then sampled at 100Hz by the analogue

to digital converter of an IBM PC/XT computer. The average gas void

fraction a was evaluated using the quick closing valve technique (see

section 2.1.1),

" Data collected from their experiments was used in a computer
algorithm developed by King et al to evaluate the so called 'dynamic
signature' of six flow regimes they labelled as spherical bubbly flow,
bubbly flow, high-velocity bubbly flow, slug flow, churn flow and
annular flow. The dynamic signatures of known two-phase flow regimes
are then used as comparisons for measured pressure fluctuations in
unknown two-phase flows. Using their technique they claim an 85%

success rate in flow regime recognition, however, at the transition

boundaries, flow regime identification is less accurate.
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All of these investigations into flow regime identification were

based on the direct measurement of the static pressures. The
differential pressure fluctuations, which were used as a means of
discriminating between flow regimes, were obtained by the subtraction
of static pressure signals either using analogue electronics or
digital techniques. However, this approach is very susceptible to

errors creeping into the differential pressure signals through a

number of sources such as, unmatched transducers and electronics for
both static and dynamic measurements, and from electronic noise.
Matsui [1984], and other authors, have made references to low-pass
filtering of the pressure signals, which indicates that problems -have

been -encountered in this approach to differential pressure

measurements.,

During the literature survey no reference was found to the
measurement of differential pressures using a differential pressure
transducer. A single differential pressure transducer requires none
of the expensive matched electronics associated with the subtraction
methods described previously and should provide a true measurement of

the difference in pressures at two points in the flow. In this study

both methods will be investigated and evaluated for their suitability

for use downhole (see chapter §5).

2.4 Measurement of the dispersed gas or bubble velocity in

vertically upward bubbly two-phase flow .

Cross correlation has been used for many years as a statistical
technique for measuring the time of flight between two sensors a Kknown

distance apart (see, for example, Butterfield et al [1961]). Beck &
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Plaskowski [1987] have extensively covered the theoretical and

practical aspects of cross correlation in their book entitled 'Cross
Correlation Flowmeters - their Design and Application'. Nevertheless,

a brief summary of statistical techniques used in the analysis of

random data is given below.

2.4.1 Basic principles of random data analysis

Any turbulent flow, whether it is single or multi-phase, 1is

considered to be random in its nature. A particular type of random
process in which the statistical properties observed in any interval
of time are the same as those in any other interval of time is called
a 'stationary' random process. Fluctuating differentjal pressure
signals produced by fully developed vertically upward bubbly two-phase
flow are considered to be stationary random signals (see, for example,
Lance & Bataille [1991]). They can also be considered to be 'ergodic'
random signals, which means that the statistical parameters of the
signal e.g. the mean and autocorrelation, evaluated by taking time

averages over a single long recording time will be the same as those

evaluated by taking ensemble averages.

The statistical parameters used to describe a stationary ergodic

random signal x(t) are as follows.

(i) The mean mean square (2 root mean square (RMS

variance (o) and standard deviation (SD)

The mean value, or the first moment, g of a random signal is the

average of the instantaneous values of that signal, and is defined as
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p= lim — x(t) dt 2.7
T>o T

The mean square value ¥2 of a random signal is the average of

the squared values of the signal x(t) and 'is defined as

V2 = |im — x2(t) dt 2.8
T T

The root mean square value RMS of a signal is the positive

square root of the mean square value V2,

The variance o is the mean square value about the mean. This is
éffectively the mean square value of the AC component of the signal

and hence is not affected by any DC offset:

T
1

g2 = lim — (x(t) - u)? dt 2.9
Too T

The standard deviation SD is the positive square root of the

variance o2,

(ii) The autocorrelation R,.(7)

The autocorrelation function Ry,(7) of a random data signal x(t)

describes the general dependence of data values at time t on the data

value at time (t+7). It can be calculated as the time averaged

product of the instantaneous values separated by the time {interval 7

as shown in figure 2.13 and described by equation 2.10:
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T
1

Ryy(7) = lim — x(t) x(t+7) dt 2.10
T T

It can be seen from equation 2.10 that the autocorrelation is

obtained by averaging the instantaneous product of the two values x(t)
and x(t+r) over a time period T which approaches infinity. However,

in practice the observation time T must be finite, i.e.

T
1

Ry (7) = - x(t) x(t+7) dt 2.11
T

The length of the finite sampling time T is determined by the highest
and lowest frequency components of the signal that is to be sampled.
Nyquist sampling theory for a sequence of N samples, taken at regular
time intervals t, states that the frequency resolution is equal to
1/Nt and the number of frequency components is N/2+1, therefore t |is
set by the highest frequency component to be sampled i.e. there must
be at least two samples for each cycle of the highest frequency
component. Furthermore the number of samples N in a given record must
contain at least one coﬁplete cycle of the lowest frequency component
of the signhal* to be sampled. The minimum length of the finite

sampling time T is therefore given by Nt, however in practice it is

usually many times larger than given by Nt.

The autocorrelation R,,(7) can also be shown to be a real-valued

even function of 7 with a maximum at r=0, therefore

Ry (7) = Ryy(-7) 2.12

Ryx(0) > IRy (7)1 for all 7 2.13

g by I



Since equation 2.13 is true for all 7 a normalised correlation

coefficient p,,(7) is often quoted, where

Rxx(7) 2.14

Pxx(f) -
Ryx(0)
Another important characteristic of the autocorrelation is that

at 7=0 the autocorrelation equals the mean square value of the signal

x(t):

Ryy(0) = V2 2.15
and if the signal x(t) has no periodic component then

po= (Ryx(®))? ' 2.16
(iii) The cross correlation nyill

The cross correlation function of two sets of stationary ergodic
random data signals describes the general dependency of the values of
one data set on another, as shown in figure 2.14, The cross

correlation function ny(r) of two signals x(t) and y(t) is defined by

T
1

Ryy(7) = lim — X(t) y(t+7r) dt 2.17
T T

However, in practice a finite value of T is used as in equation 2.11

for Ryy(7), therefore

T
1

ny(f) - x(t) y(t+7) dt 2.18
T
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If the two stationary random ergodic signals were identical,
then the cross correlation function would equal the autocorrelation
function. However this is seldom the case in practice since the

source of the two signals often varies with time (see section 6.2),.

It can be shown that

(Rxx(0) Ryy(0))% 5 IRyy(7) | 2.19

Equation 2.19 1is also true for all 7, and a normalised cross

correlation coefficient, pxy(f), is defined by

(1) Pry () 2.20
P L e EEEE—— v
i ) (Rxx(o) Ryy(o))%

2.4.2 Previous research into cross correlation as a means of

measuring the area averaged dispersed phase velocity

Many techniques of measuring the area averaged dispersed gas

velocity in two-phase flow have been explored. Much of this research

has come about as an extension to the development of void fraction
measurement systems. It has been well reported that when measuring

average gas void fractions, there are always fluctuations caused by

the turbulent nature of a two-phase flow.

Consider two void fraction sensors placed an axial distance Az
apart as shown in figure 2.15. If we examine the slug flow regime,

when a slug of gas passes a sensor, there will be a dramatic change in

void fraction from zero to nearly one. By cross correlating the two

void fraction signals over a suitable length of time T, the time taken

for a gas slug to travel the distance Az can be calculated, and hence

the dispersed phase velocity can be evaluated. This method is
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probably best suited to the slug flow regime.

However, the correlation method of area averaged dispersed phase
velocity measurement has been used in conjunction with many void
fraction measurement techniques e.g. impedance, capacitance,
ultrasonics and pressure fluctuations, for various flow regimes.
Matthes, Riebold, and De Cooman [1970]) in vertically upward air/water
bubbly two-phase flow, used two laser light beams approximately lmm in

diameter axially separated by one pipe diameter D, where D is the

inside diameter of the glass test section (D=10mm). The laser light

beams were positioned diametrically opposite two photodiodes. As
bubbles passed through the light beams the intensity of light detected
by the photodiodes fluctuated due to the scattering of the light beam
caused by the bubbles. Cross correlation of the photodiode signals
produced very repeatable initial results over a range of gas and

liquid volume flow rates of 20 - 100L/hour and 300 - 600L/hour

respectively.

Olszowski et al [1976] cross correlated the outputs from two
piezoelectric ultrasonic receivers separated by a distance [, which in

this case is equal to one pipe diameter (D=50.8mm). The ultrasonic

receivers were excited by two separate parallel ultrasonic beams
transmitted through the wall of the test section diametrically
opposite the receivers. The ultrasonic beams are modulated by
acoustic impedance changes within the moving two-phase flow.
Experiments were carried out in vertical air/water two-phase flow with
homogeneous mixture velocities V_,, where V, is defined as the total
volume flow rate divided by the cross-sectional area of the test

section, in the range of 1.6 - 4,1m/s, and average gas void fractions

a up to 43%. Cross correlation of the two ultrasonic receivers
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produced, after suitable amplification, a transit time t; for the
fluid flowing between the two transducers. From this the homogeneous
mixture velocity was calculated as V, = [/ty, which matched the actual
mixture velocity with a maximum error of :10%. An important point to
be noted from their work is that a pseudo-homogeneous dispersed flow,
such as bubbly two-phase flow, retains an almost frozen flow pattern

identity for at least one pipe diameter.

Ong [1975]), wusing wultrasonic transducers, 1investigated the
standard error €(r) of the transit time cross correlation measurement,

which is defined below as the squareroot of the normalised variance,

var(r)

e(r) = 2.21

T2

as functions of the signal bandwidth B, the correlation integration
time T and the normalised cross correlation coefficient ny(‘f). from

which the following relationship was developed:

K,

e(r) = — [1 + (I/ny(f))zlo's 2.22
B1.5 TO.5

where k, is a constant,

The volume flow rate V obtained wusing a cross correlation

flowmeter, by measurement of the transit time 7, will be of the form
V=k,(l/T) A 2.23

where | is the transducer separation distance, A the pipe

cross-sectional area, and k, a calibration constant. Oong shows that

standard



error in volume flow rate e¢(V) is related to €¢(7) by
e(V) « e(r)/1 2.24

Ong suggests that since the error in the measured volume flow

rate decays as | increases, then the standard error e(r) increases in
a non-linear way as the length [ increases. Equation 2.24 shows that

increasing [ can reduce the error in volume flow rate measurement.

Therefore, a short transducer separation distance [ results in a short
transit time 7 and a large value of e€(r), while an excessively long
separation distance [, results in poor correlation of signals.
Experiments carried out by Ong suggest that there is an optimum range
for the transducer separation distance [ of between one and six pipe
diameters. The way in which the cross correlation function decays as
|l is increased is shown in figure 2.16a, and the corresponding way in
which the standard error varies is shown in figure 2.16b. These.

results are for water flow in a pipe of diameter 25.4mm and mean

velocity of 4.2m/s and were obtained by using ultrasonic transducers

with a bandwidth of 1-5KHz and an integration time T of 20 seconds.
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Using pulsed ultrasound transducers, Xu [1986] obtained, on
average, 82% - 85% accuracy in measuring the dispersed gas velocity of
air/water bubbly two-phase flows. He also claimed that under certain

flow conditions it was possible to determine the continuous phase

velocity from the cross correlogranm.

Bernier [1981]) wused impedance sensors to measure the area
averaged gas velocity in the bubbly flow regime. He found tthat the
dispersed phase velocity measured by cross correlation techniques was
always much lower than the actual area averaged gas velocity. He
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concludes that he was measuring the slower moving, large scale

structures in the flow known as kinematic waves.

Kinematic waves (see Lighthill & Whitham ([1955]) are waves
within a flowing fluid travelling slower than the area averaged
velocity of the fluid. In vertical bubbly two-phase flow, bubbles
travelling at a terminal velocity greater than the kinematic wave

propagation speed, on reaching the rear of the kinematic wave slow

down. After travelling through the wave the bubbles accelerate until

they reach their terminal velocity once again. The effect of reducing

the bubble velocity at the kinematic wave (interface causes a
concentration in void fraction, hence kinematic waves also cause dense

and sparse regions of void gas fraction within bubbly two-phase flow,

Hammer ([1983) and Lucas [1987] both wused capacitance void
fraction sensors, and found, in contradiction to Bernier's work, that
the cross correlation dispersed phase velocity was always higher than

the actual area averaged gas velocity. Lucas, using sensors separated

by 2 pipe diameters (160mm), suggests that his capacitance void

fraction sensors may be more sensitive to the relatively large, faster

moving bubbles within the flow.

2.4.3 Use of pressure fluctuations in the measurement of the

dispersed phase velocity

Naturally occurring pressure fluctuations in a two-phase flow
may be caused by any disturbance in the flow. In the vertically

upward bubbly flow regime, phases of different densities travel at

different velocities along random paths causing fluctuations in
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pressure. These are -combined with fluctuations in the effective
density of the fluid due to variations in local average gas void
fractions, pressure fluctuations caused by the turbulent wake behind a

bubble and the background tutbulence present in the continuous phase.
Since pressure fluctuations - are generally associated with the
dispersed phase velocity, cross correlating two fluctuating pressure

signals may result in a transit time 7 that i{s associated with the

velocity of the dispersed phase.

As reported in section 2.3.1, Matsui [1984] investigated the

s_tatistical properties of differential pressures fluctuations. He
also cross correlated the differential pressures Ap, and App as shown
in figure 2.11 for the spherical cap bubble flow regime. The position
of the temporal delay peak in the cross correlation was assumed to
correspond to the time of flight of the dispersed phase and the
corresponding gas rise velocity was evaluated as 0.37m/s. This
compares well with the average rise velocity measured from serial

photographs of 0.36m/s. However, he ©produced no corresponding

correlation results for the bubbly flow regime.

In this study naturally occurring pressure fluctuations within a
vertically upward bubbly air/water two-phase pipe flow are monitored
bSr two differential pressure transducers which are separated by a
short axial distance [ along the pipe. These differential pressure
signals APy and APpg are related to each other since they are generated

by the same basic source (the bubbly two-phase flow) and through auto

and cross correlations of these pressure signals the velocity of the

convected disturbances within the two-phase flow can be evaluated.

Convected disturbances within the bubbly two-phase

flow will be primarily generated by passage of the dispersed bubbly
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phase through the continuous phase, therefore it follows that the
convected disturbance velocity of the naturally occurring pressure
f‘luctuations evaluated by correlation techniques will reflect the
velocity of the dispersed phase. In this thesis theoretical and
experimental studies of naturally occurring pressure fluctuations are
carried out with the aim of forming a novel non-intrusive dispersed

phase velocity monitoring technique that meets the requirements of the

oil industry for use downhole.
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UPPER VALVE IN
CLOSED POSITION

— ————— — LOWER VALVE IN
OPEN POSITION

Figure 2.1 Illustration of the quick closing valve technique used



pipe wall;
liquid phase.~—

Figure 2.2a  Schematic diagram of the radiation absorption technique
illustrating a hypothetical flow pattern put forward by
Petrick & Swanson [1958] in which the gas and liquid
phases are arranged perpendicular to the collimated

beam of radiation

Figure 2.2b  Schematic diagram of the radiation absorption technique

illustrating a hypothetical flow pattern put forward by
Petrick & Swanson [1958] in which the gas and liquid

phases are arranged in layers parallel to the collimated

beam of radiation (pseudo slug flow)
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Figure 2.4 Principle of local void fraction measurement
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Figure 2.5 Illustration of the resistance probe technique used

to measure local void fractions
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Figure 2.6 Fibre optic probe as used by Lance & Bataille {1991]

to measure local void fractions
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Figure 2.7
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Typical signal from a hot-film probe positioned in

a two-phase flow when interacting with a discrete

bubble
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Figure 2.8 Typical flow regime map produced by objectively

discriminating between flow regimes
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Figure 2.9a

Figure 2.9b

Figure 2.9c
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Figure 2.10
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Probability density distribution produced by
Nishikawa [1969] of the static pressure fluctuations

in vertically upward bubbly two-phase flow within a

circular pipe
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Figure 2.11 Pressure transducer arrangement used by Matsui [1984]
in his investigation into flow regime identification

using the naturally occuring pressure fluctuations

within a two-phase flow
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Figure 2.16a Decay of the cross correlation coefficient Pxy(7) as
a function of transducer separation distance [ in
experiments carried out by Ong [1975] using a

pair of ultrasonic transducers
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Figure 2.16b Variation in standard error ¢(7r) (defined by Ong [1975])

as a function of transducer separation distance I
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CHAPTER 3 - DESICN AND CONSTRUCTION OF THE EXPERIMENTAL

VERTICAL TWO-PHASE FLOW LOOP

apce sSumma

This chapter describes the construction and instrumentation used

in the air/water two-phase flow loop built for this project. The

basic design requirements of the flow loop and the components used are
described in sections 3.1 and 3.2. The techniques and instrumentation
used for the measurements of the superficial gas and liquid velocities
and the related details of the calibration procedures are given in

section 3.3. Finally section 3.4 outlines the Proportional + Integral
+ Differential (PID) controller used to control the conditions in the

flow loop whilst experiments were carried out,
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3.1 Design and general description of the air/water
"~ two-phase flow loop

Figure 3.1 shows a schematic diagram of the flow loop used in

this investigation. The main components of the apparatus comprise a
pipe work loop, air/water separation tank, centrifugal water pump, air
injector and the instrumentation used for measuring and controlling

the mass flow rates of the two immiscible fluids prior to mixing.

The operation of the flow loop is as follows. Water leaving the
separation tank passes through a filter and enters the centrifugal
pump. The pump rotor speed can be adjusted by means of a three phase
thyristor controller, which determines the flow rate of water through
the test section. On exit from the pump water flows through a turbine
flowmeter which is used to monitor the volume flow rate of water
through the test section. A short distance down-stream of the
flowmeter the water turns through a sharp 909 bend and starts to flow
vertically upward.: This turning will introduce a rotational component
in its velocity about the axis of flow. To eliminate this, the water

passes through a flow straightener prior to air injection and mixing.

Bubbles are formed when air is introduced through a number of

small orifices by means of a "spoked wheel" type air injector with

holes of the order of 0.5 mm in diameter along each of the spokes.
The air is.supplied to the apparatus by a 14 cubic feet per minute, 10
Bar air compressor and regulated to maintain a constant supply
pressure of approximately 1.5 Bar. The flow of air into the air/water

mixer is regulated by means of a computer controlled needle valve and

the mass flow rate of air entering the flow loop is monitored by an

orifice plate meter.
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The two immiscible phases form a pseudo-homogeneous flow of
bubbles of one phase suspended in the second phase during the passage
through a contraction unit prior to entering the vertical test section
where the experimental studies are carried out. The contraction was
d;signed by the method of Whitehead et al [1951], which gives a rapid

change in cross-sectional area with a small adverse pressure gradient

and produces a near uniform velocity profile in the test section.

On leaving the test section the air/water mixture is delivered

to the separation tank via the return pipe, where the two phases
separate naturally with the air being exhausted to the atmosphere and

the water recirculated.

3.2 Structural construction details of the ajr/water flow loop

The structural framework of the flow loop was made from Unistrut
P2000, which is made from zinc plated steel and rolled into a 'U'

cross-section, and so offers good structural rigidity along with easy

assembly and dis-assembly, as requirements change.

The nominal pipe diameters of each section are given in figure
3.2, The majority of the pipe work is manufactured from '‘UPVC', the
exceptions being the test section and the contraction which are
manufactured from centrifugally cast transparent acrylic plastic, and
fibre glass mat impregnated with resin respectively. The contraction

reduces a 6" nominal bore pipe to a 3" nominal bore pipe through a

smooth curve.

The water flow straightener is constructed from a bundle of
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plastic drinking straws of approximately 250 mm long with an internal
diameter of approximately 3 mm. This was positioned in the flow
upstream of the air injector and covers the entire cross-section of a
6" nominal bore pipe. . The straws are held in position by a
combination of their own friction against the side wall of the pipe

and a fine wire mesh.

3.3 Techniques and instrumentation for the measurements of
superficial gas and liquid velocities

3.3.1 Measurement of the superficial gas velocity

The superficial gas velocity Vsg Is defined as the velocity the
gas would have if it was the only phase present in the two-phase flow,

This quantity can be evaluated using equation 1,1
Vgo = — 1.1

where Vg is the volume flow rate of gas and A is the cross-sectional

area of the pipe.

As stated earlier air {is delivered to the apparatus at a

constant pressure of 1.5 Bar. To control the flow of air going into
the test section, a computer controlled needle valve was specially
designed and constructed as shown in figure 3.3. This uses a stepper
motor to drive- -a .lead screw which actuates linkage to position the
needle, and in so doing controls the volume flow rate of air entering
the test section. The stepper motor is driven via an interface card,
which required two digital inputs from the computer to determine the
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direction and step.

To measure the afr mass flow rate a sharp edged orifice plate
was constructed (see figure 3.4). This was mounted in a machined
housing which was inserted in the air delivery pipe work between the
control valve and the air injector. The<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>