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Abstract

A multi-disciplinary research project has been carried out at the University of Plymouth to design
and develop an Unmanned Surface Vehicle (USV) named Springer. The work presented herein
relates to formulation of a robust, reliable, accurate and adaptable navigation system to enable
springer to undertake various environmental monitoring tasks. Synergistically, sensor
mathematical modelling, fuzzy logic, Multi-Sensor Data Fusion (MSDF), Multi-Model Adaptive
Estimation (MMAE), fault adaptive data acquisition and an user interface system are combined to

enhance the robustness and fault tolerance of the onboard navigation system.

This thesis not only provides a holistic framework but also a concourse of computational
techniques in the design of a fault tolerant navigation system. One of the principle novelties of this
research 1s the use of various fuzzy logic based MSDF algorithms to provide an adaptive heading

angle under various fault situations for Springer. This algorithm adapts the process noise

covariance matrix ( (J) and measurement noise covariance matrix ( R ) in order to address one of

the disadvantages of Kalman filtering. This algorithm has been implemented in Springer in real
ttme and results demonstrate excellent robustness qualities. In addition to the fuzzy logic based
MSDF, a unique MMAE algorithm has been proposed 1n order to provide an alternative approach

to enhance the fault tolerance of the heading angles tor Springer.

To the author's knowledge, the work presented in this thesis suggests a novel way forward in the
development of autonomous navigation system design and, therefore, it is considered that the work
constitutes a contribution to knowledge in this area of study. Also, there are a nhumber of ways In

which the work presented in this thesis can be extended to many other challenging domains.
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Chapter 1

INTRODUCTION

1.1 Motivation

Over the past century the global growth of heavy industry and manufacturing has come
with a dramatic increase in pollution. The adverse consequence of this increase is climate
change. In particular, research carried out in the last decade emphasized the role played
by ocean/water pollution in the prediction of global climate condition (Heal and Kristrom
2002). Therefore, pollutant tracking and environmental surveying have become very impor-
tant issues. However. only 5% of the oceans have been characterized. One obvious reason
1s that the ocean environment is complex which could contain unknown biological, chemi-

cal, and mineral (National Research Council,USA 2003). Hence. the exploration tasks are

extremely difficult, expensive and dangerous for human beings.

In order to explore the unknown ocean environment, in recent years. there has been sig-
nificant progress in the development of Autonomous Underwater Vehicles (AUVs) and
Remotely Operated Vehicles (ROVs), and a number of AUVs and ROVs have been suc-
cessfully implemented 1n offshore industrial. military and commercial areas (Butler and

Hertog 1993, Grifiths et al. 1999. Yoerger et al. 2000, Loebis et al. 2006). However. in
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shallow or inland waters, AUVs and ROVs have limited capabilities for undertaking track-
ng and surveying tasks. Currently, worldwide interest is gathering a pace mto the design
and development of cost effective Unmanned Surface Vehicles (USVs) to undertake survevs

in shallow waters, such as pollutant tracking and hydrographic tasks can be carried out in

a more economical manner than is currently possible.

To date, the USV market in the USA and Europe has grown significantly with several
USVs on the horizon. The US Navy spent $55 million to develop their Spartan USV svsten)
(Tiron 2002), in Portugal, Delfim and Caravela 2000 USVs have been designed in order
to undertake oceanographic research (Dynamical Systems and Ocean Robotics (DSOR)
Laboratory 2000). Whilst in German, the Measuring Dolphin USV has been employed for
shallow water survey missions (Majohr et al. 2000). More details of on-going USV projects
are presented 1n Chapter 2. In the UK research interest in this key area appears mainly
confined to that being undertaken by Corfield (Corfield 2002) who has developed variants
of the Mimir USVs for naval and surveying missions. More details of on-going USVs are
imtroduced in Chapter 2. From the relevant literature, it is clear that there is a widening
technology gult between the UK and other countries in this technologically interesting and
extremely important area of study. Thus developing an USV in the UK cannot only close

the gap in this field but also provide a low cost solution for environment monitoring and

relevant pollutant investigations.

1.1.1 Springer project objectives

The Springer USV project commenced in early 2004 at the University of Plymouth. The
Springer USV is intended to be a mobile, rapidly sampling, remotely operated sensor
platform which can undertake various hydrological surveys, including real time mapping of

pollutant spills, tracking of pollutant spills to their sources. quantification of sharp pollutant

and other scientifically important gradient phenomena.
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The Springer vehicle is easily deployable and can accommodate various requirement with-
out varving the existing pavload. Hence, the Springer can also be used as a test bed plat-
form for othier academic and scientific institutions involved in environmental dat: gather-
ing, sensor and instrumentation technology, control systems engineering and power systenns

based on alternative energy sources. More details of the Springer are introduce in Chapter

3.

1.1.2 Navigation, Guidance and Control (NGC)

Onboard NGC system play a vital role in autonomous vehicle operation. The navigation
system provides information related to the target. The guidance system manipulates the
outputs from the navigation system and by utilizing proper guidance laws generates suitable
trajectories to be followed by the vehicle. The control system is responsible for keeping the
vehicle on course as specified by the guidance processor(Lin 1992). In remotely operated
systems, guidance commands are sent from a ground station by a trained human operator
whilst autonomous vehicles have an onboard guidance processor. A generic block diagram

of a integrated NGC system of a vehicle is depicted 1in Figure 1.1.

- Set T : Vehicle
Guidance hoint Controller —» Vehicle T position

i Navigation I —

Figure 1.1: Navigation, Guidance and Control process

The navigation system is responsible for accurate positioning of the USV., it should be able
to cope with any kind of sensor noise/faults that may occur during an operation. For this

purpose. Multi-Sensor Data kusion (MSDF) algorithms which combines data from various
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onboard sensors and provides the best estimate for the vehicle are alwae used to achieve
intrinsic redundancy. Nlore techniques involved in navigation systems will be presented

throughout the thesis.

The guidance and control system plays a vital role in bringing autonomy to the svstem
and keeping the vehicle on the proper trajectory. A good account of several culdance
laws employed by AUVs have been documented by Naeem et al. (2004). For Springer.
an 1ntelligent tuzzy logic based model predictive controller, a fuzzy logic Linear Quadratic
Gaussian (LQG) controller and LQG with Loop Transfer Recovery (LQR) algorithms have

been implemented (Naeem et al. 2007).

1.2 Aim and objectives of the research

Intelligent multi-sensor navigation system design has recently received a great deal of in-
terest, i particular hybrid MSDF algorithms with Artificial Intelligence (Al) techniques.
However, until now, such an approach has not been employed on modern autonomous ve-
hicles. An intelligent navigation approach must have the ability to learn a process. adapt
1its behaviour in light of process change, store and recall relevant intormation and au-

tonomously improve its performance when required to do so. It is therefore important that

such a system can adapt to register new information.

The overall aim of the thesis is to develop an intelligent navigation system for the Springer
vehicle. This also entails the implementation and cooperation with a guidance and control

system in real time. The main objectives of this research include the onboard navigation

sensor modelling, user interface development , fault tolerant MSDF navigation strategy

design and full scale real time trial and evaluations.

Rroken down as submodules, the objectives of this research are provided as follows:
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o Critically review current autonomous navigation techniques,
Survey current USV projects and analvsis the features of different applications.

Develop a friendly user interface which can allow the user access an onboard NGC

system remotely. Also design a practicable communication manner hetween the NGC

system tor real time trials.

Design a novel fault tolerant fuzzy logic based MSDF system for Springer as an

onboard navigation system.

Design a Multi-Model Adaptive Estimation (MMAE) algorithm as an alternative

navigation solution.

Evaluate the proposed navigation strategy performances in simulations for various

scenarios.

Employ a simulated navigation strategy in the full scale trials, and evaluate the

experimental performance results.

All of the objectives mentioned here will be revisited at the end of the thesis.

1.3 Thesis overview

Accordingly, the thesis is constructed as tollows,

Chapter 2 elaborates upon the related research. technologies and projects relating to the

USVs. This review is sub-divided into two distinct parts, the autonomous navigation

techniques and the details of on-going USV projects. The first part surveys the autonomous

navigation strategies and navigation sensors. Whilst. the second part provides a broad

review on the current military. research and commercial USVs all over the world.




CHAPTER 1. INTRODUCTION §

since there was no previous hardware details of Springer in the literature. it was deemed
necessary to disseminate this information in Chapter 3. The contents includes the hardware
setup. navigation sensor suite, controller and other equipment. The user intepface design 1s

also emphasized. The fault tolerant Data AcQuisition (DAQ) system. data processing and

the data transmitting structure of the NGC system is also included.

Chapter 4 delves into sensor modelling. Clearly. in order to design a proper Kalman filter.
an accurate sensor model must be available. Consequently, a first principle algorithm is used
to derive the model of a Global Positioning System (GPS) , whilst a Svstem Identification

(SI) method is implemented in deriving the models for the onboard compasses.

With the knowledge gained through the aforementioned survey. it was decided that this
research would tocus on the development of an intelligent NMSDF navigation algorithm.
Its mntriguing properties coupled with its strong potential for practical implementation
rendered 1t a worthy topic of research. Hence, Chapter 5 presents the development of
various cascaded Kalman filters combined with fuzzy logic. Also. a fuzzy logic observer
1s designed to offer an observation window for the user in order to tune the fuzzy rules
and membership functions. The fault tolerant capabilities of each algorithm are examined
under different types of sensor fault. As a result, a fuzzy logic based federated Kalman

hlter with adaptive information feedback was selected as an onboard navigation system.

Following the success of the MSDF simulations conducted in Chapter 5, an alternative fault
tolerant multiple sensor navigation approach based on a MMAE algorithm is developed 1n
Chapter 6. Three elemental filters are utilised for each sensor in order to derive an estimate
for the actual state. Then the individual estimates are combined together by using a tuzzy
logic centralised Kalman filter. In the process of the development of this MMAE approach,
the measurement noise covariance matrix (R) and the process covariance matrix (()) are

varying for each elemental filter. The residual and probability simulation results are shown.
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Chapter 7 presents the experimental results from several Springer trials. The experinen-
tal setup is elucidated. A Model Predictive Control (MPC') algorithm is implemented as
the control strategy. and a Federated Kalman Filter (FKF) with and without tuzzy logic

algorithms are implemented. The results demonstrate that the proposed MSDF strategies
perform remarkably well in a real time environment despite the existence of wind /wave

disturbances.

Concluding remarks, a summary of the thesis achievements and recommendations for future

research are presented in Chapter 8.

In addition, Appendix A provides the author’s published work. The features of different
types of USVs are compared in Appendix B. The details of the onboard sensor strings arc

presented in Appendix C, and Appendix D briefly introduces model predictive control and

Genetic Algorithm (GA) based MPC for completeness.

1.4 Contributions of the thesis

The major research contributions of the thesis are seen as:

e Providing an up-to-date comprehensive review of the current autonomous navigation

techniques with special attention to on-going USV projects.

e A user interface which enables the user access and to monitor the vehicle is developed

using LabView.

e Onboard navigation sensor models are developed using first principle and system

identification techniques.

e A novel fuzzy logic MSDE algorithm with fault tolerance is proposed. lo author's

knowledge. this is the first study of an USV implementation of this particular tech-
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mque. Q and R matrices are adapted on-line in order to improve the robustness of

the navigation system.

e A modified NNMAE algorithm is offered as an alternative solution for the navigation

system for the Springer.

From the above it i1s deemed that a contribution to knowledge has been made in the area
of fuzzy logic based federated Kalman filter with adaptive information feed-
back, fault tolerant capability analysis of fuzzy logic based cascaded Kalman
filter, fuzzy logic based MMAE algorithm, adaptive () and R matrices and their

performance analysis, navigation sensor modelling and a fault tolerant user in-

terface.




Chapter 2

RELATED RESEARCH AND

LITERATURE SURVEY

A comprehensive literature review of autonomous navigation systems which have been
widely adopted by autonomous air and marine vehicles is provided in this chapter. Also the
details of navigation strategies, navigation sensors and multi-sensor navigation algorithms
are given. In addition, an in-depth survey of on-going USV projects 1s carried out 1n

this chapter. The features and specifications of different USVs are also summarized and

compared.

2.1 Autonomous navigation

Navigation is the process of accurately determine the position and velocity of a body rel-

Ative to a known reference and to plan and execute the manoeuvres necessary to move

between desired locations (Farrell and Barth 1999). Autonomous navigation means a vehl-

cle can move to a desired destination or along a desired path purposefully without human



CHAPTER 2. RELATED RESEARCH AND LITERATURE SURVEY 10

intervention. The following capabilities for a vehicle are thus required:

e The ability to execute elementary goal achieving actions or reaching a given location:
e ['he ability to react in real time to unexpected events:

o [he ability to form plans that pursue specific goals or avoid undesired situations:

e ['he ability to adapt to changes in the environment.

A navigation system constantly evaluates the vehicle's position, anticipates dangerous sit-
uations well before they arise, and always keeps "ahead of the vehicle” (Farrell and Barth
1999). Methods of navigation have changed throughout history. each new method has

enhanced the vehicle’s ability to complete a voyage safely and expeditiously.

There are four main methods widely used in autonomous navigation, including satellite

navigation, dead reckoning navigation, inertial navigation and multiple sensor navigation

system.

2.1.1 Satellite navigation

Satellite navigation techniques have the advantage that their signals have Line of Sight
(LoS) propagation to almost an entire hemisphere of the Earth. Currently, there are three

satellite navigation systems all over the world:

e NAVigation System with Time And Ranging Global Positioning System (NAVSTAR
GPS). developed and operated by the USA Department of Defense(DoD);

!

o (lobal Orbiting Navigation Satellite System (GLONASS) operated by the Russian

Space Forces:
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e GALILEO developed by the European Union and the European Space Agency.

Among the satellite navigation systems which have been used in real applications. GPS lias
matured rapidly since being fully operated in 1995 (Grewal et al. 2000). The GPS combines
a network of 24 or more satellites which continuously transmit radio signals. containing a
variety of data including time and distance data that can be picked up by anv GPS receiver.
thereby allowing the user to pinpoint their position anywhere on Earth (Farrell and Bartl
1999). For most of GPS, the clock is inaccuracy which result the GPS accuracy degrades
over time. Also signals are often reflected off tall buildings before reaching the receiver. The
signal 1s delayed therefore information provided is inaccurate. The satellite signal could
slow down when 1t passes through inclement weather. As GPS has such disadvantages, for

accurate and tault tolerant navigation system, it still cannot be employed independently.

More details of GPS technique will be introduced in Section 2.1.6.

2.1.2 Dead Reckoning (DR) navigation

east

north

Figure 2.1: Ideal two dimensional DR (Farrell and Barth 1999)

DR navigation was used by Columbus in 1492 on his voyage ot discovery to the New World

(Bowditch 1995). It is the process of estimating the vessel's position when starting trom a
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known position and moving at a known course and speed (Farrell and Barth 1999). Speed

and heading information are two basic measurements for this navigation technique.

In a modern DR navigation system, electronic sensors are used to measure the bodiy-
trame velocity and heading. the navigation-frame velocity and heading are determined at

a high rate. Figure 2.1 describes the ideal two dimensional DR navigation svstem. and the

differential Equations 2.1 gives the details of this approach,

20 cos(b(t))  —sin(p(t)) | | u(t)
¢(t) sin((t)  cos(v() | | o(t)

|
—
[
——
—

Where (n,e) is the north and east position component in a navigation-frame coordinate,
(u,v) is velocity components in the body-frame coordinate, v is the angle between the
north axis in navigation-frame and v axis in the body-frame. Matrix 7 shown in Equation

2.2 is a transformation matrix that converts a vector from the body-frame coordinate to

the navigation-frame coordinate.

b _ cos(y(t)) —sin(y(t)) 2

" sin()(t) cos((t)))

IO
~—

It should be noted that the DR approach described in Equation 2.1 is in an ideal situation.
Whilst in real applications, the sensors and various environmental effects will generate
disturbances which act upon a DR navigation system. As a result the actual DR navigation

system is described in Figure 2.2, and the equation should be changed to include various

system errors as shown in Equation 2.5:
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east
A
—P
north
Figure 2.2: Actual two dimensional DR (Farrell and Barth 1999)
n(t) cos(v(t))  — sin(y(t)) u(t) (2.3)
= X i 2.3
e(t) sin(ip(t) - cos(y(t))) | | 0(t)

Where Ay, Av, Au are the bias terms which assume generated by wind, wave and sensor

measurement errors. And As 1s the scale-factor error.

Assuming v = 0, and Av = —v, Equation 2.3 is simplified to Equation 2.4,
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) | | eos(u®) + 8u(0) = sin(u@) +Ac) || (S0 + 3w |
sin(v(t) + AY(t)) cos((t) + Ay (t)) v(t) + Av(t)

Applying Tavlor’'s Theorem and dropping all errors greater than first order. linear error

differential equations are obtained in Equation 2.5,




An

1 position errors. The initial position errors result in constant position off sets

Ae

for all tuture time. It is worth noting that the errors in position cannot be detected or

corrected without additional sensor.

2.1.3 Inertial navigation

Since 1960s, an advanced navigation technique known as an inertial navigation system
(INS), which consists of a sensor package has been in use in aircraft, ships and submarines.
This type of navigation which is based on Newton’s laws of motion relies on knowing
the initial position, velocity and attitude and thereafter measuring the attitude rates and

accelerations from the sensors without needing any reference from land or other vehicles

(Grewal et al. 2000).

The basic sensors for INS are accelerometers and gyroscopes. The accelerometers provide
measurements of the vehicle’s accelerations along the body-fixed translation axes, and the
vehicle’s position can be calculated easily by using a second order integration with respect
to time. The gyroscopes measure the rates and angular information of rotation. lhe
accuracy of these systems is determined by the sensitivity of their internal components and

the degree of error introduced over time (Lawrence 1998). The general working process ot

INS is depicted in Figure 2.3.

The GPS has superior long-term error performance but poor short-term accuracy. It is not

sufficient for providing position for vehicle navigation system, whilst general INS sensors
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arc sclt-contained and provide high trequency and continuous information. However. the
accelerometers and gyroscopes drift can result in significant misalignments between the
instrument and the Earth referenced frame degrading INS accuracy over time. Owing to
their complementary characteristics, INS is often integrated with GPS. With decreasing
prices in both GPS and INS sensors and processor technologies, this sort of integrated
approach has been used for many autonomous navigation systems in robotics. AU\'s and

autonomous airborne vehicles (AAVs) (Kim et al. 2002. McGhee et al. 1995. Moore et al.
2003).

Y

' Measure the acceleration in the direction of
navigation axes

Y

Remove the bias and scale
eIrors

Y

Measure the acceleration in the direction
of vertical axes

Y

| Subtract the gravity
| (Calculate the local gravity for precise navigation)

' v
I Integrate acceleration over a known time to get
; velocity and distance

Y

Measure the rotation rate

/\s

From gimbaled motion From gyroscope In a
in a stabilized platform strapdown system

e

Compensate for gyro bias
and scale errors

Y

Determine the heading

Y

Compensate for earth rotation

Y

Combine the distance and heading

Y

Update the dead reckoning

|

1

Figure 2.3: INS working process
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2.1.4 Multi-sensor navigation system

Advanced technology brings the navigation system into a new era. the modern navigation
system gathers information from every available source which is measured by different
sensors 1 order to produce more accurate information (Brown and Hwang 1997). For
instance, a compass can determine the direction relative to the local magnetic north, and
the speed log produces accurate information about the speed of the vehicle. Various sensors
provide their own distinguished outputs to provide a navigation solution. Therefore. more
than one sensor 1s involved so as to not only determine the navigation states at a certain time
but also to supply a continuous navigation trajectory. The term., 'multi-sensor navigation
system’, 1s therefore often used. Such systems are typically operated with multi-sensors
referenced to a common platform and synchronized to a common time base (Brooks and
Iyengar 1998). Each sensor contributes its own stream of data and all the data 1s optimally
processed. From the evaluation of this data, the navigation system determines a fix, and

compares that fix with its pre-determined position. The core technique of a multi-sensor

navigation strategy is Multi-Sensor Data Fusion (MSDF).

MSDF is an evolving technology that is concerned with the problem of how to fuse data from

multiple sensors. It has several significant advantages over single source data (Varshney

1997):

e MSDF systems produce accurate information by combing readings from several re-

dundant sensors or different sensors in order to achieve better data interpretation or

improved decision making;:

e MSDF systems will be more clearly insensitive to sensor failures than a system using

a single sensor;

e MSDF is low cost algorithm which uses several inexpensive sensors in a synergistic

manner to provide data that are same or even better than data from much more
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expensive single sensor devices.

As results of all these advantages. MSDI' has been used widelv and successfully in many
fields, such as: onboard navigation, object detection. recognition. identification and classi-
fication, tracking monitoring, and change detection (Shahbazian ¢t al. 2000. Shahbazian cf
al. 1997, Loebis et al. 2003). In particular, it has been successfully applied in autonomous

navigation techniques (Luo et al. 2002).

The sensing process of MSDFE generally proceeds in the following patterns: detection,

pre-processing, fusion and data interpretation (Brooks and Iyengar 1998). The schematic

diagram is shown 1n Figure 2.4.

|
Sensor 1 l » Pre-processing |
Sensor 2 |— -{ Pre-processing
; Fusion > Interpretation

Sensor3 | » Pre-processing

. l | -

I |

l |
Sensor4 | » Pre-processing

Figure 2.4: The schematic diagram of MSDF process

Every sensor must detect some aspect of the state of its environment. 'T'he interaction may,
for example, involve detecting electromagnetic radiation originating from the environment,

recording reflection of radiation emitted by the sensor, or direct physical contact with

obstacles in the environment.

After detection, pre-processing is necessary. Tasks that are generally part of pre-processing

include noise reduction, sensor recalibration, de-skewing individual readings and activities

peculiar to one specific type ot sensor.

When the sensor reading has been pre-processed, it is appropriate to put the data In a
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specified torm. Therefore the readings from several sensors can be fused into a single

reading. This fused reading will be in the same form as the pre-processed data,

After the data from various sensors have been fused, it will be interpreted. The process

of interpretation is task-specific and consists of finding the best fit possible for the data

within the information requirement ot the system.

Among the various estimation algorithms available for MSDF, the Kalman Filter (KF)
based approach has”been applied successfully to many practical problems. particularly
in navigation (Welch and Bishop 2004). The KF uses the statistical characteristics of a
measurement model to determine estimates recursively for the fused data that are optimal
In a statistical sense. If the system can be described by a linear model and both the system
and sensor errors can be modelled as white Gaussian noise, the KF will provide unique
statistically optimal estimates for the fused data. In addition to eliminate the need for
storing the entire past observed data, the KF is computationally more efficient than non-
recursive methods (Kalman 1960). The KF is very powerful in several aspects: 1t supports
estimations of past, present, and even future states, and it can do so even when the precise

nature of the modeled system 1s unknown.

KF has been has been used extensively for data fusion. Simone et al. (2000) proposes
a multi-scale Kalman filter for the fusion of radar images, acquired by different radars
operating with different resolutions. Boucher et al. (2001) use KF tracks the teatures
through data sequences and estimates 3D position. Amditis et al. (2005) utilise a KF

based information fusion system in automotive forward collision warning systems.

More details of KF computation process is introduced in Chapter o.
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2.1.5 Hybrid MSDF

Hybrid MSDF refers to the actual combination of Kalman hltering with other techniques
such as fuzzy logic, Artificial Neural Networks (ANNs) and Genetic Algorithms (GAs)
(Loebis et al. 2004, Chen and Huang 2001, Liu et al. 2003). All the MSDF approaches need
exact knowledge about the sensed environment and sensors, however, in real applications
only certain information is known about the sensed environment and sensors are rarely
perfect. With the rapid growth in MSDF techniques, there is scope for the development

of Kalman filter based MSDF architectures capable of adaptation to changes in the sensed

environment and to deal with sensor faults.

In order to deal with complex problems, fuzzy logic based MSDF techniques have become
the most popular approach. By using fuzzy logic, the uncertainty in sensor readings can be
directly represented in the fusion process by allowing each proposition to be assigned a real
number to indicate its degree of truth (Yan et al. 1995). Furthermore, a fuzzy logic based
adaptive MSDI' has the ability to combine information from different classes of variable by
means of Fuzzy Inference Systems (FISs), so it can solve complex problems using imprecise

mputs from several different sensors and thereby provide approximate solutions.

Three fuzzy logic related adaptive MSDF methods are now briefly presented. Loebis et al.
(2004) used a fuzzy logic based adaptation scheme to cope with a divergence problem which
was caused by insufficient knowledge of a prior: filter statistics. Also GA techniques are

used to choose the fuzzy membership functions for the adaptation scheme. This algorithm

was proposed as a navigation application for an AUV.

Prajitno and Mort (2001) produced a fuzzy model based NSDF algorithm which was ap-
plied in target tracking applications. First the algorithm was used to predict the future
sensor states to validate the measurement data. Then the valid sensor data was used to

oenerate the decision output. and finally a corrector or filter unit provided the final decision
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on the value of the current state based on the current measurement (fused output) and the

predicted state.

Whilst Doyle and Harris (1996) introduced a neuro-fuzzy KF based MSDF method which
was used for real time tracking of obstacles occurring during the flight of a helicopter. Sev-
eral different sensors were used to estimate the location of obstacles around the helicopter.
a B-sphine trained ANN was implemented to construct the dynamic and observation models

of the helicopter. A KF was then deployed to perform state estimation.

2.1.6 Navigation sensors

In various modern navigation techniques, onboard sensors including GPS. magnetic com-
pass, inclinometer, INS instruments and depth/speed sensors etc. are very important for

difterent applications. Among these sensors, the essential sensors are the magnetic compass

and GPS.

Compass

The magnetic compass was developed in China more than seventeen hundred years ago
works on the basis of Earth magnetic field available everywhere, requiring no environmental
modification as compared with other positioning senors (Bells 2000). Currently. the most
commonly used electronic magnetic compass are based on the flux-gate effect, magneto-

inductive effect or Anisotropic Magneto-Resistive(AMR) effect (Brooke 2005).

The flux-gate effect employs two or more small coils of wire around a core of highly per-
meable magnetic material. The idea of a flux gate effect is that when the core is saturated

it essentially disappears and when it’s out of saturation it bends the Earth’s magnetic field

lines which cross the coil. The magnetic change of the core generate a voltage accord-
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Ing to Faraday's law (Brooke 2005). This voltage value will decide the compass s heading
output. Some flux-gate compass systems. for Instance. the KVH C100 flux-gate COIMPAsS

ofters modules incorporating both rate gyros that compensate for errors from acceleration.

as well as inclinometers that provide accurate readings of neading, pitch. and roll (K\'H

[ndustries, Inc. 2004).

T'he magneto-inductive effect sensor simply uses a single winding coil for each axis on a
terromagnetic core that changes permeability within the Earth’s field. The sensor's coil
serves as the inductance element in a L/R relaxation oscillator. The oscillator s frequency
s proportional to the field being measured, and a microprocessor outputs the magnetic field
value which calculates the orientation in the Earth’s field. The PNI's TCM series electronic
compass are based on the magneto-inductive effect. The TCM2 compass combines a two

ax1s mclinometer to measure the tilt and roll. It has simpler design with low operating

power than flux-gate effect sensor(PNI, Co. 2004).

T'he magneto-resistive effect is based on the resistance of element changes due to magnetic
field strength. It is highly sensitive and well adapted for low fields. The Honeywell Magneto-
Resistive (HMR) compass uses three perpendicular sensors and a fluidic tilt sensor to

provide a tilt-compensated heading (Honeywell International, Inc. 2004).

T'he table below shows the comparison of these three electronic compass techniques,

Table 2.1: comparison of electronic compass techniques

Flux-gate effect Magneto-inductive effect AMR effect

Sensibility Low High High
Power consumption High Low Medium
Design Complex Simple Complex

Disturbance tolerance capability Low Low Hi_gh—_
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GPS/DGPS

Every pomt on the surface of the Earth is identified by two sets of numbers called coor-
dinates. These coordinates represent the exact point where a line parallel to the equator,
known as latitude. crosses a line parallel to the polar axis. known as longitude. The GPS

technique employs trilateration which is the algorithm of determining position by measuring

distances to points at a known coordinate (Kennedy 2002).

The GPS includes three major segments:

e the space segment
e the control segment

e the user segment

T'he space segment consists of the GPS satellites. The GPS operational constellation in-
cludes 24 or more satellites approximately positioned in six orbits with 60 degree separation.
T'he orbits are nearly circular with 55 degree inclination relative with the equator. The
radius of the orbits 1s about 26,600 km. This constellation ensues the user located any-
where on the surtace of the Earth can use more than 4 satellites under a clear view of the
sky. The satellites broadcast signal contains data which identifies the satellite and provides

the positioning, timing, ranging data, satellite status and corrected orbit parameters ot the

satellite.

The control segment has responsibility for monitoring and maintaining the space segment.
This includes monitoring the health and status of the satellites and maintaining the satel-
lites in their proper position and function. The control segment includes one master control
station, six remote control stations spread around the globe in longitude and four large

eround antennas. The remote monitor stations keep tracking and gathering code from the
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satellites and transmit this data to the master control station where anv adjustments or

updates needed to upload to the satellites via ground antennas are corrected.

The user segment typically reterred to as a GPS receiver can decode the satellite transimis-

sions to provide the position, velocity and time information to the users.

Differential GPS, or DGPS, uses position corrections to attain greater accuracy by utilizing
two GPS recelvers. One receiver is located in a reference station whose position is a known
point. Another receiver is operated as a mobile receiver. Since the precise location of
the reference station is known, 1t can comparc that position with the signals from the GPS
satellites and thus correct satellite pseudo-range to the true range. Theretore this correction

information can be calculated and transmitted to the mobile receiver in order to remove

most of the satellite signal error and 1mprove accuracy.

Methods of differential correction fall into two broad categories: Local Area Difterential
Correction (LADC) and wide area differential correction (WADC).The LADC can be ac-

complished by:

e using Frequency Modulated (FM) radio stations;
e using United States Coast Guard (USCG) beacon signals;

e using a user purchased base station.

WADC corrects the signal by using the same algorithm as with LADC. Also WADC covers a

much larger area than LADC by implementing stationary satellites (geo-referenced). These
satellites are very similar to television satellites and are not part of the GPS. These geo-

referenced satellites track all the GPS satellites and broadcast the differential corrections

to the users (Shearer et al. 2005).
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2.2 Current USV projects

The discussion that now follows tocuses on a variety of USVs which have been successfully
designed and developed during the past few vears. According to the different purpose of
the vehicles, diverse shapes of the vehicle have been designed. different propulsion svstems

implemented and various sensors combined to supply the data for the NGC svstem.

For most of the USVs reviewed in this section, the simplicity of the launch and recovery
operation is a common characteristic in USV design. Therefore small or medium size hulls

are deployed in the current USVs. Today, USVs have been designed with a number of

different hull types including (Corfield and Young 2006):

e jetski

e Rigid Hull Inflatable Boats (RHIB)
e catamaran

e custom tri-hulls

e patrol craft mono-hulls

The choice of the type of the hull depends on the desired USV operation requirements
and its numbers, types and masses of the onboard payload equipment and sensors. The

flexibility and safety of the manoeuvres are key considerations. Also. cost constraints are

very important.

In this section. USVs are reviewed in three main categories: military applications, academic

research applications and commercial applications.
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2.2.1 Military applications

The first military USV application can be traced back to 1588 when eight unmanned fire
ships were arranged by Howard and Drake to disrupt the Spanish Armada fleet (Roberts
and Sutton 2006). During the World War II, the Canadian Navy tried to develop « torpedo
USV COMOX to lay smoke during the Normandy invasion. Unfortunatelyv, the COMON
was not deployed even though successtul tests were completed (Veers and Bertram 20006).
After the coordinated terrorist suicide attacks by Islamic extremists on the United States
at the 11 September 2001, the USA military launched a global anti-terrorism programime
on December 2001. It 1s aim to expand the line of defence for preventing terrorism attack.
as well as strengthening the USA forces anti-terrorism capabilities. Following the spread
of this programme, more investment has been made in designing and purchasing modern

vehicles and weapons (Moiré Inc. 2003).

The military market has grown significantly faster than predicted. Several modern navies,
such as, UK, Canada and Germany have started to put a stronger focus on the design of

USVs. Hence the functions of the USVs are broadly defined as:

e navy coastal warfare;

e Anti-Submarine Warfare (ASW) surveillance;

e battle space preparation and awareness;

e battle damage assessment;

e port and coastal reconnaissance;
e force protection;

e targeting;

e amphibious open area reconnalssance:
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e Mine Counter Measures (MCM):

e mine sweeping and clearing:
e riverine operation and other special force operations:

e hydrography and oceanography survey etc.

Owl MK 11

The Owl MK II USV shown in Figure 2.5 is a high-speed, military surveillance vehicle with
a low-profile hull for increased stealth and payload, and operated in a remotely controlled
mode. It 1s designed to undertake multi-missions, mcluding hydrographic survey, optical

surveillance, data collection and mine detection by utilizing a sonar.
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Figure 2.5: OWL Mark II vehicle (Hornsby 2005

The Owl MK II is powered by a modified jetski propulsion system which 1s capable of
speeds up to 45 knots. As a military vehicle, the Owl MK II is accommodated with
several surface and subsurface detection sensors, such as, a side scan sonar, visual sensors,

a magnetometer and a bathymetry sensor Hornsby 2005).
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The Owl MK II has several outstanding capabilities. It can conduct side scan survevs in 20
n1 water depths to 12 N)\ls: the operator can control the USV and receive oxcellont video
information within 10 N)Ms. The USV is capable of undertaking either day time or night

time waterside security missions.

The Owl MK II USV has been considered for a role in harbour security and has provided

potential solutions for a number of technical issues in an USV area including long range

command and control and in theatre launch and recoveryv.

Spartan

Since 2002, the U.S. Navy has spent $55 million over 6 years to develop a high speed un-
manned surface vehicle named Spartan which can be operated remotely and autonomously:.
The Spartan shown in Figure 2.6 is a 11 m RHIB integrating with a defence and weapon
system onboard. 1t can conduct a wide array of missions including littoral ASW, mine war-

fare, torpedo detence and intelligence, surveillance and reconnaissance with an endurance

of up to 8 hours (Tiron 2002).
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Figure 2.6: Spartan USV (Tiron 2002)
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T'he navigation system includes a surface search radar which can be used to detect Incoming
threats. An onboard side scan sonar conducts bottom-mapping and search for undersea
mine threats. The communications system is designed to allow the Spartan to act as a

node for over-the-horizon communications.

The significant achievement in Spartan is the development of modular mission pavioad

which can be simply and rapidly integrated onto the main Spartan platform to meet the

requirements for the various roles that are contemplated.

The Spartan operated successtully during the Iraq war.

Protector

The Protector 1s « 9 m RHIB developed by BAE Systems North America and Rafael
Armament Development Authority Ltd., Israel. The Protector as shown in Figure 2.7
features a single Diesel engine which drives water jets that propel the boat to speeds of 40
knots. The onboard navigation system includes a radar, a GPS, a INS with gyro and a
mounted video camera. This camera allows for day and night operation and has a forward-
looking infrared laser range finder capability to detect and track targets in the near vicinity
. The Protector is armed with a Raphael stabilized mini-Typhoon weapon system and a

variety of stabilized cameras. (BAE Systems, North America 2003).

The Protector is described as new generation USV which is highly autonomous and linked
with a highly effective command and control system from land-based or mother ship sta-
tions. The communications unit maintains a constant link between Protector and the
control station. Jam resistant communication technology is implemented on the Protector
to allow it to send secured digital video and telemetry to the command centre (point-
to-point) through a downlink channel. Command data can be transmitted in an uplink

channel. which is maintained even in the most hostile electromagnetic environments.
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Figure 2.7: Protector USV (BAE Systems, North America 2003
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