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Evolutionary Multi-Objective Decision Support Systems for Conceptual Design
Dragan Cvetkovic¢

Abstract

In this thesis the problem of conceptual engineering design and the possible use of adaptive search
techniques and other machine based methods therein are explored. For the multi—objective opti-
misation (MOOQ) within conceptual design problem, genetic algorithms (GA) adapted to MOO are
used and various techniques explored: weighted sums, lexicographic order, Pareto method with and
without ranking, VEGA-like approaches etc. Large number of runs are performed for finding the
optimal configuration and setting of the GA parameters. A novel method, weighted Pareto method is
introduced and applied to a real-world optimisation problem.

Decision support methods within conceptual engineering design framework are discussed and a new
preference method developed. The preference method for translating vague qualitative categories
(such as “more important”, “much less important” etc.) into quantitative values (numbers) is based

on fuzzy preferences and graph theory methods. Several applications of preferences are presented

and discussed:

e 1n weighted sum based optimisation methods;
e 1n weighted Pareto method;
e for ordering and manipulating constraints and scenarios;

¢ tfor a co-evolutionary, distributive GA-based MOO method;

The 1ssue of complexity and sensitivity is addressed as well as potential generalisations of presented
preference methods. Interactive dynamical constraints in the form of design scenarios are introduced.
These are based on a propositional logic and a fairly rich mathematical language. They can be added,
deleted and modified on—line during the design session without need for recompiling the code.

The use of machine—based agents in conceptual design process 1s investigated. They are classified
into several different categories (e.g. interface agents, search agents, information agents). Several
different categories of agents performing various specialised task are developed (mostly dealing with

preferences, but also some filtering ones). They are integrated with the conceptual engineering design

system to form a closed loop system that includes both computer and designer.
All these different aspects of conceptual engineering design are applied within Plymouth Engineering

Design Centre / British Aerospace conceptual airframe design project.
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CHAPTER 1

Introduction

In this thesis different adaptive and preference methods are explored and developed and applied to the concep-
tual engineering design process.

This chapter explains the basic problems 1n conceptual engineering design and the next chapter will explain
the basic optimisation methods that are being used in thas thesis.

This following quote (from “I, Robot” by Isaac Asimov, first published in 1950, (Asimov 1982, p. 697))

very much describes the problem of conceptual design and the fuzziness of that process:

“My dear Byerley, I see that you instinctively follow that great error — that the Machine knows
all. Let me cite you a case from my personal experience. The cotton industry engages experienced
buyers who purchase cotton. Their procedure is to pull a tuft of cotton out of a random bale of a
lot. They will look at that tuft and feel it, tease it out, listen to the crackling perhaps as they do,
touch it with their tongue, — and through this procedure they will determine the class of cotton the
bales represent. There are about a dozen such classes. As a result of their decisions, purchases are
made at certain prices, blends are made in certain proportions. — Now these buyers cannot yet be
replaced by the Machine™

“Why not? Surely the data involved is not too complicated for it?”

“Probably not. But what data is this you refer to? No textile chemist knows exactly what it is
that the buyers tests when he feels the tuft of cotton. Presumably there’s the average length of the
threads, their feel, the extent and nature of their slickness, the way they hang together and so on.
— Several dozen items, subconsciously weighted, out of years of experience. But the quantitative
nature of these tests is not known. So we have nothing to feed the Machine. Nor can the buyers
explain their own judgement. They can only say, ‘Well, look at it. Can’t you tell it’s class—such—

and-such?’”’

“I see.”
“There are innumerable cases like that. The Machine is only a tool after all, which can help

humanity progress faster by taking some of the burden of calculations and interpretations off his
back. The task of the human brain remains what it has always been; that of discovering new data

10 be analysed, and of devising new concepts to be tested.”

1.1 Engineering design — A short introduction

Phadke (1989, p. 1) gives the following short definition of engineering design and 1its objective:

The objective of engineering design, a major part of research and development (R&D) 1s to pro-
duce drawings, specifications, and other relevant information needed to manufacture products that

meet customer requirements.



According to Pahl & Beitz (1996), “...the main task of engineers is to apply their scientific and engineering
knowledge to the solution of the technical problems, and then to optimise those solutions within the require-
ments and constraints set by material, technological, economical, legal, environmental and human—related
considerations. Problems become concrete tasks after the clarification and definition of the problems which
engineers have to solve to create new technical products (artifacts). The mental creation of a new product is the
task of design or development engineers, whereas its physical realisation is the responsibility of manufacturing
engieers. [...] Designers contribute to finding solutions and developing products in a very specific way. They
carry a heavy responsibility since their ideas, knowledge and skills determine in a decisive way the technical,

economic and ecological properties of the product.”

The activities of designers can be roughly classified into the following (Pahl & Beitz 1996):

1. Conceptualising i.e. searching for solution principles;

2. Embodying i.e. engineering a solution principle by determining the general arrangement and prelim-

inary shapes and materials of all components;

3. Detailing 1i.c. finalising production and operational details;

4. Computing drawing and information collecting. These occur during all phases of the design process.
Accordingly, there are four stages of design process (Sen & Yang 1998, Pahl & Beitz 1996):

1. Conceptual design is that part of the design process in which, by the 1dentification of the essential
~ problems through abstraction, by the establishment of function structures and by the search for ap-
propriate working principles and their combination, the basic solution path i1s laid down through the

elaboration of a solution principle. Conceptual design determines the principle of a solution (Pahl

& Beitz 1996, p. 139).

2. Preliminary design. Some authors do not consider preliminary design as a separate stage and con-
sider it a part of conceptual design. According to Dym (1994, p. 33), the preliminary layout is
obtained by refining the conceptual designs and ranking them against the design specifications, and

choosing the best as the preliminary design.

3. Embodiment design is that part of design process i which, starting from the working structure or
concept of a technical product, the design is developed, in accordance with technical and economic

criteria and in the light of further information, to the point where subsequent detail design can lead

directly to production (Pahl & Beitz 1996, p. 199).

4. Detail design is that part of the design process which completes the embodiment of technical products
with final instructions about the layout, forms, dimensions and surface properties of all individual
components, the definitive selection of materials and a final scrutiny of the production methods,

operating procedures and costs (Pahl & Beitz 1996, p. 400).



Design process in its most general framework is presented in Figure 1.1. However, it is seldom so straight-
forward, in most cases it corresponds more to a design spiral (Sen & Yang 1998, p. 4) where the requirements
of design are met incrementally until some compromising design criteria have been met.

T T
Conceptual

Design

J

Preliminary
Design

i

Embodiment
Design

I

DeSIgn

N

Figure 1.1. Simplified model of design process

The following classification of engineering design in 4 phases in not the unique one: some authors make
distinction between embodiment and detailed design (Pahl & Beitz 1996), some others make difference between
conceptual and preliminary design, but it all very much depends on the product developed.

On the more general level, design consists of a loop: product design <> manufacturing <> marketing <

improvement < product design (Suh 1990) as presented 1n Figure 1.2.

Shortcomings:
Reformulate discrepancies,
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Figure 1.2. The design loop.

1.1.1 Creativity in design

Creativity is a very important component of some design phases. According to the level of creativity involved,

design can be classified into the following 4 categories (Bahrami & Dagli 1994):



Creative Design: A priori plan for the solution of the problem does not exist. Design is an abstract
decomposition of the problem into a set of levels that represents choices for the components of

the problem. The key element in this design type is the transformation from the subconscious to

CONSci1Oous.

Innovative Design: The decomposition of the problem i1s known, but the alternatives for each of its
subparts do not exist and must be synthesised. Design might be an original or unique combination

of existing components. It can be argued that a certain amount of creativity comes into play in the

Innovative design process.

Redesign: An existing design 1s modified to meet required changes in the original functional require-

ments,

Routine Design: A priori plan of the solution exists. The subparts and alternatives are known in ad-
vance, perhaps as a result of either a creative or innovative design process. Routine design involves

finding the appropriate alternatives for each subpart that satisfy the given constraints.

At the creative end of the spectrum, design 1s very fuzzy. As it moves to routine design, it gets precise,

crisp and predetermined.

Gero (1990) gives the following classification of creativity in design:

o if the design variables and the ranges of values they can take remain fixed during design processing,

then the process is routine design;
e if the design variables remain fixed but the ranges of value change, then it is innovative design;

o if design variables change too, then it is creative design

According to (Goel 1997):

... problem formulation and reformulation are integral parts of creative design. Designers’ un-
derstanding of a problem rypically evolves during creative design processing. This evolution of
problem understanding may lead to (possible radical) changes in the problem and solution rep-
resentations. [...] in creative design, knowledge needed to address a problem typically is not
available in a form directly applicable to the problem. Instead, at least some of the needed know!-
edge has to be acquired from other knowledge sources, by analogical transfer from a different
problem for example. [...] creativity in design lies on a continuum. That is, creativity in design
may occur in degrees, where the degree of creativity may depend on the extent of problem and So-
lution reformulation and the transfer of knowledge from different knowledge sources to the design

problem.

1.1.2 Design functions

The design function in engineering design is best described with a following quote:

Problem solving is common to all engineering work. The problem may involve quantitative
or qualitative factors; it may be physical or economic; it may require abstract mathematics or
common sense. Of great importance is the process of creative synthesis or design, putting ideas
together to create a new and optimum solution.



Although engineering problems vary in scope and complexity, the same general approach is
applicable. First comes an analysis of the situation and a preliminary decision on a plan of attack.
In line with this plan, the problem is reduced to a more categorical question that can be clearly
stated. The stated question is then answered by deductive reasoning from known principles or by
creative synthesis, as in a new design. The answer or design is always checked for accuracy and
adequacy. Finally, the results for the simplified problem are interpreted in terms of the original
problem and reported in an appropriate form.

In order of decreasing emphasis on science, the major functions of all engineering branches
are the following:

Research Using mathematical and scientific concepts, experimental techniques, and inductive
reasoning, the research engineer seeks new principles and processes.

Development Development engineers apply the results of research to useful purposes. Creative

application of new knowledge may result in a working model of a new electrical circuit, a
chemical process, or an industrial machine.

Design In designing a structure or a product, the engineer selects methods, specifies materials,

and determines shapes to satisfy technical requirements and to meet performance specifica-
rons.

Construction The construction engineer is responsible for preparing the site, determining proce-

dures that will economically and safely yield the desired quality, directing the placement of
materials, and organizing the personnel and equipment.

Production Plant layout and equipment selection are the responsibility of the production engi-

neer, who chooses processes and tools, integrates the flow of materials and components, and
provides for testing and inspection.

Operation The operating engineer controls machines, plants, and organizations providing power,
transportation, and communication; determines procedures; and supervises personnel to
obtain reliable and economic operation of complex equipmeni.

Management and other functions In some countries and industries, engineers analyze customers’
requirements, recommend units to satisfy needs economically, and resolve related problems.
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With the integration of computers 1n everyday life, computers also play a major role in engineering design.

Since the mid-1960s, computer technology has been continually developed to the point at which
aircraft and engine designs can be simulated and tested in myniad variations under a full spectrum
of environmental conditions prior to construction. As a result, practical consideration may be

given to a series of aircraft configurations, which, while occasionally and usually unsuccessfully
attempted in the past, can now be used in production aircraft. These include forward swept wings,
canard surfaces, blended body and wings, and the refinement of specialized airfoils (wing, pro-
peller, and turbine blade). With this goes a far more comprehensive understanding of structural
requirements, so that adequate strength can be maintained even as reductions are made in weight.
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1.1.3 Basic problems in conceptual design

Some of the basic problems of conceptual design are briefly explained below. Those are the requirements

arising in discussion with industrial partners (Parmee & Purchase 1997, Parmee 1998a, Parmee & Bonham

1998, Cvetkovié, Parmee & Webb 1998):

e There are objectives and there are constraints. The difference between them is very fuzzy and some of

them will move from objectives to constraints or vice versa. Some constraints are hard, some not; some

will change or disappear whilst others may be introduced as the problem knowledge base expands.



* In many cases the variable ranges are also fuzzy and flexible and there is a requirement for exploration
outside of the default regions. The reason is that the real bounds and limits are not always known from

the very beginning and could be rather artificial limitations.

e The output should contain both optimal solutions and suggestions of extending ranges and/or inclu-

sion/removals of constraints.

A setof results 1s required which the engineer can analyse off-line. That means that the engineer should

be able to input those results to some other programs or to consult some database or persons for different

aspects of given solutions.

e The end-user (designer) should not be confused with the number of parameters and possibilities the

(optimisation) program offers, cognitive overload must be avoided.

e The engineer wishes to mteract with the search process by sampling results after N functions evaluations,

and adapting parameters and/or constraints.

The problems of conceptual design relate to the fuzzy nature of initial design concepts and the many differ-
ent vanants that engineers wish to try. Computers should be able to help them in exploration of those variants

whilst suggesting some others as well. This problem has been investigated in the Plymouth Engineering Design

Centre (PEDC) before (Parmee & Denham 1994, Parmee 1997).

1.1.4 Phases of aircraft design

The collaborative industrial project with British Aerospace (BAe) relates to airframe design and development.

The electronic version of Encyclopadia Britannica quotes the following regarding the design of aircrafts (em-

phasis are mine). However, the similar principles and phases apply to almost any complex product design.

... The design of a flight vehicle is a complex and time—consuming procedure requiring the
integration of many engineering technologies. Supporting teams are formed to provide expertise
in these technologies, resulting in a completed design that is the best compromise of all the en-
gineering disciplines. Usually the support teams are supervised by a project engineer or chief
designer for technical guidance and by a program manager responsible for program budgets and
schedules. Because of the ever—increasing requirement for advanced technology and the high cost
and high risk associated with complex flight vehicles, many research and development programs
are cancelled before completion. (see also Index: industrial design)

The design process can be dissected into five phases and is the same for most aerospace prod-
ucts. Phase one is a marketing analysis to determine customer specifications or requirements.
Aerospace engineers are employed to examine technical, operational, or financial problems. The
customer’s requirements are established and then passed on to the conceptual design team for the
second phase.

The conceptual design team generally consists of aerospace engineers, who make the first
sketch attempt to determine the vehicle’s size and configuration. Preliminary estimates of the
vehicle’s performance, weight, and propulsion systems are made. Performance parameters include
range, speed, drag, power required, payload, and takeoff and landing distances. Parametric trade
studies are conducted to optimize the design, but configuration details usually change. This phase
may take from a few months to years for major projects.

Phase three is the preliminary design phase. The optimized vehicle design from phase two is
used as the starting point. Aerospace engineers perform computer analyses on the configuration,



then wind-tunnel models are built and tested. Flight control engineers study dynamic stability and
control problems. Propulsion groups supply data necessary for engine selection. Interactions be-
tween the engine inlet and vehicle frame are studied. Civil, mechanical, and aerospace engineers
analyze the bending loads, stresses, and deflections on the wing, airframe, and other components.
Material science engineers aid in selecting low-weight, high-strength materials and may conduct
aeroelastic and fatigue tests. Weight engineers make detailed estimates of individual component
weights. As certain parameters drive the vehicle design, the preliminary designers are often in
close contact with both the conceptual designers and the marketing analysts. The time involved in

the preliminary design phase depends on the complexity of the problem but usually takes from six
to 24 months.

Phase four, the detailed design phase, involves construction of a prototype. Mechanical engi-
neers, technicians, and draftsmen help lay out the drawings necessary to construct each compo-
nent. Full-scale mock-ups are built of cardboard, wood, or other inexpensive materials to aid in the

subsystem layout. Subsystem components are built and bench-tested, and additional wind-tunnel
testing is performed. This phase takes from one to three years.

The final phase concerns flight-testing the prototype. Engineers and test pilots work together
to assure that the vehicle is safe and performs as expected. If the prototype is a commercial

transport aircraft, the vehicle must meet the requirements specified by government organizations
such as the Federal Aviation Administrationin the United States and the Civil Aviation Authority in

the United Kingdom. Prototype testing is usually completed in one year but can take much longer
because of unforeseen contingencies. The time required from the perception of a customer’s needs

to delivery of the product can be as long as 10 to 15 years depending on the complexity of the
design, the political climate, and the availability of funding.

High-speed computers have now enabled complex aerospace engineering problems to be ana-

lyzed rapidly. More extensive computer programs, many written by aerospace engineers, are being
formulated to aid the engineer in designing new configurations.
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Discussion with British Aerospace engineers reveals that the project design in their company 1s roughly as

presented in Figure 1.3.
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Figure 1.3. Process design

1.2 Multiple criteria decision making and conceptual design

Some more problems of conceptual design are described by Carlsson (1996, 1998) in his talk about “Soft Com-
puting and Decision Support System”. He urges the step from Multiple Criteria Decision Making (MCDM) to

Multiple Criteria Decision Aid (MCDA).



* Managers are often not satisfied with the optimal solution obtained using MCDM.

o Preferences are formed in a learning process:;

e We have a set of designers with different opinions and preferences:
e Optimal solution is created, not found:

e Imprecision, interaction, fiexibility ... are needed:;

e Support for ambiguity handling and uncertainty;

o There 1s a need to move from a rational to pro-active approach:;

Conceptual design process could be very well described using the Stream metaphor (Jantsch 1980): there
1s a rational approach (this describes the stream in every detail) and pro-active approach (we are an Iintegral part
of the stream). There 1s a third approach which lies somewhere in between.

Multiple Criteria Decision Making (MCDM) and Multiple Criteria Decision Aid (MCDA) are described in

more details in section 5.2, page 48.

1.3 Overview of the thesis

This thesis 1s organised in the following way:

Chapter 2 gives the general description of the genetic algorithms and some of the main operators and

techniques used in GA field. It also describes genetic operators (i.e. crossover and mutation) suitable for real—

valued chromosomes.

Chapter 3 gives the description of the British Aerospace (BAe) problem and the methods in dealing with
multi—objective optimisation. This includes weighted sums, lexicographic order, Pareto with and without rank-
g etc. One new ranking method and a weighted Pareto method are introduced. They both are original work.

Chapter 4 describes the specific operators and techniques for the GA that was used for the BAe problem
optimisation as well as an optimal parameter setting for the GA in the BAe function.

Chapter 5 describes one new method of preferences, its properties and complexity and sensitivity of the
preference procedure. The preference method developed is original work and together with the applications
represent a main contribution of this thesis to conceptual design and genetic algorithm fields.

Chapter 6 describes the applications of preferences to multi—objective optimisation. Applications include
weighted sum multi—-objective optimisation, weighted Pareto method and weighted co-evolutionary optimu-
sation. Some of the applications are quite straightforward, but weighted Pareto method and weighted co-

evolutionary optimisation present original integration of preferences with some well established optimisation

methods.



Chapter 7 introduces the two different concepts of scenarios, their use and some applications. Although
scenarios are routinely used in engineering, scenarios developed here are not built on any previous work and
therefore represent original work.

Chapter 8 describes some aspects of agent theory, their use in general and in conceptual design in particular.
All developed agents, regardless of their complexity, present original work.

Chapter 9 gives the conclusion of the Thesis, discussion and some further research pointers.

At the end of the thesis, there are 3 appendices for the sake of completeness of the thesis including a listing

of preference algorithm and list of all scenarios used.



CHAPTER 2

Genetic Algorithms

This chapter describes the basics of genetic algorithms (GA). The first section describes simple GA (SGA) and

the later sections mtroduce the real-valued GA (RGA) and genetic operators suitable for RGA.

2.1 Genetic algorithms — An introduction

Genetic algonithms (GAS) are an optimisation technique that imitates nature: they contain selection, crossover
and mutation. The basics of GAs (1.¢. Simple Genetic Algorithm (SGA)) are described in (Cvetkovié 1993) or,
widely available 1n (Goldberg 1989). More advanced literature 1s given in (Holland 1975).

Almost every genetic algorithm has the structure as presented in Figure 2.1.

procedure GA;
begin
initialise population P(0);
evaluate P(0);
Fi=1;
repeat
select P(t) from P(t —1); |
recombine P(t);
evaluate P(t);
ti=t+1;
until (termination condition);
end.

Figure 2.1. The Simple Genetic Algorithm

A genetic algorithm must have 5 components to solve a problem:

e achromosomal representation,
e a way to create an initial population,
¢ an evaluation function,

e recombination operators,
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o values of the parameters.

A short description of these components is given below. It mostly addresses Simple Genetic Algorithms

(SGA).

Chromosomal representation of the problem: Usually, chromosomes are bit strings — strings of 0’s

and 1’s. Of course, other representations (real-valued, lists, trees etc.) are possible 1f they are more

suitable for a specific problem.

Inmitialising population: The initial population is mostly chosen at random, but it can also be chosen
heuristically. This should be done carefully since GAs may quickly converge to a local optimum
1f the mitial population contains a few structures that are far superior to the rest of the population.
The techniques used include perturbations of the output of a greedy algorithm, weighted random
Initialisations, and initialisation by perturbing the results of a human solution to the given problem.

The population can also be initialsed by choosing elements with maximal Hamming distance from

each other using e.g. Halton sequences (Kocis & Whiten 1997).

Evaluation function: The evaluation function plays the role of the environment. rating solutions in
terms of their “fitness” and incorporate rule “survival of the fittest”. It evaluates members of the
given population, and should have the maximum values at the optimal solutions. Sometimes, fine—

tuning evaluation function is very important for GA to obtain best results, so techniques such as

scaling, normalisation etc. are used.

Selecting next population: The next population is chosen from the previous one in a process in which
individual strings (chromosomes) are copied according to their fitness function. This means that that
strings with a higher fitness value have a higher probability of contributing one or more offspring

in the next generation.

Recombination operations: After choosing the next population from the previous one, recombination
operations are performed on them. The main operations are: crossover, mutation and inversion,
but for many problems 1t is possible to define recombination operators that take problem specific
knowledge into account. Description of some of the other (less—often used) operators (such as

dominance, diploidy, duplication, deletion etc.) can be found in (Goldberg 1989).

Crossover: Simple crossover is done in two steps. First, members of current population are mated at
random. Second, each pair of strings undergoes crossover as follows: a position along the string
1§ selected at random and one or two new strings are created by swapping all alleles between that

position and end of string. Besides this one—poins crossover, there are its generalisations: n—point

crossover and uniform crossover (Syswerda 1989).

Mutation: Mutation is random (with small probability) alternation of the value of a string position.

When used sparingly with other operations, it is an insurance policy against premature loss of
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1mportant notions. If used with too high probability (close to 1), a random search process might as

well be used — the effect is the same and the process is much easier.

Inversion: Inversion inverts the sequence between two randomly assigned points in a single string.
Inversion alone has no immediate effect on string fitness, but if the current population contains
bad ordering, there is a high probability that crossover will destroy this schema. Inversion lowers

the probability of destroying it. Some theoretic analysis of inversion is given 1n (Goldberg 1989).

Inversion 1s not used very much nowadays.

2.1.1 Formal definition of GA

Let us now define a genetic algorithm more formaly in the following way:

Definition 2.1 Suppose that the task is to find an optimal (maximal or minimal) solution to a certain problem

P. Let T be the domain of our problem and let T' C T be its subset so that function ¥ : T' — L' is 1-1

and onto for some fixed integer | and a finite language L. The function ¥, maps (approximately) our original

problem to the problem P' on L'. Genetic algorithm is defined as an iterative schema:

X,'+1 = ‘D(Xf), Xo random (2.1)

with X; C L' and

P=FoRoS

where E, R and S are evaluation, recombination and selection operator respectively. Optimal solutions of

problem P' can be mapped back into solutions of problem P using %~ \.

A more general definition is given by definition 2.2 below.

2.2 Real-valued genetic algorithms

Originally, the concept of GAs was based on binary strings. Regardless of the problem, it would be mapped
onto binary strings and then appropriate recombination operators are applied. However, the influence of Evo-
lutionary Strategies (ES) (Rechenberg 1973, Schwefel 1977, Rechenberg 1994) grew stronger and the Genetic
Algorithm for real function optimisation was developed. One of the real-valued GAs is the Breeder Genetic
Algorithm (BGA) (Miihlenbein & Schlierkamp-Voosen 19935, Miihlenbein & Schlierkamp-Voosen 1993a).
It uses a vector of real numbers instead of bit strings, as a selection method it uses truncation selection and

it utilises different crossover operators and mutations: intermediate crossover, fuzzy crossover, exponential

mutation etc.

Formally, an evolutionary algorithm (that includes evolutionary strategies, genetic algorithms and evolu-

tionary programming) could be defined in the following way (Bick 1995a):
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Definition 2.2 An Evolutionary algorithm (EA) is defined as an 8-tuple:

EA=(1,9,Q,¥,s,T,u,A) (2.2)

where

o I = A, X A 15 the space of individuals where A, and A are arbitrary sets;

o @ :[— Rdenotes a fitness function assigning real numbers to individuals;

o Q={wgy,,...,wp, | we :I*—I*}U {we, : I" — I*} is a set of probabilistic genetic operators We,

each controlled by specific parameters summarised in the set 8; C R
o A is a natural number denoting number of offspring individuals;
o U iS a natural number denoting number of parent individuals;
o sg :(/ AU Il"'”) — IF denotes the selection operator where u, A € N.

o T: I/~ {true, false} is the termination criterion for EA.

The above formalisation covers (A + u) and (A, u) strategies.

Even more general, Schwefel & Bick (1997, p. 7) give the definition of (u, X, A, p) evolutionary strategy

(x > 1 1s the life span of parents and p 1s the number of ancestors for each descendant) as an ordered 19—-tuple!

2.3 Operators for the real-valued GA

The use of real-valued GAs for real function optimisation simplifies/resolves the problem of coding and de-
coding of genotypes and phenotypes. However, the recombination operator (crossover) and mutation have to

be defined differently from operators described above or in say (Goldberg 1989). In the following the operators

used are described.

2.3.1 Crossover operator

If ¢ = (x1,...,%) and y = (¥1,---,Yn), there are several crossover operators for producing an offspring z =

(21,---,2Zn):

Discrete recombination (DR): In this case z; € {x;,y:} for each 1 <i < n. This corresponds to a standard
uniform crossover in the binary case. Geometrically it is represented in Figure 2.2 (a). The probability

of choosing allele x; or y; could also be specified, biasing choice more towards one of the parents.

Intermediate recombination (IR): In this case the offspring is given by
Zi=xi+o- (yi—x), x<y,0<a<l

Here o could be fixed to a = 1/2 or chosen randomly. Geometrically, it is represented in Figure 2.2 (b).
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Figure 2.2. Different crossover operators.

Extended intermediate recombination (EIR): It is similar to IR except that —d < a < 1 + d for some pa-

rameter d (Miihlenbein & Schlierkamp-Voosen 19935). Geometrical interpretation 1s as in Figure 2.2

(C).

Fuzzy recombination (FR): In this case (Voigt, Mithlenbein & Cvetkovi€ 1995), the probability that the oft-
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