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Abstract

This thesis describes the background, investigation and construction of a sys-
tem for storing data on the magnetic stripe of a standard three-inch plastic credit
card. Investigation shows that the information storage limit within a 3.3751n
by 0.11in rectangle of the stripe is bounded to about 20 kBytes. Practical issues
limit the data storage to around 300 Bytes with a low raw error rate: a four-fold
density increase over the standard. Removal of the timing jitter (that is prob-
ably caused by the magnetic medium particle size) would increase the limit to
1500 Bytes with no other system changes. This is enough capacity for either a
small digital passport photograph or a digitized signature: making it possible
to remove printed versions from the surface of the card.

To achieve even these modest gains has required the development of a new
variable rate code that is more resilient to timing errors than other codes in its

efficiency class. The tabulation of the effects of timing errors required the con-

struction of a new code metric and self-recovering decoders. In addition, a new
method of timing recovery, based on the signal ‘snatches’ has been invented to
increase the rapidity with which a Bayesian decoder can track the changing ve-
locity of a hand-swiped card. The timing recovery and Bayesian detector have
been integrated into one computation (software) unit that is self-contained and
can decode a general class of (d, k) constrained codes. Additionally, the unit has
a signal truncation mechanism to alleviate some of the effects of non-linear dis-
tortion that are present when a magnetic card is read with a magneto-resistive
magnetic sensor that has been driven beyond its bias magnetization.

While the storage density is low and the total storage capacity is meagre in
comparison with contemporary storage devices, the high density card may still
have a niche role to play in society. Nevertheless, in the face of the Smart card its
long term outlook is uncertain. However, several areas of coding and detection
under short-duration extreme conditions have brought new decoding methods

to light. The scope of these methods is not limited just to the credit card.



Contents

Acknowledgement X
Declaration X
Preface X1
1 Introduction 1
1.1 Fundamentals of magneticrecording . . . ... ... ........ 2
1.1.1 Magneticfields .......... ... ... ... ..... .3

1.1.2 The magnetic recording mediaasgiven . .......... 9

1.1.3 Trivial micromagnetic hysteretic medium model . . . . . .9

1.14 Magnetic recording (write)heads . . . . ... .. ... ... 10

1.1.5 Magneticreplay(read)heads . . . ... ... ........ 11

1.1.6 Limiting factors for signalsandheads . . .. ... ... .. 12

1.1.7 Practical inductive heads and their properties . ... ... 12

1.1.8 Magneto-resistive MR)heads . ............... 14

1.1.9 Saturation and flip-backinanMRhead ........ ... 15

1.1.10 Summary of magneticrecording . .............. 19

1.2 Thecreditcardstandard . ... .. ... ... ............ 19
121 Themagneticmedium . .................... 20

1.2.2 Stripelayout. . . . .. . ... o o o e . 21

1.2.3 Coding scheme and tracklayout ............... 21

124 Typesofreader . ... ... ... ... ... 0., 25

125 Readingproperties . . ... .. ... .. ........... 28

1.3 Competition to the magnetic stripecard . ... ........... 28

1.4 Uses of a high density magneticstripecard .. ........... 31
14.1 Electroniccash .......... ... ... ... ... ... 32

142 Security ... ... .. i e e e e 33

143 How much capacityisrequired? ... ............ 34

1.5 Errors: detection, correction and concealment . . ... ... ... . 34

1.6 Ethos and contributiontoknowledge . ............... 36

1.7 Organization . . . . .. ... .. 0ttt ittt en e 37

2 Experimental apparatus 38
2.1 Constraints from the standard card format ... ........ .. 38

22 Writemechanism . . . . . . .. 0 v i v v e 39



2.2.1 Moving card writer: mechanics . . . .. ........... 39

2.2.2 Write electronics: head amplifiersand FIFO. . ... .. .. 40
223 Writesystemhead ....................... 43
224 Summary of writemechanism . ............... 44
23 Readmechanism ... ...... ... ... . i eiinn... 46
23.1 Read mechanics: the swipecardreader ........ ... 46
2.3.2 Read heads: inductiveand MR . ... ............ 46
2.3.3 Read electronics: amplifiers and digitizer . ...... ... 50
234 Summaryofreadsystem ................... 50
24 Apparatusandtrackdensity. ... ... ... ... ... .. ... 51
24.1 Trackdensitylimits....................... o1
24.2 Magneticreadhead ...................... 52
243 Trackinterferenceonreading . ... ............. 52
244 Track fringingonwriting . .................. 55
2.4.5 Practical trackoptions . ... ... ... ... .. ...... 56
2.5 Softwareinterface . . . ... ... ... . .. 56
26 OSUIMMAIY . & & o v v i et e e e e e e it et e e s e e e, 60
Coding 61
3.1 Properties of modulationcodes . ................... 62
3.1.1 Runlengthconstraints . . . ... ............... 62
312 Chargeconstraint. .. ..................... 62
3.1.3 Codesinmulti-tracksystems .. ............... 63
314 Timingwindow . . ... ..........0 0.t eee.... 63
3.1.5 Transitiondensityandefficiency ............... 64
3.2 Timingerrorresilience(TER) ..................... 64
3.2.1 CalculatingtheTER-100 . . ... ... ............ 65
3.2.2 Anoteon thedecodingalgorithms . . . ........... 66
3.3 Variableratecode . ... .. ... .. ... ... . . . .., 67
3.3.1 Descriptionofthecode. . ... ................ 68
332 Comments . . ... ... ittt 73
34 Codesummary . ... ... ...ttt e, 73
3.0 Whatmakesa‘good’code? ... ... ... ... ... ...... 73
Clock recovery 76
4.1 OStandard clock recovery mechanisms. . ... ............ 77
411 Timingwindow . .. .. .. ... ittt e, 77
4.1.2 Low density variable speed systems . . ........... 77
413 Externalclock . ........ ... .. .. . . . . . . 78
4.1.4 Sensitivephaselocking .................... 79
4.2 OSnatchesofsignal . . ... ... .... ... .. . ... . . . . ... 81
4.2.1 Snatchoffsetestimation .................... 81
4.2.2 Snatch velocity offset estimation .. .....,......., 84
4.2.3 OSnatches with non-identicalsignals ............. 85
4.3 What makes a ‘good’ clock recovery system? . ........... 91

ii



5 Equalization and detection 93

51 Channelresponse . . . .. .. ...ttt ittt 93
511 TheShannoncapacity . ..... ... ... 94

5.1.2 Frequency, impulse and autocorrelation responses . . . . . 96

5.1.3 Measured frequencyresponses . . . . . .. ... 99

5.1.4 Whatis the theoretical storage capacity of a credit card? . 105

5.2 Channelcompensation . . ... ... ... ... 105
52.1 Equalization.............. .. .. 106

522 Adaptiveequalization . . ... ... ... . ... ... ... 110

5.2.3 Non-linear adaptiveequalization. . . . ... ... .. ... 114

5.24 Blind adaptiveequalization . . . ... ... ......... 118

5.2.5 Whatmakes a ‘good’ channel compensator? ... ... .. 119

5.3 Pre-equalization and partialresponse . ............... 119
54 Commondetectionschemes . . . ... ... ............. 121
5.4.1 Peak detection and zero-crossing detection . ... ... .. 122

54.2 TheViterbialgorithm . ................... . 122

54.3 Trelliscodinganddetectton . ... .............. 123

544 Decision feedback equalization . . .. ............ 124

5.5 Bayesiandetection .......... ... . . . 0 0o 125
5.5.1 Fixed-delaytreesearch. .. ... ... ............ 130

5.5.2 Theblind adaptive Bayesianfilter .. ... .. .. ... .. 131

5.5.3 Variable speed Bayesiandetection .. ............ 133

5.54 Non-linear distortion in a Bayesian detector ... ... .. 135

5.6 Results with the velocity-tracking detector . . ........... 138
5.6.1 InitHalparameters............. ... ... ... 138

5.6.2 Realsignals,jitterandamplitude . . . . .. ... ... ... 139

56.3 Velocitytracking .............. .. ... 142

564 Confidencemargin . ... . ... ... ... 149

565 Biterrorrate. . . . .. . . i i e e e 149

5.6.6 Thecausesofijitter . ... ... .. ... .. ... ... 157

5.6.7 Variationofparameters . ................... 158

5.7 Whatmakes a ‘good’ detectionscheme? . ... ... ... ... .. 163
6 Conclusions and discussion 167
6.1 Summaryofwork. ... ... .. .. . i i oo 167
6.11 Coding . . ... ... ittt e e 167

6.1.2 Clockrecovery . .. ... ..ot 168

6.13 Detection. ... ... ... .. i oo 168

6.2 The high density magnetic creditcard system . . .. ... ... .. 169
6.2.1 Reliabilityissuesinthefield. .. ...... ... ... ... 170

6.2.2 What s the most important property? . .. ...... ... 171

6.3 Furtherwork. ... .. ... ... .. i oL, 172
6.4 SUMMAIY . . . o v v vttt e e e vt o ettt e vt s oo e oo 174



Appendices

A Published papers 175
A.1 Non linear magnetoresistance . . . ... ... ............ 176
A.2 High density storage on a magnetic stripecard . . . ... ... .. 182
A.3 Fixed sample rate Bayesian detector in a variable speed magnetic

channel . . . . . ... .. . . 185

B Code properties and the FSTM 188

B.1 Codeefficiencies. . . . . . ¢ ¢ v v v i it i e e e . 188
B.11 TheStateMachine ... ......... ... ... ..... 188
B.1.2 Calculationofcodecapacity. . ... ............. 189
B.1.3 Calculationof N(n). ... ... ... . . ..., . 189
B.14 Examplecapacity . ... ... ... ... ... ..., . 192
B.1.5 Capacityofcodeclasses . . ... ............... 193
B.1.6 Codeefficiency ....... ... ... ... ... ... 194
B.1.7 Variableratecode. ... .. ... ... ... ... . .... 194

B2 Codepowerspectra. . ..... .. ... ... uunnn.. 196
B.2.1 Autocorrelation and the power spectrum .. ... ... .. 196
B.2.2 Therun-lengthmatrix, G(D) ................ . 198
B23 Thed(D)function ... .. ... ... ... ... ... 201
B.24 The powerspectrumand®(D)................ 202
B.2.5 Powerspectraof(d,k)codes . ................ 203

C Circuit diagrams 208
C.1 Writeamplifierand FIFO. . ... ... ... .. ... ... ..... 208
C2 Readamplifier. ... ... ... ... .. .. ... 208
C.3 Analoguetodigitalconverter . . ... ................ 211
C.4 Datatransfertothecomputer . . . ... ... ............ 211

D Software 214
D.1 Variableratecode ... ... ... .. ... . . ... .. .. .. 214

D11 Encoder .. .. .. ... i i i 214
D12 Decoder ... ... .. i 215

D.2 Timingerrorresilience(TER) .. ... ... ... ... ....... 217

D.3 Variable speed Bayesiandetector . . . ... ... .......... 218
D31 Mainloop ... ... . e e 218
D.3.2 Support routines: variableratecode . . ... ... ... .. 221
D.3.3 Support routines: signalexpansion. . . . ... ... .... 223
D.3.4 Supportroutines: filtering . . . . .. ... .. ... ... .. 226
D.3.5 Support routines: quicksincfunction ............ 228

D4 Supportlibrary ... ... ... ... . e 230

References 235

Index 243

v



List of Figures

1.1 Magnetic field cross-section from a point dipole . . ........ 5
1.2 Magnetic field cross-section fromabardipole. . . ... ... ... 6
1.3 Magnetic field cross-section from a set of bar dipoles. . ... ... 7
1.4 Vertical magnetic field component from a set of bar dipoles. . .. 8
1.5 Magnetic pattern writtenby awritehead . ... ... ... . ... 10
1.6 Magnetic field seenbyareadhead . . ... ............. 12
1.7 Schematic inductive and MR head cross sections. . . . .. ... .. 13
1.8 Typical form of MR element transfer function. . .......... 16
1.9 MR read-back signal showing inversion characteristic (flip-back). 17
1.10 Schematic circuit to make a single MR head linear. . . . . ... .. 18
1.11 Positional layout of tracks on ISO standard magnetic stripe card. 22
1.12 FM coding signals with exampledata. . .. ... ... .. ... .. 22

1.13 Track 1 logical format in terms of symbols and typical example. . 23

1.14 Track 2 logical format in terms of symbols and typical example. . 26
1.15 Commercial card readers and their head mountings. . . . . . . .. 27
1.16 Example velocity profiles of cards being used in a hand swipe

L=y U =5 o 29
1.17 Example read-back signals from tracks 1 and 3 of a real credit card. 30
1.18 Interval between each peak from track 1 of a standard credit card. 30
2.1 Schematic view of write system mechanism. . ........... 41
2.2 Overhead schematic view of write system showing movement. . 41
2.3 Photograph of printer (card writer). . ................ 42
24 Schematicofwritecircuitry. . ... ... ... oo 43
2.5 Schematic for high power write head amplifier. . . . . . ... ... 44
2.6 Replay signal showing protective layer variation: audio and spe-

cialized writeheads. . . . . . .« o i i i i i e e 45
2.7 Schematic of slotted swipe cardreader.. . . . . .. ... [P 47
2.8 Photograph of swipe card reader with DCChead. . ........ 47
2.9 Profile of inductivetapehead. . . . . ... ... L 0o 48
2.10 Rigid mounting found to be suitable for credit card reading. ... 49
2.11 Layout of read elements on a DCC head (left) and an inductive

audio tapehead (right). . . . . ... .. ... . o oo 53
2.12 Measured inter-track interference with compact cassette head .. 54
2.13 Ferrofluid photograph of card surface showing track edge era-

sure (some longitudinal and transverse scratches are also visible

oncloseinspection). . .. ... .. ... e e, 55



2.14 Proposed track layout. Twelve tracks, (including four repeated

tracks) are presentin ISOtrack3. . ... ... . ...... ... .. 57
2.15 Achieved track layout. Due to write fringing, the full capacity

cannotberealized. .. ......... .. . .. o0 oL, 58
2.16 Computer and card readingequipment . ... ........... 59
3.1 Scheme for introducing errors in the TER-100test. . ... ... .. 66
3.2 Expanding variable rate code to multipletracks. . . ... ... .. 70
3.3 Thepossiblequasi-symbols. . . .. ..... .. ... ... .... 72
3.4 Stringing together quasi-symbols from a data stream. .. ... .. 72
4.1 Modeled magnetic signals for offset calculation . . . . . ... ... 83
4.2 Intermediate signals for offset calculation . .. ... ........ 85
4.3 Calculated A against induced timingoffset. . . . .. ... ... .. 86
44 Modeled magnetic signals for velocity offset calculations. . . . . . 87
4.5 Intermediate signals for velocity offset calculation. . . . . . .. .. 87
4.6 Calculated § against induced velocity offset.. . . . . ... ... .. 88
4.7 Calculated ¢ against induced velocity offset for distorted signals. 89

4.8 Calculated ¢ against induced velocity offset for distorted trun-
catedsignals.. . . . .. . ... L e 90
5.1 Process of storageinadatachannel. . ................ 94
5.2 Isolated transition response meansured from a 300 Oe credit card. 100
5.3 Transition density spectrum along a card measured from isolated
impulses (inductivehead). . . . . . ... ... o o o oL 101
5.4 Read-back signal from random write signal (inductive head).. . . 102
5.5 Difference between pulsed writing (0.25 duty cycle) and contin-
UOUSWIIHNE. . . . oot i e e e e e e 102
5.6 Readback spectra from random write signal (inductive head). . . 103
5.7 Measured autocorrelation of impulse response. . . . . ... ... . 104
5.8 Lorentzian function and its derivatives with autocorrelation. . . . 104
59 Channel model and terms for equalization. . ............ 107
5.10 Example inverse filter: normaland optimal. . . . ... .. ... .. 108
5.11 Cross-section of error surface with LMS evolution ... ... ... 112
5.12 Evolution of inverse LMSfiltertaps. . ... ... ... .. ... .. 113
5.13 Comparison between the inverse filters for the channel shown in
figure 5.10 and the LMS derived inversefilter. . ... ... .. .. 113
5.14 Modeled distorted magnetic read-back signal and thresholds. . . 116
5.15 Required spectra for two partial response classes. ... ... ... 121
5.16 Structure of conventional decision feedback equalizer. . . . . . . . 124
5.17 Time-line for Bayesian probability calculations. . . . . ... .. .. 129
5.18 Structure of transversal Bayesian equalizer (no feedback). . . . . . 130
5.19 Principle of the tree search with decision feedback.. . .. ... .. 132

5.20 Structure of fixed delay tree search with decision feedback detector.132
5.21 Block channel model for variable speed Bayesian equalizer.. . . . 134
5.22 Structure of variable speed Bayesian equalizer. . ........ .. 135

5.23 Simulated waveforms at different oversampling rates 140

--------

vi



5.24 Credit card waveforms at different bit densities. ... ... .. .. 141

5.25 Velocity acquisition for simulated signals. . . . .. ... ... .. . 143
5.26 Estimated oversampling factor with instantly changing velocities. 144
5.27 Velocity acquisition at 170bits/in. . ... ... .. ... .. .... 144
5.28 Velocity acquisition at 540bits/in. . . . . . e e e e e e e e e 145
5.29 Velocity acquisition at 720bits/in. . . ... ... ... ....... 145
5.30 Velocity acquisition at variablespeed. . . ... ... ........ 146
5.31 Velocity acquisition at 540 bits/in (close-up). . ... ... ... .. 148
5.32 Confidence margin trace for a simulated signals. . . . ... .. .. 150
5.33 Confidence margin trace for 540bits/insignal. . ... ... .. .. 151
5.34 Confidence margin trace for 540bits/in rogue signal. ... .. .. 152
5.35 Error rates for peak detection using FM and variable rate codes. . 154
5.36 Procedure for correlative calculation of bit errorrate. . . ... .. 155
5.37 Simulated bit error rates for pseudo-random sequences through

a Bayesian and peakdetector. . . ... ... ... 0L 155
5.38 Bit error rates for pseudo-random sequences recorded on cards

through a Bayesian and peakdetector. . . ... ... ........ 156
5.39 Correlation function from decoded track at 540bits/in. . .. . .. 156
5.40 Inter-peak timings classified by the prior inter-peak time (¢). . . . 159
5.41 Inter-peak timings classified by the following inter-peak time (¢). 159
5.42 Peak detector and mean inter-peak time for swiped card. . . . .. 160
5.43 Portion of signal for swiped card, showing prevalent MR flip

backandadefect. . . . ... ... .. . L i oo 161
5.44 Effects of truncation of swipecardsignal. ... ........... 161
5.45 FDTS versus Bayesian decoding of a swipe card signal. . . . . .. 162
5.46 Effects of variation of LMS step size for a swipe card signal. . .. 163
5.47 Effects of variation of the decision feedback buffer size. . . . . . . 164
B.1 Statemachinefor(d,k)=(1,3). . . .. . ... . .. . oL 192
B.2 State machinefor (d,k)=(0,1). . . . . . . . .« . i .. 193
B.3 StatemachineforFMcode. . ... ... ... ... ..., 193
B.4 State machine for variableratecode. . . ... ... ... ... ... 195
B.5 Finite state transition matrix for variableratecode. . . . . . . . .. 196
B.6 StatemachineforMFMcode. ... .. ... .. ... ... .c... 199
B.7 Conversion of the MFM state machine into run-length state ma-

o 0 L= 199
B.8 Run-length state machine for (d, k) =(1,3). . .. ... ... .... 199
B.9 Normalized maxentropic spectra for (d, k) = (0,z) . ... ... .. 206
B.10 Normalized maxentropic spectra for (d,k) = (1,z) . ... ... .. 206
B.11 Normalized maxentropic spectra for (d, k) = (2,z) . ... ... .. 207
B.12 Normalized maxentropic spectra for (d, k) = (z,3) . .. ... ... 207
C.1 Write amplifier circuit with 16-byte FIFO. . . ... ... ... ... 209
C.2 FIFO expander: expands 16-byte FIFOto 2kBytes. . . . . ... .. 209
C3 Readamplifiers. . . . . .. ... ... . . . .. .. 210
C.4 Analogue to digital converter: 1-8 channels, up to 400kHz. . . . . 211
C.5 Main circuit for DMA transferISAcard. . . . ... ... ...... 212

vil



C.6 DMA channel jumper select on ISA card.
C.7 External connections to DMA ISA card.

Viil



List of Tables

1.1 Standards relating to magnetic transactioncards. . . . . . . .. .. 20
12 Tracklcodesymbols.. .. ..... ... ... ... 24
1.3 Tracks2and3codesymbols. . ................... . 25
1.4 Features of the magnetic strip card, the Smart card and the bar

code (approximate). . . . v v ot i i e e e e 31
3.1 Results from calculating the TER-100 for the codes in table 3.3 . . 67
3.2 Capacitiesof (d,k)codes.. . . . . . ... ... i oo 74
3.3 Statistics for common modulationcodes. . ... ... ... .... 74
B.1 Expressions for power spectra of (d,k)codes. . . ... ... .... 205



Acknowledgement
This work was funded by the University of Plymouth. Some travel assistance
was received from the Royal Academy of Engineering. Thanks are given to my
supervisors, Dr. Terry Donnelly and Prof. Desmond J. Mapps, Dr. Paul Davey
for maintaining paper references, Nick Fry for valuable assistance, other mem-
bers of the CRIST facility and everyone else who has provided comment, ideas

and support.

Author’s declaration
At no time during the registration for the degree of Doctor of Philosophy has
the author been registered for any other University award.

Several scientific seminars and conferences were attended. Relevant publi-
cations are reproduced in appendix A. In addition a poster was presented (in
absence) to the IEE in London for the colloquium ‘Document Image Process-
ing for Multimedia Environment’ in October 1995. Four IEEE conferences were
attended: Intermag 1995 (San Antonio, Texas), 1996 (Seattle, Washington) and
1997 (New Orleans, Louisiana) and the Globecom conference in 1996 (London,

UK). Papers were presented at Intermag in 1996 and 1997.



Preface

A note on units....

Although the metric system has been in use for over a hundred years, old
habits die hard—especially in ‘traditional” industries like magnetic recording
and banking. The units used in the text of this thesis are all ‘common’ (i.e.,
inches for American standards and metric for European/Asian standards). The

following charts may be helpful when converting.

Oin 0om
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70mm
3in
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41 x 107° Oe (oersted) = 1 A/m (ampere/metre)
10% gauss = 1T (tesla)



Conversions from (a) time: seconds to hertz  (b) length: inches to metres
(c) linear density: flux reversals per inch to wavelength  (d) areal density: bits

per square inch to bits per square millimetre.
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10uin
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The following conventions will be used for mathematical notation.

Continuous time is represented by the variable ¢, and frequency by f. The
frequency domain representation of a time domain signal is represented by
changing the function’s letter to upper case, g(t) <= G(f).

A signal, say r(t), is a real, analytic, piecewise linear and single valued func-
tion. Normally its amplitude is bounded.

When a signal is sampled, the discrete time is written as a subscript, i.e.,
rr = r(kT) where T is the sampling interval and & is integer. The letters d, ¢, j,
k, l, m and n represent integer numbers.

A group of samples can be written in vector form: » = (r¢,71,72,...,Tn-1)’.
In this context a superscript T denotes the transpose of the vector. A matrix is
represented by a bold upper case letter, e.g,.,

Moo Moy -+ Mypa
M — JM'I,O Al.l,l . Ml:n--l
Mm-10 Mmp-11 -+ Mpo1n-

The convolution operation is an asterisk.
9(t) x h(t) = [ g(t = T)h(r) dr = () x (2

(g * h Zg: i-j — (h X Q)i

The mean operator is denoted by angle brackets.

(00 = 7— [ glt)d

b—aJa

1 n-1

(9)==2_a

N i=o
The expectation operator is written as a function, E.

B(ot) = ooy [to0)dt  E(g) = 75 s

E(g)=f£:cpr(9=x) dz E(g) =) ipr(g =1)

The symbol pr(:) is probability (there is no notational distinction between
a continuous density function and discrete). Conditional probability is written
pr(A|B) which reads as ‘the probability of A given that B is certain.’

A hat over a symbol, e.g., §, means that § is an estimator of a true g. Al-
though g # g itis likely that § =~ g.

Some real physical functions can not necessarily be represented or modeled
by mathematical expressions, and are written in calligraphic script. However
they may be approximated by, say, a convolution. E.g., H(w(t)) & h(t) * w(t).

X111



Chapter1

Introduction

Credit cards are durable, inexpensive, machine readable, reliable plastic rectan-
gles. They are not secure, high capacity or indestructible. This project investi-
gated increasing the data storage capacity on a standard magnetic credit card
stripe while not significantly altering any of its other features.

Certainly the magnetic stripe card has direct competition in its market arena,
but despite fierce onslaught the simple painted magnetic storage medium has
held its ground, and is likely to do so for at least ten more years.

A consequence of the success of the format is that almost no development
of the medium has occurred since its inception in the 1960s and 70s for fear of
disrupting the de facto standards. The technology of other forms of magnetic
and communication device has undergone continual improvement in this time
so that current storage densities, costs and transmission rates are several orders
of magnitude beyond their twenty-year-old counterparts.

The cause of these rapid advances can be traced to refinement in materials,
manufacturing processes and the availability of computing power. The cause
of stagnation in the credit card is the miniscule cost of the medium itself, its
simplicity and the installed base of card readers and infrastructure.

However, it is still desirable to increase the storage capacity of the magnetic
credit card. Any high density magnetic card system should, at the very least,
maintain low costs, but it is also advantageous to remain to some extent back-

wards compatible with the current card standard. The extra information should

1



INTRODUCTION 1.1

be an extension to a card’s facilities, not a replacement for them. Additionally,
the card readers should neither be prohibitively expensive nor too stringent on
read-back conditions.

This chapter starts with a basic examination of magnetic recording, which is
followed by a description of the procedure and formats used on current credit
cards. There is an acknowledgement of the competition that is competing for
the magnetic card market, and a section on the uses of token cards in general.
Errors and their correction are also covered in this chapter, which finishes with

brief statements of the contribution and organization of this thesis.

1.1 Fundamentals of magnetic recording

The limit to data capacity on a card is tied to the physics of magnetic recording,.
Practical magnetic recording began with audio reproduction on steel wire [12].
The state of the art is digital recording on thin-film keepered media [41] on a
super-smooth glass disk substrate [84]. Magnetic detectors can be as simple as a
loop of wire or Hall-effect semiconductor to sophisticated multi-layer quantum
effect devices. Somewhere in the middle of this technology lies the everyday

magnetics that is straightforward and robust enough to be useful on a credit

card.

This section describes simplified practical magnetic recording. The full theo-

retical treatment of magnetic recording is intricate and is of limited usefulness.

A revision of magnetic fields comes first, then a qualitative model of record-
ing on magnetic media is presented and that is followed by the methods of
recording, including a look at magnetic recording and replay heads and prac-
tical issues associated with them. There is a brief statement of the limits that
a head places on the channel capacity. Finally the relationship between the
magnetic recording channel and information capacity is examined. The section
is meant to convey the limitations of magnetic recording and some of the un-
derlying principles that will later be used when modeling the channel—most
importantly that of magnetic field superposition. It does not cover the physical

2
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International
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INTRODUCTION 1.1.1

processes or precise micromagnetic simulations.

1.1.1 Magnetic fields

The phenomenon of magnetism is the manifestation of four-space electromag-
netism being twisted by special relativity. Fortunately, at ordinary velocities
Maxwell’s equations (see any relevant physics text book, e.g., [37]) describe the
interactions between electric and magnetic fields comprehensively. Even better,
most magnetic recording is concerned only with magnetostatics, superposition
and induced voltage.

A magnetic dipole moment, m, is defined in terms of a current, I, flowing
around a tiny loop, s. This vector s has the properties that its orientation is
normal to the loop’s area and its magnitude is equal to the loop’s area. The

relationship in SI units between the magnetic dipole and electric current is

m = Is. (1.1)

The magnetic field, b(r), at position r relative to the dipole is related to m by

b(r) = Hrbo | (m ~ r) (1.2)

4 rd

where &2 (the material’s relative permeability and permeability constant) are

treated as constant and r = |r|, the magnitude of 7.

Magnetic fields are linear and superposable, so equation (1.2) essentially
says that the prevalent magnetic field is the sum of the contributions from all
nearby magnetic dipole moments, which reduce in intensity at r==.

Ferromagnetic particles in a magnetic medium behave like many indepen-
dent closed loop current dipole moments; so some simple magnetic calculations

can be made. For a recorded data track with a width much larger than the width

“In this work no distinction is made between B and H fields. The concepts of ‘flux density’,
‘magnetic field’ and ‘magnetizing force’ are all represented by the vague symbol b or b.
"It should be noted that the strength of the magnetic dipoles is dependent on the volume of

the particle and the material of which it is made. There is also a shape dependence that affects
coercivity.
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of the read head, the dipoles can be arranged as bars or rods across the track.
The field contribution from a bar of dipole drops off as approximately =2, de-
rived below as equation (1.5).

The exact equation for the contribution to the magnetic field from a bar of m-
strength dipole aligned on the 2-axis from z, to 2, as derived from equation (1.2)
is

zh

b(r) = ﬂ;::o - [;%—M(T) . m] . (1.3)

where M(r) is a positional scaling factor with physical units of r,
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Here r = ( Ty z ) is the position relative to the dipole bar and [f(z)]®
denotes the limits of integration, f(b) — f(a).

For a wide dipole bar (length > the width of the head, -2, = z, = o)
T
and the dipole moment, m, aligned on the y-axis, m = ( 0O m 0 ) , the long

expression (1.3) reduces to simpler

_ Brto  _ 4m 2 __ .2
b(r) — A (32 n y2)2 y — . (1.5)

These magnetic vector fields are illustrated in figures 1.1 and 1.2 which show
field cross-sections for a point dipole and bar dipole respectively. Figure 1.3
shows the field from a set of small bar dipoles as might be seen by a magnetic
sensor over a digitally recorded magnetic medium (the situation is similar to
that shown later in figure 1.6). The vertical component of the magnetic field in
figure 1.3 at different elevations over the medium is shown in figure 1.4: this
demonstrates that there is substantial loss of signal bandwidth and strength as

the distance from the magnetic sensor to the medium is increased. The reduc-
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Figure 1.1: Magnetic field cross-section from a point dipole aligned to point
down the page. The field drops in intensity at 1/r°.

tion of detail is known as Stevenson loss [9] and it is the principal data limiting

factor on a magnetic card.

Micromagnetic modeling techniques use the full versions of the above equa-

tions to generate the theoretical three-dimensional fields from models of the
head and medium. They can include the interaction of dipoles with the writ-
ing current (giving rise to high density non-linear distortion), the different per-
meabilities and orientations of the materials present and even, sometimes, the
dynamic effects from Maxwell’s equations. This results in a very accurate, very
computationally intensive model. (One recent example of thick media model-
ing is [22]).

Magnetic models are often needed for very long data runs where non-linear
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(going in and out normal to the page) with its dipole moment aligned on the

Figure 1.2: Magnetic field cross-section from an infinite bar along the z-axis
y-axis (vertical, up the page). The field drops in intensity at 1/r2.
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Figure 1.3: Magnetic field cross-section from a set of bar dipoles, similar to a

piece of high density recorded media. The (infinitely deep) dipoles are shown
in the bottom part of the diagram, the magnetic vector field in the top part. Note

how the field extends further out from large areas of magnetization than from

smaller ones.
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Figure 1.4: Vertical magnetic field component from the set of bar dipoles in
figure 1.3. Note the drop in signal detail (bandwidth) and signal strength as the
distance to the medium increases. (With relation to figure 1.3, y-field:0.25 is at
the medium boundary, y-field:0.50 is at the mid-line of the diagram, y-field:0.75
is mid-way between the top of the diagram and y-field:0.50.)
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distortion is in evidence and a micromagnetic model would be too computa-
tionally intensive. Simpler semi-empirical systems [52, 53] can provide results

almost as good as the full models while still being practical for collecting mean-

ingful long-term channel statistics.

1.1.2 The magnetic recording media as given

A great deal of research has gone into making magnetic recording media that
are suitable for high bit densities. However, exotic materials and precision en-
gineering comes at a price while the credit card’s most important feature is its
low cost.

Taking the standpoint that the credit card medium cannot be altered, only
the salient and common properties of all media must be examined: not in a the-
oretical way (the variations in particle size, coercivity and remnance are far too
great to make this useful here) but in a purely empirical and phenomenological
manner. This has shifted the scope of the magnetic medium into the channel

properties; the medium itself has not been explicitly studied.

1.1.3 Trivial micromagnetic hysteretic medium model

The inagnetic hysteresis of ferromagnetic recording media is very well docu-
mented [50]. A simple (and not totally unrealistic) model is to assume that a
ferromagnetic grain has a magnetic dipole moment. When an external mag-
netic field acting on the grain reaches a critical strength, H,, the dipole instantly
aligns itself with that field.

In this application it was assumed that the recording field strength was al-
ways large enough to align every grain, regardless of size and coercivity; i.e.,
the write process itself does not contribute significantly to the channel charac-

teristics.
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Figure 1.5: Sketch of the magnetic pattern laid down by the trailing edge of
the (unperturbed) field of a recording head. If the write gap is very small, the
critical field, H., does not penetrate down to the magnetic medium.

1.1.4 Magnetic recording (write) heads

All magnetic recording heads rely on an electromagnetic field generated by an

electric current flowing through a coil. The flux is ducted (through low reluc-
tance material) to the poles, which are physically near the recording medium.

Figure 1.51s a sketch of the field from a recording head, and shows the flux from

the poles being stored in the medium.

The space between the poles, called the head gap, is critical in determining
the strength of the magnetic field delivered to the medium [49] if the current
is limited or the head is easily saturable: a larger gap increases both the extent
and strength of the protruding field. Note, however, that the gap size per se
does not influence the maximum recordable linear bit density significantly.

The shape and definition of the trailing edge of the critical write field is
affected by the current through the write head. When using a thick, isotropic

medium, a high current gives a transition edge that is distant from the gap,

10
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and hence the critical field boundary (where |b(r)| < H,, ignoring units) tends
to be less well defined and more perpendicular to the medium (up and down
the page in figure 1.5). A low current lays down a more longitudinal pattern
that may not completely penetrate the medium. This perpendicularity has not
been exploited in this project, for although it may be possible to write to the
medium in a variety of orientations, simple read heads are limited to detecting

only one directional component of the magnetic field (for inductive heads this

is the vertical field [9], but all current read heads detect a component of the
magnetic field that extends out of the medium). The definition of the written
magnetic pattern can be marginally improved by using a pulsed writing system.
This makes the magnetic transitions better separated in time, but not necessarily
in space: although the former often compensates for the latter to some extent.
In the credit card application, the dynamic effects in the write head are small
enough to ignore. The heads are modestly inductive, but the speed of current
change through the head is fairly slow—Iless than 80 kHz most of the time and
the write amplifier is capable of sourcing about an amp of electrical current—so
the field rise times are much shorter than the clock period. In systems where

the write frequency is above 10 MHz or so, head inductance becomes a serious

issue.

1.1.5 Magnetic replay (read) heads

Any magnetic sensor can be the active part of a read head. Currently, inductive

coils and magneto-resistors (MR) are the most popular sensors and spin valves
(giant magneto-resistors, GMR) have recently been used in products. Figure 1.6
is a sketch of the fields that a read head might see. The flux lines are channeled
from the medium through the pole tips to the magnetic field sensor.

The gap size of the read head helps to determine the maximum readable bit
density. If the bit size is less than the gap size then several bits can ‘fit inside’

the gap and interfere with each other. In this application, however, the gap size
of the read head is not the limiting factor.

11
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Figure 1.6: Sketch of the (unperturbed) magnetic field seen by a read head. The

closer the transitions, the smaller the magnetic field strength seen by the read
head.

1.1.6 Limiting factors for signals and heads

The most important constraint limiting the bit density of many recording sys-
tems, including this one, 1s the head to medium separation. This changes as

approximately —50 dB per wavelength of recorded signal (which is of the order
of the length a bit in the medium). The separation loss is experienced on both
the read and write sides of the channel [49] and this loss of detail was displayed
in figure 1.4. When the signal is highly attenuated the noise characteristics ot
the head become important, although in this project noise was not a major issue.

Other, lesser, factors limiting the read-back bandwidth include the read gap
size, head reluctance (important for very high frequency recording), azimuth

offset (which affects the effective size of the head gap) and head shape [65, 99].

1.1.7 Practical inductive heads and their properties

The two head types examined in this work have been the inductive read /write
head and MR read /inductive write head which are shown schematically in fig-

ure 1.7. MR heads are described in the section 1.1.8.

12
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Figure 1.7: Schematic cross-sections of types of writing and reading heads.
a) Classic inductive head.  b) Thin-film MR read and inductive write head
(based on Philips’ Digital Compact Cassette head).

Electrical properties of inductive writing

A coil winding is an inductive load, so the number of turns, size, efficiency
and relative permeability of the core help determine the voltage required for
generating a high frequency magnetic field. For this application the frequen-
cies are mostly less than 10-20kHz and the voltages are less than about 10 V.

With higher frequency heads (several MHz), the inductance can cause serious

problems.

The magnetic flux generated by the coil is linear with the coil current (at field

strengths less than the core’s saturation level) and the number of turns of the
coil. With a single turn head, this can mean that very high currents are required,
at which point energy absorption becomes important [69]. For this reason, in
some applications the head coils are pulsed with a very high instantaneous cuz-
rent at low duty cycles. Using this method means that the extra expense of
adding more than one coil turn can often be avoided while still achieving criti-

cal magnetic fields and not destroying the head.

13
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Electrical properties of inductive reading

b = magnetic field Faraday’s law, part of the Maxwell equations, states that in a fixed system

db

EME: electro-motive ~ where t is time and V is the electro-motive force (EMF or voltage) generated
foree across an open loop of conductor with mean magnetic field, b, passing through
it. Simply, the faster the field intensity changes, the higher the voltage that is
generated.

In storage systems, £ is proportional to the medium speed relative to the
head. This can be a problem in a variable speed system such as a credit card
reader as amplitude variations can affect later stages in decoding, such as adap-

tive filters and threshold detectors.

1.1.8 Magneto-resistive (MR) heads

MR: An MR element has a resistance, R, that is dependent on the magnetic field
st
MAgNero-TesIStor strength resolved along the element’s sensitive axis, b;; i.e., R = B(b;) [49]. This

relationship, B(+), is neither linear [64] nor particularly extensive: the change

in R is often only a few %.

To detect a change in resistance, a current must be passed through the head.
This is used to generate a voltage with the magnetic signal function superim-
posed on the top of it. Because the useful signal is so small, the voltage from the

DC- direct current  sense current is removed by a DC blocking capacitor. This modifies the signal
at low frequencies, but if the impedance of the input amplifier is high enough,
and the (d, k) (and DC) properties of the code are suitable, the modification is
not of particular concern.

Very small MR heads generate more noise than inductive heads. In thin-film
head devices this is mostly Barkhausen noise from domain switching and the
industry has made considerable efforts to study this and reduce its effects [83].
In a tightly defined recording channel, the noise is the information limiting fac-

14
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tor (see equation (5.2), page 94). At moderate recording densities and high mag-
netic field strengths, it is less relevant.

1.1.9 Saturation and flip-back in an MR head

An inductive read head is a linear device: the output is linearly proportional
to the rate of change of magnetic flux through its coil. A magneto-resistive
head is not linear: the output is a function, 3, of the magnetic flux through the
transducer. Although the MR function is (in places) approximately linear [64]
there are exceptional regions at the saturation limits and the zero field point.
The typical form of an MR transfer function is shown in figure 1.8 (the for-
mula 8(b;) = (tan=!(b;))* has been used for the purpose of illustration—there

are three broad classes of MR transfer function of which the form shown would
be classified as type I [18]). The head is usually biased (by an external magnetic
field) to a working region at b,. This is normally near the point of inflection (for
best linearity) or the half-way value (for best range of field).

If the medium field becomes large in the same direction as the bias field, the
MR transducer saturates gracefully. However, if the medium field overpowers
the bias field, then an unfortunate ‘flip-back’ condition can occur. This signal
inversion can confuse a discrimination circuit. Figure 1.9 shows a real example

of an MR signal with inversion as read from a credit card.

Avoiding the condition

In closed or well defined systems (disk drives, tape units) this is not a problem:
the MR sensor can be chosen to match the medium field, and the bias field can
be adjusted as appropriate.

In a credit card environment this solution is not workable. The vague and
variable tolerances on the card, medium and surface tribology ensure that sig-
nal inversion cannot be avoided without detrimentally affecting the MR sensi-

tivity, although it may be possible to engineer a solution to lessen the impact of
flip-back.

15
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Figure 1.8: Typical form of MR element transfer function.
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Figure 1.9: MR read-back signal showing inversion characteristic (flip-back).
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Figure 1.10: Schematic circuit to make a single MR head linear.

One simple method to prevent inversion is increasing the recording density
and slightly adjusting the head-medium spacing to attenuate the medium field
seen by the head. This is not ideal for a retail system for two reasons. Firstly
information capacity is reduced by removing the head from the medium. Sec-
ondly the card may already be slightly removed from the medium because of
a poor swipe, and hence the read-back amplitude would be low. Ultimately

these severe non-linearities were somewhat compensated computationally dur-

ing the detection phase in this study.

Linearizing the MR element

Figure 1.10 shows a circuit schematic that will make an MR head linear. It is

used, for instance, in the DCC analogue channels [78, 79]. This system inher-
ently avoids the non-linear properties of an MR element by making the amount
of magnetic flux through the element ‘constant’ by modulating the bias field.
This method is not feasible in a closely-packed multi-track system that has only

one bias coil common to all heads.

18
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Detection of flip-back

Tightly packed MR elements in a head assembly tend to use a common bias line
for cost and complexity reasons, so in this case individual bias control is not
possible. Fortunately, since inversion always occurs at the same signal level,
it is a relatively easy task to detect where inversion may be taking place. It is
very difficult to reliably correct this problem though. (If the signal drops down
quickly after hitting the trigger level, then inversion did not occur. If the signal
quickly climbs back to the trigger level, then it is likely that inversion did take
place. However, the recorded data could also cause this effect, so post-read

correction is tricky.)

1.1.10 Summary of magnetic recording

The process of magnetic recording can be considered as being the record of the
direction of the recording magnetic field when it fell below a threshold. The
medium itself comprises many grains that each individually record the pattern.
The grains maintain the direction of the recording field when it dropped below
critical strength in their own ferromagnetic field (at least in isotropic media).

A magnetic read head can detect a component of the magnetic field that
extends out of the medium that is in turn formed from the superposition of the
grain magnetic dipole moment-like fields.

There are two common forms of magnetic read head: the inductive coil,
which reads linearly in rate of change of magnetic field, and the magneto-

resistive (MR) read head, which reads a n<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>