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Considering the great ability of decision trees techniques to extract useful information from large databases and to 
handle heterogeneous variables, this paper applies Extreme Gradient Boosting for the prediction of systemic banking crises. 
To this end, prediction models have been constructed for different regions and the whole world. The results obtained show 
that Extreme Gradient Boosting overcomes the predictive power of existing models in the previous literature and provides 
more explanatory information on the causes that produce systemic banking crises, being the demand for deposits, the level 
of domestic credit and banking assets some of the most significant variables. 
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Introduction 
In the 1990s, systemic banking crises became 

generalised, being the origin of the deep global 
economic crisis occurred in 2009, which led to research 
into the development of Early Warning Systems 
(EWS) capable of predicting these events1,2. Although 
the advances in EWS of systemic banking crises have 
been significant, the literature demands new models 
that reach greater predictability and that use broader 
samples, mainly including emerging and developing 
countries2,3,4. For example, Dabrowski, Conrad and de 
Villiers4used dynamic Bayesian network methods 
achieving 74% accuracy from a sample of European 
countries.Hamdaoui5 obtained an accuracy of 84.33% 
using the Bayesian moving average method with data 
from developing countries. For its part, Ristolainen3 
applied artificial neural networks with samples from 
European and emerging countries, reaching accuracies 
close to 96%. The main objective of the present study 
is the construction of EWS models that serve to predict 
systemic banking crises with a capacity of precision 
superior to previous studies. Also, our work uses 
samples from more extensive geographic areas than 
those used in previous works, taking developed, 
emerging and developing countries. We try to fill this 
objective with the creation of specific models for the 
regions (Latin America, Asia, Africa, the Middle East, 

and Europe) and a global model that considers all 
regions of the world. For this, the present work 
proposes Extreme Gradient Boosting methodology 
(XG Boost), which is a variant of decision trees 
techniques. This methodology has shown high 
precision in previous macroeconomic analyses and 
supplies a more significant amount of interpretable and 
concise information6. 
 
Methodology 
 

Extreme Gradient Boosting (XGBoost) 
XGBoost is an efficient and scalable gradient 

augmentation machine that has demonstrated a higher 
prediction power than other popular algorithms in 
recent years7,8,9. It is an ensemble model that is used 
for supervised learning problems, and that consists of 
classification and regression tree sets (CARTs). To 
predict a variable 𝑦 , XGBoost defines the model of 
the form expressed in equation (1). 
 

ŷ ∑ 𝑓 𝑥 𝑓 ∈ 𝐹  ... (1) 
 

where K is the total number of trees, 𝑓 for the tree 
𝑘𝑖ℎ is a function in the functional space F, and F is 
the set of all possible CARTs. 

In the training phase, each of the trained new 
CARTs will try to complement the residual errors 
committed by the model. The objective function has 
been optimized in (t + 1) according to (2). 
 

𝑜𝑏𝑗 ∑ 𝑙 𝑦 , ŷ ∑ Ω 𝑓  … (2) 
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Where l(.) denotes the training loss function,𝑦 ,is 

the value of validation in training,ŷ is the prediction 
value in step t and Ω 𝑓 is expressed according to the 
regularization term (3).  
 

Ω 𝑓 𝛾𝑇 𝜆 ∑ 𝑤   … (3) 
 

In equation (3),T represents the number of leaves, 
and wj is the score on the leaf jth. When optimized (2), 
the Taylor expansion is used so that the descent of the 
gradient is applied in different loss functions. During 
the training period of XGBoost, good features would 
be chosen as a node in the trees, which means that 
unused functions are abandoned. 
 

Sensitivity analysis 
The objective of the sensitivity analysis is to 

determine the relative importance of the independent 
variables in relation to the dependent variable9. 
Applying the Sobol’ method10, the total variance V(Y) 
is decomposed according to equation (4).  

𝑉 𝑌  ∑ 𝑉𝑖 ∑ ∑ 𝑉𝑖𝑗 ⋯ 𝑉12 … 𝑘 … (4) 
 

whereVi=V(E(YǀXi) andVij= V(E(YǀXi ,Xj))-Vi - Vj. 
 

For its part, the sensitivity indexes are determined 
by Si = Vi ̸V and Sij= Vij̸V, where Sij indicates the effect 
of interaction between two factors. The 
decomposition of Sobol allows the estimation of a 
total sensitivity index STi, which measures the sum of 
all the sensitivity effects involved in the independent 
variables. 
 
Sample and variables 

The sample used in this study is made up of the 
163 developed, emerging and developing countries 
that appear in the World Bank (World Bank Open 
Data). On the other hand, from this sample, a set of 28 
independent variables selected from the previous 
literature was obtained12,13,3, as shown in Table 1. 
These variables are macroeconomic and refer to the 
period 1970-2017. In turn, the dependent variable is 
defined by the criteria proposed by the International 

Table 1 — Independent variables 

Category Code Definition 

Macroeconomic Factors 

GDP per Capita Annual real GDP per capita at current USD 
Real GDP Growth Annual growth of real GDP 
Inflation Rate of change in CPI 
M2 Multiplier Growth Annual growth of M2 
M2/Reserves Ratio of M2 to foreign exchange reserves 
REER Overall Deviation of real effective exchange rate from 5-year rolling mean 
Gov Spending General government final spending as % of GDP 
Real House Price Measures the price changes of residential housing 
Unemployment Unemployment total as % of total labour force 
Terms of Trade Ratio of exports plus imports to GDP 
Current Account Current account as % of GDP 

Banking Sector 

Domestic Credit Ratio of domestic credit to GDP 
Credit Private Sector Credit to private sector to GDP 
Credit Growth Annual growth of domestic credit 
House hold Loans Household loans at current USD 
Real Interest Rate The bank rate meets the short- and medium-term financing needs 
Demand Deposits Demand deposits at current USD 
Bank Assets Ratio of bank assets to GDP 
Foreign Bank Liabilities Foreign bank liabilities to total bank assets 
Bank Liquid Reserves Bank liquid reserves to total bank assets 
Gov Bank Assets Net bank claims on central government 

Financial Linkages 

Oil Price Texas crude oil price at current USD 
Market Capitalization Mark etc apitalizationto GDP 
Stock Prices Stock market index 
Stock Prices Volatility CBOE Volatility Index (VIX) 

Governance Factors 

Kaopen Index measuring a country's degree of capital account openness 

Conflict 
Dummy variable which takes on value of 1 if a country is experiencing armed 
conflict, and 0 otherwise 

SFI State fragility index 
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Monetary Fund (IMF): (1) significant signs of 
financial distress in the banking system; and (2) 
significant banking policy intervention measures13. In 
this sense, there is financial distress when events such 
as important losses in the banking system and/or bank 
liquidations occur. On the other hand, interventions in 
the banking sector are considered significant if at least 
three of the following six measures have been used: 
(1) a wide liquidity support (5 percent of deposits and 
liabilities to non-residents); (2) gross costs of bank 
restructuring (at least 3 percent of GDP); (3) 
significant bank nationalizations; (4) significant 
guarantees put into effect; (5) significant purchases of 
assets (at least 5 percent of GDP); (6) Frozen deposits 
and/or closed banks. This dependent variable is 
denoted as 1 in the years in which the systemic 
banking crisis is suffered, and 0 for the opposite case.  
 
Results 

Table 2 shows the results obtained by the XGBoost 
for the models of each continent and the global 
model. We randomly selected 500 sets of variables, to 
which 10-fold cross-validation was applied, randomly 
dividing the available set of samples by 70% for 
training samples, and 30% for test samples. The 
precision of the models with training sample amounts 
to 98.58%, 98.32%, 99.60%, 99.82%, 99.14% for 
Africa & Middle East, Latin America, South & East 
Asia, Europe and Global, respectively. With the 
testing sample, the accuracy is 98.48%, 96.71%, 
98.95%, 99.59%, 98.53% for models from Africa & 
Middle East, Latin America, South & East Asia, 

Europe and Global, respectively. The results of this 
work show that the models developed with the 
XGBoost achieve a prediction capacity superior to that 
obtained in previous studies. It is worth highlighting 
the case of the global model, which achieves an 
accuracy of 98.53%, improving the result of the model 
of Ristolainen3. Other works have obtained precisions 
inferior to our results, as is the case of Dabrowski  
et al.4, where it reaches an accuracy of 74%, using 
dynamic Bayesian networks. It also improves the 
results shown by statistical methodologies, such as the 
study by Caggiano, Calice and Leonida14 with Logit, 
which achieves a precision of 72.3% for developing 
countries, and the case of Hamdaoui5 used Bayesian 
model averaging, which achieved a precision of 
84.33% for developed countries. 

For its part, Table 3 shows the sensitivity values of 
all the variables used in the study. The Demand 
Deposits variable has been significant in all models 
since more deposits in relation to assets make the 
banking system safer11. This result shows differences 
with the work of Ristolainen3, where the variable 
M2/Reserves was its most significant variable in all 
models. Other variables belonging to the banking 
sector, such as Bank Assets, Domestic Credit, Credit 
Growth and Bank Liquid Reserves, have also been 
highly significant in three of the four models, showing 
that crisis events can occur due to liquidity 
problems12, risk and return on assets problems4. Even 
so, other previous empirical works did not obtain high 
significance with these variables. Concerning 
macroeconomic variables, the most significant 

Table 2 — Results of accuracy evaluation 

Sample Classification (%)   RMSE ROC Curve Significant Variables  

Training Testing Training Testing 
Africa & Middle East 99.58 98.48 0.12 0.19 0.95 Real GDP Growth, M2 Multiplier Growth, REER

Overall, Demand Deposits, Bank Liquid Reserves,
Domestic Credit, Market Capitalization, Oil Price 

Latin America 98.32 96.71 0.19 0.27 0.93 Real GDP Growth, Current Account, Inflation,
M2/Reserves, REER Overall, Bank Assets, Credit
Growth, Demand Deposits 

South & East Asia 99.60 98.95 0.11 0.16 0.97 M2 Multiplier Growth, Bank Assets, Demand
Deposits, Bank Liquid Reserves, Domestic Credit,
Market Capitalization, Oil Price 

Europe 99.82 99.59 0.08 0.12 0.98 Real GDP Growth, GDP per Capita, M2/Reserves,
Demand Deposits, Bank Assets, Credit Growth,
Credit Private Sector, Domestic Credit, Household
Loans 

Global 99.14 98.53 0.15 0.22 0.97 Inflation, M2/Reserves, REER Overall, Bank 
Assets, Demand Deposits, Bank Liquid Reserves,
Credit Growth, Credit Private Sector, Market
Capitalization 
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variables are Real GDP Growth and M2/Reserves. 
They show that slow growth of GDP and a low ratio 
of M2/Reserves are a warning signal to predict crises. 
These results are consistent with those shown by other 
previous studies such as Ristolianen3, Dabrowski  
et al.4, Hamdaoui5, but also shows differences with 
the results of Caggiano et al.14. On the other hand, the 
variable Inflation has not been highly significant, 
unlike other previous works such as that of 
Dabrowski et al.4 and Ristolainen3. In the same line, 
the variable Terms of Trade has not been significant 
in any of the estimated models, unlike the results 
shown by Caggiano et al.14. Finally, none of the 
government variables has been significant, unlike the 
results obtained by Caggiano et al.14. 
 
Conclusions 

The systemic banking crises are an international 
concern that has been a focus of attention for 
researchers and macroeconomic policymakers in the 
last decade. Our results show that decision trees, 
specifically the XGBoost classifier, improve the 

accuracy of systemic banking crises prediction 
models. Likewise, they offer more information for 
policymakers in the regions considered that require 
empirical tools to mitigate and resolve the negative 
impact of an abrupt crisis in the banking system. Also, 
our models can be of special relevance for financial 
institutions that need to control the risk of a possible 
imminent crisis. Given the relevance of the issue 
studied in this paper, the presentation of a global 
prediction model, with a testing accuracy of 98%, 
shows a significant advance in the difficult task of 
forecasting future adverse events on the crisis of the 
banking system, since the previous works have 
reached similar precisions only with observations of 
samples from small geographical areas. In addition to 
this high precision, it has been determined that the 
most significant variables that predict a systemic 
banking crisis are Inflation, M2/Reserves, REER 
Overall, Bank Assets, Demand Deposits, Bank Liquid 
Reserves, Credit Growth, Credit Private Sector and 
Market Capitalization. This model provides a unique 
international experience, simplifying and reducing the 

Table 3 — Variable importance values of variables for Systemic Banking Crises 

Variables Africa & Middle East Latin America South & East Asia Europe Global 

GDP per Capita 0.000 0.000 0.000 0.325 0.000 
Real GDP Growth 1.355 0.547 0.000 1.124 0.000 
Inflation 0.000 0.362 0.000 0.087 0.142 
M2 Multiplier Growth 0.526 0.000 0.142 0.000 0.000 
M2/Reserves 0.000 0.425 0.000 0.572 0.525 
REER Overall 0.637 1.042 0.000 0.000 0.272 
Gov Spending 0.000 0.000 0.000 0.000 0.000 
Real House Price 0.000 0.000 0.000 0.000 0.000 
Umemployment 0.000 0.000 0.000 0.000 0.000 
Terms of Trade 0.000 0.000 0.000 0.000 0.000 
Current Account  0.000 0.255 0.000 0.000 0.000 
Domestic Credit 0.318 0.848 0.572 0.127 0.000 
Credit Private Sector 0.000 0.096 0.000 0.325 0.142 
Credit Growth 0.000 0.275 0.502 0.731 1.075 
Household Loans 0.000 0.000 0.000 0.089 0.000 
Real Interest Rate 0.000 0.000 0.000 0.000 0.000 
Demand Deposits  0.526 0.362 0.117 0.427 0.125 
Bank Assets 0.000 0.425 0.970 0.572 0.502 
Foreign Bank Liabilities 0.000 0.000 0.000 0.000 0.000 
Bank Liquid Reserves 0.125 0.000 1.204 0.000 0.327 
Gov Bank Assets 0.000 0.000 0.000 0.000 0.000 
Oil Price 0.754 0.000 0.224 0.000 0.000 
Market Capitalization 0.133 0.000 0.375 0.000 0.275 
Stock Prices 0.000 0.000 0.000 0.000 0.000 
Stock Prices Volatility 0.000 0.000 0.000 0.000 0.000 
Kaopen 0.000 0.000 0.000 0.000 0.000 
Conflict 0.000 0.000 0.000 0.000 0.000 
SFI 0.000 0.000 0.000 0.000 0.000 
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resources and efforts to create different models for 
predicting systemic banking crises. 
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