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Abstract

This paper consider Hopf bifurcation of complex network have two independent delays. By analyzing

the eigenvalue equations, the local stability of the system is studied. Taking delay as parameter, the

change of system stability with time is studied and the emergence of inherent bifurcation is given. By

changing the value of the delay, the bifurcation of a given system can be controlled. Numerical simulation

results confirm the validity of the results found.

Keywords: Hopf bifurcation; Independent delays; Disease spreading networks; Numerical simulation.

1 Introduction

Over the past decade, the complex network that began with the famed “Kevin Bacon Six Degrees” has been

found in some real networks, with in-depth studies in physics and mathematics[1]-[6]. The dynamics of these

complex networks, especially the bifurcation, have become very important. Since bifurcation oscillations can

be detrimental in some engineering applications, it has been recognized that bifurcation control has great

potential in many technical disciplines. Therefore, it is very important to study the non-linear phenomena

of complex networks, and more importantly, to control human beings [7]-[19].

In recent years, more and more researches have been done on time-delay systems in recent years because

time-delay mathematical models can describe many kinds of real systems [20]-[25]. Time-delay systems
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and ordinary differential equations are very different, there may be complex bifurcation and chaos dynamic

behavior. And time-delay complex networks have researched a wide range of researchers’ interests since

Watts and Strogatz’s research[1], [26]-[34].

In 1999, Newman and Watts [5] studied the infected volume V (t) grows as a sphere of radius t and

surface Γdt
d−1, where Γd is a constant. And the total infected volume V (t) is the sum of the primary volume

Γd

∫ t

0
δd−1dδ plus a contribution V (t− δ), which satisfies

V (t) = Γd

∫ t

0

δd−1(1 + 2pV (t− δ))dδ. (1)

In 2001, Yang [6] applied a time-delay ∆ to Eq. (1), and further considered negative nonlinear interactions

such as friction and slowdown due to congestion as in the cases of the Internet and traffic jam, which yielding

V (t) = Γd

∫ t

0

[1 + 2pV (t− δ −∆)− µV 2(t− δ −∆)]dδ (2)

However, the studies hasn’t address the bifurcation behaviors of complex network models with two delays.

In 2004, X. Li et al [18] studied a complex network for disease spread with time delay:

V̇ = 1 + 2pV (t− δ)− µ(1 + 2p)V 2(t− δ). (3)

where V is the the total influenced volume, µ is the nonlinear interaction in the network and p is the

probability of increasing the link between randomly chosen pairs of nodes, which means, in the cases of

regular lattices with p = 0, small-world networks with 0 < p < 1, and random networks with p = 1. In [34],

a new hybrid control strategy is used for the system, and the Hopf bifurcation control problem of the model

was studied.

This paper mainly concerns the effect of the delays τ1, τ2 on the stability and bifurcation behaviours of

disease spreading in the N-W small-world networks. We generalize [18] by assuming τ1, τ2 for two different

time delays in the system. The local stability of the system is studied at first. And then, taking delay as

parameter, the conditions of Hopf bifurcation are given.

The remainder are as follows. First of all, in Section 2, we discusses Hopf bifurcation in the case of one

delay (p = 0). Where we analyzes not only the stability but also about the Hopf bifurcation. The problem

of Hopf bifurcation with two delays was studied in Section 3. To verify the theoretical analysis, numerical

simulations are given in Section 4. Finally, we give the corresponding conclusions in Section 5.

2 The existence of Hopf bifurcation when p = 0

In this paper we generalize system(3) by assuming two different time delays τ1 ≥ 0, τ2 ≥ 0 in it. More

precisely, our model is described by

V̇ = 1 + 2pV (t− δ1)− µ(1 + 2p)V 2(t− δ2). (4)
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System (4) has equilibrium, which was noted as V ∗, where

V ∗ =
p+

√

p2 + µ(1 + 2p)

µ(1 + 2p)
.

Let Ṽ = V − V ∗, system (4) becomes,

˙̃V (t) = [1 + 2pV ∗ − µ(1 + 2p)(V ∗)2] + 2pṼ (t− δ1)− 2µ(1 + 2p)V ∗Ṽ (t− δ2)− µ(1 + 2p)Ṽ 2(t− δ2) (5)

Note that 1+ 2pV ∗ −µ(1+ 2p)(V ∗)2 = 0 and V ∗ =
p+

√
p2+µ(1+2p)

µ(1+2p) , the linearized equation of system (4) at

V ∗ becomes

˙̃V (t) = 2pṼ (t− δ1)− 2
[

p+
√

p2 + µ(1 + 2p)
]

Ṽ (t− δ2) (6)

And the linearized equation (6) has the following characteristic equation

λ+A1e
−λδ1 +A2e

−λδ2 = 0, (7)

where

A1 = −2p ≤ 0 and A2 = 2
[

p+
√

p2 + µ(1 + 2p)
]

> 0.

If δ1 = 0 and δ2 = 0, then λ = −2
√

p2 + µ(1 + 2p) < 0. V ∗ of system (4) is locally asymptotically stable.

When the parameters δ1 and δ2 increase, V ∗ is still locally asymptotically stable if all the roots of Eq. (7)

have negative real parts. It is unstable if Eq. (7) has at least one root with positive real part. Notice that

λ = 0 is not a root of Eq. (7).

We know analyze the pure imaginary roots in the system (4). Then analyze the conditions whrer crossing

the imaginary axis.

If p = 0, then A1 = 0, and Eq. (7) reduces to

λ+A2e
−λδ2 = 0. (8)

Assume that λ = ±iω (ω > 0) are a pair of purely imaginary roots of Eq. (8). Then,

iω +A2e
−iωδ2 = 0. (9)

By separate the real and imaginary parts of Eq. (9), we have

ω = A2 sinωδ2, 0 = −A2 cosωδ2. (10)

From Eq. (10), we derive that there exists only one positive root ω0 = A2, which is acquired at the critical

values δ2 = δ
(j)
2 , j = 0, 1, 2, ..., where

δ
(j)
2 =

1

ω0

(π

2
+ 2jπ

)

. (11)

It is immediately seen that λ = iω0 is a simple root of Eq. (8). Differentiating Eq. (8) with respect to δ2,

we obtain
dλ

dδ2
= − λ2

1 + δ2λ
,
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leading to the transversality condition

d (Reλ)

dδ2

∣

∣

∣

∣

δ2=δ
(j)
2

=
ω2
0

1 +
[

δ
(j)
2 ω0

]2 > 0.

As a result, the root of characteristic equation Eq. (8) near δ
(j)
2 crosses the imaginary axis when δ2 increases.

Summing up, we have:

Theorem 2.1. If δ
(0)
2 be defined as in Eq. (11). The equilibrium point V ∗ of system(4) is locally asymptot-

ically stable when δ2 ∈ [0, δ
(0)
2 ), and unstable when δ2 > δ

(0)
2 . And a Hopf bifurcation occurs when δ2 = δ

(0)
2 .

3 Existence of Hopf bifurcation with two delays

If 0 < p ≤ 1, then A1 < 0. For the given model, we will follow the method of M.J. Piotrowska [20] and X.

Li, S. Ruan, J. Wei [21] to analysis the existence of Hopf bifurcation with two delays, and then uses the

mathematical method developed by K. Gu, S., Niculescu, and J. Chen [22], by using a stability crossover

curve.

First method

Following M.J. Piotrowska [20] and X. Li, S. Ruan, J. Wei [21] we rescale

λ̃ =
λ

|A1|
, A =

A2

|A1|
, δ1 =

r1
|A1|

and δ2 =
r2
|A1|

,

so that the characteristic Eq. (7) takes the form

λ̃− e−λ̃r1 +Ae−λ̃r2 = 0 (12)

If ω > 0, suppose that iω is one root of Eq. (12). Then, by separating the real and imaginary parts, then

cosωr1 = A cosωr2, ω + sinωr1 = A sinωr2. (13)

Then, we can arrive at

sinωr1 =
A2 − ω2 − 1

2ω
, (14)

From being |sinωr1| ≤ 1, we obtain the inequalities −2ω ≤ A2 − ω2 − 1 ≤ 2ω, whose solutions is A − 1 ≤
ω ≤ A+ 1. Setting

g(ω) =
A2 − ω2 − 1

2ω
,

we see that g(A−1) = 1, g(A+1) = −1, g′(ω) < 0 and g′′(ω) < 0. A graphical inspection on the intersections

of the functions sinωr1 and g(ω) yields if r1 > 0, Eq. (14) has finite number of positive zeros ωj , j = 1, 2, ...,m

(see Fig. 1.) Moreover, for every r1 > 0 and ωj there exista r2 satisfied cosωjr1 = A cosωjr2.

Denote

r02 = min
{

rj2 : j = 1, 2, ...,m
}

, (15)
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Figure 1: g(ω), sin(r1ω) versus ω with µ = 0.3, p = 0.05.

where

rj2 = min {r2 > 0 : cosωjr1 = A cosωjr2} ,

and ω0 = ωj for j = 1, 2, ...,m such that rj2 = r02. We now examine the conditions that guarantee that the

root of the Eq. (12) moves from left to the right half plane. Let λ̃(r2) be the root of Eq. (12), then we can

get some r2 = r02 for which Re[λ̃(r02)] = 0 and Im[λ̃(r02)] = ω0. We calculate

dλ̃

dr2
= −r1e

−λ̃r1
dλ̃

dr2
+Ae−λ̃r2

(

r2
dλ̃

dr2
+ λ̃

)

,

and, taking into account Eq. (13), we obtain

(

dλ̃

dr2

)−1

=
1 + r1λ̃

λ̃Ae−λ̃r2
+

r1 − r2

λ̃
.

Then,

sign





d
(

Reλ̃
)

dr2





r2=r02

= sign



Re

(

dλ̃

dr2

)−1

r2=r02



 = sign
[

sinω0r
0
2 + r1ω0 cosω0r

0
2

]

.

For given r1 > 0, when both sinω0r
0
2 and cosω0r

0
2 are positive, then [d(Reλ̃)/dr2]r2=r02

> 0, and the purely

imaginary roots ±iω0 of Eq. (12) move to the right half-plane when r2 increases. On the other hand, when

both sinω0r
0
2 and cosω0r

0
2 are negative, then [d(Reλ̃)/dr2]r2=r02

< 0, and the pure imaginary roots ±iω0 of

Eq. (12) moves to the left half-plane. Setting

Ω1 =
[

0,
π

2

]

and Ω2 =

[

π,
3π

2

]

, (16)

if ω0r
0
2 ∈ Ω1, then [d(Reλ̃)/dr2]r2=r02

> 0, while if ω0r
0
2 ∈ Ω2, then [d(Reλ̃)/dr2]r2=r02

< 0.
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Let ω0r
0
2 ∈ Ω1 ∪ Ω2. Then λ = ±iω0 are simple roots of Eq. (12). If λ = iω0 is a repeated root, then

1 + r1e
−iω0r1 − r02Ae

−iω0r
0
2 = 0. From Eq. (12), we know e−iω0r1 = iω0 + Ae−iω0r

0
2 . Thus, we find that

−ω0r1 = (r02 − r1)A sinω0r
0
2 and 1 = (r02 − r1)A cosω0r

0
2. As a result, −ω0r

0
2 = (sinω0r

0
2)/(cosω0r

0
2). If

ω0τ
0
2 ∈ Ω, then the left hand side of this identity is negative, and the right hand side is positive.

Collecting together all the previous results, we are able to formulate the following theorem

Theorem 3.1. Let δ02 = r02/ |A1|, with r02 defined by Eq. (15), Ω1 and Ω2 defined as in Eq. (16)

1) The equilibrium point V ∗ of (4) is locally asymptotically stable for δ2 ∈ [0, δ02).

2) If ω0δ
0
2 |A1| ∈ Ω1, Eq. (4) exist Hopf bifurcation near V ∗ when δ2 = δ02 .

3) If ω0δ
0
2 |A1| ∈ Ω2, no Hopf bifurcation exist at δ2 = δ02 for the given system (2).

Second method

Following K. Gu, S., Niculescu, and J. Chen [22], we rewrite Eq. (7) as

q0(λ) + q1(λ)e
−λδ1 + q2(λ)e

−λδ2 = 0, (17)

where

q0(λ) = λ, q1(λ) = −2p < 0, q2(λ) = 2
[

p+
√

p2 + µ(1 + 2p)
]

> 0.

In order to use these of Gu et al. [22] the following conditions need to be checked:

I) deg[q0(λ)] ≥ max {deg[q1(λ)], deg[q2(λ)]}];

II) q0(0) + q1(0) + q2(0) 6= 0;

III) the three polynomials q0(λ), q1(λ) and q2(λ) do not have common roots;

IV) lim
λ→∞

(∣

∣

∣

∣

q1(λ)

q0(λ)

∣

∣

∣

∣

+

∣

∣

∣

∣

q2(λ)

q0(λ)

∣

∣

∣

∣

)

< 1.

Condition I) holds since deg[q0(λ)] = 1 and deg[q1(λ)]=deg[q2(λ)]] = 0; condition II) is also satisfied as

q0(0)+q1(0)+q2(0) = 2
√

p2 + µ(1 + 2p) > 0; condition III) is immediate; concerning condition IV) it follows

being the limit as λ → ∞ equal to zero.

To characterize the point where has purely imaginary roots, we divide Eq. (17) by q0(λ), and get

a(iω, δ1, δ2) = 1 + a1(λ)e
−λδ1 + a2(λ)e

−λδ2 = 0, (18)

in which

a1(λ) = −2p

λ
, a2(λ) =

2
[

p+
√

p2 + µ(1 + 2p)
]

λ
.

For λ = iω, ω > 0, the three terms in

1 + a1(iω)e
−iωδ1 + a2(iω)e

−iωδ2 = 0,
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are vectors in the complex plane with the sum of zero. The last two contain all directions by adjusting δ1,

δ2. As a result, we can replace the investigation on crossing the imaginary axis into a geometric problem of

a triangle. Since the length of each edge of a triangle cannot exceed the sum of the lengths of the remaining

two edges, we have that ω must satisfy the three conditions

|a1(iω)|+ |a2(iω)| ≥ 1, −1 ≤ |a1(iω)| − |a2(iω)| ≤ 1. (19)

Hence, we obtain

2
√

p2 + µ(1 + 2p) ≤ ω ≤ 4p+ 2
√

p2 + µ(1 + 2p). (20)

Set

Ω =
[

2
√

p2 + µ(1 + 2p), 4p+ 2
√

p2 + µ(1 + 2p)
]

.

Having determined all ω satisfying the triangle conditions (19), the delays δ1 and δ2 such that a(iω, δ1, δ2) = 0

can be calculated using ω and the orientation of the vectors. By the law of cosines, the internal angles

θ1, θ2 ∈ [0, π] of the triangle are computed by

θ1(ω) = cos−1

(

1 + |a1(iω)|2 − |a2(iω)|2
2 |a1(iω)|

)

= cos−1

(

ω2 − 4[p2 + µ(1 + 2p)]− 8p
√

p2 + µ(1 + 2p)

4pω

)

and

θ2(ω) = cos−1

(

1 + |a2(iω)|2 − |a1(iω)|2
2 |a2(iω)|

)

= cos−1





ω2 + 4[p2 + µ(1 + 2p)] + 8p
√

p2 + µ(1 + 2p)

4ω
[

p+
√

p2 + µ(1 + 2p)
]



 .

Since the triangle can be located above and under the real axis, the following two equations must hold for

δ1 and δ2,

{

arg[a1(iω)e
−iωδ1 ] + 2mπ

}

± θ1(ω) = π,
{

arg[a2(iω)e
−iωδ2 ] + 2nπ

}

∓ θ2(ω) = π.

Noting that

arg[a1(iω)] = arg

[

2p

ω
i

]

=
π

2
, arg[a2(iω)] = arg



−
2
[

p+
√

p2 + µ(1 + 2p)
]

ω
i



 =
3π

2
,

we derive the following values of the delays

δm±
1 (ω) =

arg[a1(iω)] + (2m− 1)π ± θ1(ω)

ω
, δn∓2 (ω) =

arg[a2(iω)] + (2n− 1)π ∓ θ2(ω)

ω
,

that is

δm±
1 (ω) =

1

ω

[

−π

2
+ 2mπ ± θ1(ω)

]

, δn∓2 (ω) =
1

ω

[π

2
+ 2nπ ∓ θ2(ω)

]

,

where m = m±
0 ,m

±
0 + 1,m±

0 + 2, ..., and n = n∓
0 , n

∓
0 + 1, n∓

0 + 2, ..., with n+
0 , n

−
0 ,m

+
0 ,m

−
0 (n+

0 ≤ n−
0 and

m+
0 ≥ m−

0 ) the smallest possible integers for which the corresponding delays δm0±
1 , δn0∓

2 are non-negative.
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Proposition 1. Assume that (20) holds. The stability switching curve is described by C1(m,n) ∪C2(m,n),

where

C1(m,n) =
{

δm+
1 (ω), δn−2 (ω)

}

and C2(m,n) =
{

δm−
1 (ω), δn+2 (ω)

}

.

C1(m,n) and C2(m,n) have the same starting point, and C1(m,n) and C2(m,n) have the same end point.

Proof. The geometric characteristics of the stability switching curve is determined by the behavior of

C+(m,n) and C−(m,n) at the initial and end points of Ω. Notice first that

θ1(2
√

p2 + µ(1 + 2p)) = cos−1 (−1) = π, θ1(4p+ 2
√

p2 + µ(1 + 2p)) = cos−1 (1) = 0

and

θ2(2
√

p2 + µ(1 + 2p)) = cos−1 (1) = 0, θ2(4p+ 2
√

p2 + µ(1 + 2p)) = cos−1 (1) = 0

Therefore, the starting points of C1(m,n) and C2(m,n) are given by

δm±
1 (ω) =

1

ω

[

−π

2
+ 2mπ

]

, δn∓2 (ω) =
1

ω

[π

2
+ 2nπ

]

,

{

δm+
1 (2

√

p2 + µ(1 + 2p)), δn−2 (2
√

p2 + µ(1 + 2p))
}

=

{

1

2
√

p2 + µ(1 + 2p)

(π

2
+ 2mπ

)

,
1

2
√

p2 + µ(1 + 2p)

(π

2
+ 2nπ

)

}

and

{

δm−
1 (2

√

p2 + µ(1 + 2p)), δn+2 (2
√

p2 + µ(1 + 2p))
}

=

{

1

2
√

p2 + µ(1 + 2p)

(

−3π

2
+ 2mπ

)

,
1

2
√

p2 + µ(1 + 2p)

(π

2
+ 2nπ

)

}

,

respectively, while for the end points of C1(m,n) and C2(m,n) we have

{

δm+
1 (4p+ 2

√

p2 + µ(1 + 2p)), δn−2 (4p+ 2
√

p2 + µ(1 + 2p))
}

=

{

1

4p+ 2
√

p2 + µ(1 + 2p)

(

−π

2
+ 2mπ

)

,
1

4p+ 2
√

p2 + µ(1 + 2p)

(π

2
+ 2nπ

)

}

and

{

δm−
1 (4p+ 2

√

p2 + µ(1 + 2p)), δn+2 (4p+ 2
√

p2 + µ(1 + 2p))
}

=

{

1

4p+ 2
√

p2 + µ(1 + 2p)

(

−π

2
+ 2mπ

)

,
1

4p+ 2
√

p2 + µ(1 + 2p)

(π

2
+ 2nπ

)

}

,

respectively. The conclusion holds.
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4 Numerical examples

In this section, by using numerical simulations, we will verify the correctness of the above results. These

numerical simulations agree well with our theoretical results.

In order to facilitate comparison, we first select the parameters as µ = 0.3 p = 0.05 and τ∗1 = 1, and then

we have

ω0 = 11.6100, τ∗2 = 1.3245.

The dynamical behavior is illustrated in Fig. 2 and Fig 3. From Fig. 2 and Fig. 3, one can find that

trajectories converge to the equilibrium point when τ2 < τ∗2 , that is, V
∗ is stable. If τ2 is increased to pass

τ∗2 , V
∗ is un stable and a Hopf bifurcation occurs.
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Figure 2: Phase portrait of model Eq. (3) for τ1 = 1, τ2 = 1.2.
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Figure 3: Waveform plot and phase portrait of model Eq. (3) for τ1 = 1, τ2 = 1.4. Here initial value is

V (0) = 3.

At the same time, from Figs 3 and 4, periodic solutions bifurcate from V ∗ is stable.
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Figure 4: Waveform plot and phase portrait of model Eq. (3) for τ1 = 1, τ2 = 1.4. Here initial value is

V (0) = 2.

Our next step is choosing appropriate values of τ2 to control the networks. If τ2 > 1.3245, a Hopf

bifurcation occurs as well know. As τ2 increase and ω0δ
0
2 |A1| ∈ Ω1, the amplitude of the periodic solution

bifurcate from V ∗ become larger (Fig. 5).
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Figure 5: Waveform plot and phase portrait of model Eq. (3) for τ2 increase. Here initial value is V (0) = 2.

At the same time, we can using µ and p as control parameters to control the networks (Fig. 6).

5 Conclusions and discussion

In this paper, we study the stability and Hopf bifurcation of a complex network model with two delays, and

discuss the critical parameter values for bifurcation in detail. By choosing time delayτ2, µ and p parameter,

the bifurcation behavior of the system can be well changed and the bifurcation can be controlled effectively.

The numerical results verify the correctness of our theoretical results.
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Figure 6: Phase portrait of model Eq. (3) for different µ and p. Here the initial value is τ1 = 1, τ2 = 1.4,

and V (0) = 3.

Note that a network model with distributed delays is more general than that with discrete delays. Our

further study is propose to generalize the delayed model considered in this paper as

V̇ (t) = 1 + 2p

t
∫

−∞

V (r)g(t− r,m)dr − µ(1 + 2p)





t
∫

−∞

V (r)g(t− r, n)dr





2

,

where g(·) is a gamma distribution.i.e.

g(a, l) =

(

l + 1

T

)l+1
ale−

l+1
T

a

l!
.

These are beyond the scope of the present paper and will be further investigated elsewhere in the near future.
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