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ABSTRACT: The ability of an organism to develop, maintain, and act
upon an abstracted internal representation of spatially extensive envi-
ronments can provide an increased chance in ensuring that organism’s
survival. Here, we propose a neurocognitive model of spatial represen-
tation describing how several different processes interact and segregate
the differing types of information used to produce a unified cognitive
map. This model proposes that view-based egocentric and vestibulomo-
tor translational information are functionally and anatomically separate,
and that these parallel systems result in independent, but interacting,
models within a neurocognitive map of space. In this context, we selec-
tively review relevant portions of the large literature, addressing the
establishment and operation of such spatial constructs in humans and
the brain systems that underpin them, with particular reference to the
hippocampal formation (HF). We present a reinterpretation of the types
of knowledge used in the formation of this spatial construct, the pro-
cesses that act upon this information, the nature of the final spatial rep-
resentation, and describe how these universal concepts relate to the
proposed model of spatial processing. The relevant experimental para-
digms used to examine the neural basis of spatial representation and the
main findings from previous research are also briefly presented. Finally,
we detail a series of testable theoretical, behavioral, and anatomical
predictions made by the model. VVC 2005 Wiley-Liss, Inc.
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INTRODUCTION

A prerequisite for the survival of a behaving organism is its ability to
interact effectively and efficiently with its environment (Kamil, 1994;
Shettleworth, 1998). Tasks such as foraging or hunting for food, locating
shelter, avoiding predators, and remembering dangerous locations all
require a reliable system whereby important elements of the external
world, and their relations to each other and to the organism, are repre-

sented (Healy, 1998; Jacobs, 1995). This internal
model of the environment has been termed either a
spatial representation or a cognitive map, and the
behavior of negotiating a route through the world
based on this model is spatial navigation. The task of
understanding the development of these capacities and
their neuroanatomical underpinnings has occupied
neuroscience research for several decades, and a large
literature now exists on the topic in rodents (e.g.,
Redish, 1999; Thinus-Blanc et al., 1998; Schenk,
1998; Mumby et al., 1999), primates (e.g., Rolls,
1996; Rolls and O’Mara, 1995; O’Mara et al., 1994;
Rolls et al., 1989a, 1989b; Feigenbaum and Rolls,
1991) and humans (e.g., Berthoz, 1999, 1997; Ber-
thoz et al., 1995; Ghaem et al., 1997; Maguire et al.,
1999). In the present study, we propose a new and
simple predictive model of how spatial representations
are generated by humans.

To construct an adequate cognitive representation
of the external world containing information necessary
for successful navigation, a brain structure(s) will
require information from different sensory modalities.
These will include visual input from occipital cortex,
auditory information from temporal association areas,
balance and topographical information from the ves-
tibular system, and proprioceptive feedback about
muscles and joints from somatosensory areas, as well
as (to a lesser extent in humans) olfactory information
from the olfactory bulb. There are only two strong
candidate areas that have access to the requisite sen-
sory stimulation necessary to develop a robust repre-
sentation of the animal’s place in the environment:
the hippocampal formation of the medial temporal
lobe (MTL) and, to a lesser extent, the parietal cortex.
In recent years, lesion studies in humans and animals,
as well as electrophysiological and neuroimaging stud-
ies, have confirmed the involvement of both these
areas in spatial representation. This paper focuses par-
ticularly on the role of the hippocampal formation
(HF) and, to a lesser extent, the parietal cortex, in
spatial representation and navigation. In the present
work, we do not attempt an analysis of the relation-
ship between hippocampal formation function and
amnesia, as many reviews of this topic have been pub-
lished in recent years (e.g., Spiers et al., 2001; Dash
et al., 2004; Mayes and Montaldi, 2001).
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ANATOMY OF THE MEDIAL TEMPORAL LOBE

The hippocampal formation is a bilateral, archicortical struc-
ture in the medial temporal lobe consisting of the hippocampus
proper (also known as Ammon’s horn or cornu ammonis (CA1–
CA3)), 63þdentate gyrus, and subiculum. Bordering the HF
proper are the entorhinal, perirhinal, and parahippocampal corti-
ces that surround the rhinal sulcus on the ventromedial surface of
the primate brain (Lavenex and Amaral, 2000).

Sensory information accesses the HF through direct and
indirect projections from perirhinal, parahippocampal areas
(Suzuki and Amaral, 1994a,b; Naber et al., 1997, 1999), and
medial and lateral entorhinal cortices (Witter et al., 1989; Wit-
ter and Groenewegen, 1992; Lopes da Silva et al., 1990; Leung
et al., 1995), as well as prefrontal cortex. Although dentate
gyrus and area CA3 do not seem to receive direct projections
from either perirhinal or parahippocampal cortices (Canning
and Leung, 1997; Naber et al., 1999), both areas receive indi-
rect sensory information via cells in layer II of the entorhinal
cortex along the perforant pathway. The dentate gyrus projects
directly to area CA3 via mossy fibers. In turn a series of fibers
termed the Schaffer collaterals send information from area CA3
to area CA1 (see Fig. 1A). Area CA1 then projects back to
entorhinal and perirhinal cortices directly or indirectly via the
subiculum. The entorhinal, perirhinal and parahippocampal
cortices serve not only as the major ports of entry into the HF
but also as its major cortical output via dense, reciprocal pro-
jections (see Fig. 1B). Thus, the perirhinal and parahippocam-
pal cortices constitute the major communication links between
widespread areas of motor and sensory association cortex on
the one hand and the HF on the other.

In addition, the HF has extensive feedback projections to
the cerebral cortex arising from subicular and CA1 neurons
that terminate throughout the orbitofrontal, medial frontal,
anterior temporal, and posterior temporal association cortices.
Considered together, these projections serve powerful hippo-
campo-cortical neural systems influencing both the limbic and
association cortices (Van Hoesen, 1995). Subcortical outputs
occur primarily through the fimbria and include projections to
the septal nuclei, nucleus accumbens, thalamus, and mammil-
lary nuclei. There are also extensive commissural connections
between left and right HF.

Role of the Hippocampal Formation in Spatial
Representation and Navigation

Its distinctive anatomy is probably responsible to some
degree for the remarkable level of interest in the function of
the HF; furthermore, three key experimental observations have
been the main driving forces behind the plethora of investiga-
tions, theories and debates on the function of this structure.
The discovery of place cells in the rodent by O’Keefe and Dos-
trovsky (1971) was a landmark achievement. Similarly, the
findings from clinical neuropsychological cases that lesions of
the HF can cause profound anterograde amnesia (Scoville and

Milner, 1957) provided a strong impetus to increase our under-
standing of the functional role played by the HF. Finally, long-
term potentiation (LTP), the neurophysiological process
whereby connectivity between cells is altered due to experience,
was first demonstrated in the HF and this area remains the
region of brain in which it is still most investigated (Bliss and
Lømo, 1973). There are many theories and models of hippo-
campal functioning (e.g., Rolls, 1996; Squire, 1992; Cohen
and Eichenbaum, 1993), the most famous of which is the Cog-
nitive Map Theory proposed by O’Keefe and Nadel (1978),
which will be discussed below.

DEVELOPING A REPRESENTATION OF SPACE

The development of a mental model of the spatial world
begins with sensory input from the environment. The processes
whereby these sensory inputs are translated into a stored repre-
sentation or model of the environment have been referred to as
spatial representations or spatial strategies; we will use the term
‘‘spatial strategies’’ to describe the processes which correspond
to the encoding aspect of spatial memory formation. We do so

FIGURE 1. A: Line drawing of a cross section through the
hippocampal formation illustrating the major areas of the hippo-
campal formation (HF). (Image from http://thalamus.wustl.edu/
course/limbic.html.) B: Flow diagram summarizing the intrinsic
connections of the HF and also the projections to and from the
parahippocampal and perirhinal cortices.
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for two reasons. First, the term ‘‘strategies’’ conveys the
dynamic nature of the processes involved. Second, the term
‘‘representations’’ can be misleading in that it implies a fixed or
static model of space, rather than treating the processes as ways
of organizing information. The term ‘‘representation’’ is more
suited to the stored mental model that forms the end product
of these information-filtering processes, the model drawn upon
in the retrieval stage of spatial memory. This final model we
will refer to as the neurocognitive map. This term is chosen for
two reasons. First, the model we present combines a cognitive
framework for the processing stages involved in spatial repre-
sentation with a corresponding set of neuroanatomical areas
that underpin these cognitive activities. Second, since its use by
O’Keefe and Nadel (1978), the term ‘‘cognitive map’’ has
become loosely synonymous with the primary function of the
hippocampal formation. We have therefore introduced the term
‘‘neurocognitive map’’ to differentiate our model’s view of mul-
tiple spatial representations underpinned by an extended set of
brain structures including hippocampus and several extra-hip-
pocampal areas, and the O’Keefe and Nadel conception of ‘‘the
Hippocampus as a Cognitive Map.’’

Spatial Strategies

The relationship between living organisms and their envi-
ronment is crucial for assuring that organism’s survival (Bloch
and Morange, 1997). The ability to move from one place to
another allows both animals and humans means of satisfying
their needs (Garling and Golledge, 2000). To understand how
transitions between places are executed, one must investigate
how knowledge of the environment, represented in memory,
enables organisms to form and execute movement plans. Tver-
sky (2000) suggests that, at a global level, an organism needs a
mental representation of an area and that it is from this over-
view of space that a feasible route is determined. A route is
defined as a trace of the planned or traveled sequence of path
segments and turn angles that are followed in order to get
from an origin to a specific destination. The process of defin-
ing a route and finding one’s way along it depends on the pur-
pose(s) of the trip, and whether it involves single or multiple
stops (Golledge, 1999). Furthermore, the organism needs to
know how to negotiate its route, i.e., how to maintain course
while avoiding obstacles. Each of these behaviors requires dif-
ferent kinds of information from the world and the brain,
information that is integrated by the action of spatial strat-
egies. Although these strategies are useful in orienting in a
given environment, they also contribute to the organization of
gathering or encoding new incoming spatial information
(Thinus-Blanc and Gaunet, 1999). Thus, constructing a spatial
representation is an everyday task, and the ability to do so is
important for survival. The following discussion will focus on
spatial representations in adults, with a particular emphasis on
environmental learning via navigation or route-based knowl-
edge. For detailed discussions on the development of spatial
representations in children, see Millar (1994) and Overman
et al. (1996).

Egocentric and allocentric spatial strategies

O’Keefe and Nadel (1978) suggest there is a dichotomy
between egocentric (i.e., ego-centered; body-centered) and allo-
centric (also referred to as exocentric, exo-centered, or environ-
ment-centered) spatial strategies. An egocentric strategy refers
to the discrimination of a spatial locus with reference to the
body midline, vertical visual meridian, or relative self-move-
ment. The term has been used in at least two ways. Firstly, to
refer to the encoding of spatial positions of distal objects by
reference to an ego-centered coordinate system, implying a role
in the cognition of large-scale spaces and secondly, in terms of
the relationship of the observer to near objects, particularly
objects that are within reaching distance. Egocentric space is
important because it includes the region of central space to
which sensory processes are most sensitively directed and the
use of egocentric coordinates enables the identification of spa-
tial loci in relation to the body midline (Foreman and Gillet,
1997). However, the body midline and vertical visual meridian
are always shifting, as the organism is never completely still
and the ego-centered system does not produce a stationary ego-
centered array, except for the briefest periods of time between
successive saccadic eye movements or bodily adjustments. Thus,
spatial processing becomes more complex once the organism
begins to move around in space and involves memory for
inter-relationships between objects in a more global or allocen-
tric spatial framework. Consequently, compared with egocentric
space, allocentric space is likely to involve a much greater
memory component, and use a wider range of both perceived
and nonvisible cues. Travel requires humans to activate both
egocentric and allocentric processes to facilitate spatial knowl-
edge acquisition: person-to-object relations that dynamically
alter as movement takes place (egocentric referencing) and a
more stable object-to-object allocentric strategy that anchors
their cognitive map (Sholl, 1996).

Route- and survey-based information

There are many ways that one can learn the layout of an
environment (Tellevik, 1992). When the environment is novel,
altered or has not previously been experienced, possible learn-
ing strategies include active search and exploration, and a priori
familiarization through the use of secondary information
sources such as maps, photographs and videos etc. Two commonly
described ways of learning about an environment are by acquir-
ing route- or survey-based knowledge. Route-based knowledge
is characterized as knowledge of a spatial layout from the per-
spective of a ground-level observer navigating the environment.
We define this knowledge as any information pertaining to the
environment that is acquired as a result of physical navigation
through the environment. This type of information is obtained
through the use of the egocentric spatial strategy discussed
above, as all information is acquired with respect to the loca-
tion of the viewer. Route-based environmental learning is per-
haps the most common technique used by humans (MacEach-
ren, 1992). However, an important distinction must be made
between egocentric strategy and route-based information. While
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the egocentric strategy makes use primarily of visual and audi-
tory information derived from route-based learning, this route-
based knowledge contains more information than visual and
auditory input; also included is knowledge pertaining to distan-
ces, angles, vectors and heading information, as well as topolog-
ical information such as slopes and inclines, and vestibular-
based balance and proprioceptive information. These other
types of information are also accumulated through route-based
learning, but are not used in the egocentric strategy. Rather,
this information is drawn upon by another process, path inte-
gration, which will be discussed below.

Route-based knowledge also is differentiated from survey
knowledge, which is characterized by an external perspective,
such as an aerial or map-like view, allowing direct access to the
global spatial layout. Evidence for a fundamental distinction
between these two types of spatial information has come from
the behavioral analysis of human spatial cognition (Peruch
et al., 2000; Golledge, 1999; Thorndyke and Hayes-Roth,
1982; Siegel and White, 1975; Tversky, 1991). Survey-based
information closely resembles the allocentric spatial strategy dis-
cussed above in that the contents of the environment are
assimilated with respect to each other, irrespective of the loca-
tion of the viewer. An allocentric model (like a map) of the
environment appears to be built up as a derivative of physical
travel through the environment. As the animal’s route-based
knowledge increases, an allocentric map composed of survey-
based information is inferred. While this process is the normal
‘‘organic’’ process by which an allocentric model develops, the
presence of an external or secondary source (such as an actual
map, aerial photograph or other resource) can lead to the
instant formation of an allocentric representation (albeit rela-
tively impoverished) without the need for travel in the
environment.

Path integration

The term path integration (PI) refers to the updating of
position on the basis of velocity, temporal and acceleration
information (Gibson, 1950; Loomis et al., 1999; Etienne,
1992; Mittelstaedt and Mittelstaedt, 2001). It is likely to
involve an azimuthal reference (e.g., the dawn or setting sun,
or a mountain range), vestibular inputs, and proprioception,
possibly aided by optic flow and local features of the environ-
ment (Tversky, 2000). It involves recognizing an origin and
(usually) a destination and identifying route segments, turn
angles, and the sequence of segments and angles that make up
the desired path. Although PI is based on route information,
the internal representation underlying it is very different from
what is referred to as route knowledge (Loomis et al., 1999).
The internal representation of a route that has been traversed
contains information about the various path segments and
turns as well as off-route landmarks that might be used in sub-
sequent piloting. In contrast, the representation underlying PI
is a constantly updated abstraction derived from computations
on the route information. We therefore suggest PI is a parallel
process to the egocentric strategy, both of which are initiated

by travel through the environment. A more detailed account of
models of PI can be found in Loomis et al. (1999).

Although there is wide support for the idea that the HF is
involved in PI, these studies have largely been conducted with
animals (e.g., McNaughton et al., 1996; Markus et al., 1994);
there is a paucity of studies examining the process of path inte-
gration in humans. However, Worsley et al. (2001) have
focused on the role of the left and right temporal lobes (includ-
ing the hippocampal region) in human path integration in a
lobectomy study; they concluded that PI involved a number of
key processes, such as establishing an initial reference point,
monitoring relevant self-motion inputs, processing self-motion
inputs to derive information about distance and direction trav-
eled, and integrating of distance and directional information to
derive a homing vector. Finally, spatial updating is served by a
mnemonic component that tracks the outbound route and/or
the distance and direction of the initial reference point, relative
to the individual’s current position (Worsley et al., 2001). We
suggest that this latter spatio-mnemonic component is sub-
served by the HF, while the other processes are driven primarily
by sensory systems (for a more detailed discussion, see the sec-
tion, Model of Spatial Representation Acquisition).

Neural Substrates of Route- and
Survey-Based Learning

Mellet et al. (2000) found that survey/telegraphic imagery
elicited activation in the right HF alone, but found bilateral
activation of parahippocampal gyrus (PHG) for route imagery.
However, this study focused on previously learned environ-
ments and not the encoding of novel environments. More
recently, Shelton and Gabrieli (2002) investigated the encoding
of two different VR environments (one from a route and the
other from a survey perspective) in a group of healthy volun-
teers. They investigated if two types of spatial information were
distinguished in the brain by recruitment of different areas or
rather by differential activation within the same cerebral spatial
processing network. Route and survey encoding led to different
mental representations of the spatial environments, as depicted
in the ways in which maps of the environments were drawn.
However, both types of encoding yielded almost equivalent
accuracy in tasks measuring map-drawing and recognition. This
important finding implies that the observed differences in brain
activation could not be attributed to encoding success or fail-
ure, but instead reflected differences in the underlying process-
ing. Route encoding activated bilateral MTL (including para-
hippocampal cortex and posterior HF), postcentral gyrus, right
posterior cingulate and left medial frontal gyri (MFG), bilateral
fusiform and inferior temporal gyri (ITG) and the posterior
superior parietal cortex (see Fig. 2). Survey encoding resulted
in greater activation than route in a subset of these areas,
namely bilateral fusiform and inferior temporal gyri and poste-
rior superior parietal cortex. The authors proposed that the
increased activation of a specialized subset of regions by survey
encoding implies that the survey-based system evolved as a sec-
ondary system within a larger route-learning system. This idea
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supported earlier developmental research (e.g., Siegel and
White, 1975), showing that children develop route learning
before survey learning. Shelton and Gabrieli also stressed an

important difference between route and survey encoding that
may be critical to the observed brain differences: route perspec-
tives facilitate a sense of immersion in the environment, while

FIGURE 2. A: Areas of significant activation for direct compari-
sons of route and survey encoding. B: Mean percentage of signal change
as a function of encoding type for clusters that had greater activation
for route encoding than for survey encoding. Error bars reflect 6 1
SEM. (Reproduced from The Journal of Neuroscience 22:2711–2717,

Shelton and Gabrieli, 2002, Neural correlates of encoding space from
route and survey perspectives, with permission from the Society for
Neuroscience.) [Color figure can be viewed in the online issue, which is
available at www.interscience.wiley.com.]
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no such experience was reported for survey encoding, where
participants describe the condition as a map.

Neural Substrates of Path Integration:
Vestibular System

Many studies have focused on the vestibular system and its
role in human navigation: there are well-documented vestibu-
lar-hippocampal interactions in rats and monkeys (e.g., O’Mara
et al., 1994; Smith, 1997; Taube, 1995; Sharp et al., 1995;
Gavrilov et al., 1995; Wiener et al., 1995). In an fMRI study
by Lobel et al. (1996) caloric stimulation was applied to the
vestibular apparatus of seven subjects by injection of cold water
into the left ear canal and this was compared with a rest condi-
tion. The results showed bilateral activation of the HF, with
this activation being more consistently reported for the right
side.

The contribution of the vestibular system to the orientation
and localization of the body in space after passive displacement
in animals and humans has long been suggested (Beritoff,
1965; Potegal, 1982; Telford et al., 1995). Beritoff (1965)
observed that blindfolded deaf-mute children with lesioned lab-
yrinths could not retrace the route along which they had been
taken, when compared with normal children. His conclusion
that the vestibular organs were necessary for navigation in the
dark has been supported by more recent studies (e.g., Ito et al.,
1992; Ito et al., 1995; Glauser et al., 1994). Takei et al. (1997)
also found that patients with unilateral vestibular damage
tended to deviate or even fall to the inside of a circular path
when they were turned toward the affected side. In contrast,
normal adults could remember a previously walked circular
path and reproduce the trajectory with reasonable accuracy
when visual and auditory cues were eliminated (Takei et al.,
1996). This pattern of results may be explained by the exis-
tence of an independent functional representation which con-
tains vestibular/angular trajectory information and operates
independently of visual and auditory information.

Berthoz and colleagues have also shown that humans have
the capacity to compute actual displacement during passive
whole-body motion on the basis of vestibular signals (Berthoz
et al., 1995; Berthoz, 1997; Berthoz, 1999). These investigators
proposed that internally-simulated action is a fundamental ele-
ment of perception and spatial memory and that somatosenory
and vestibular information is important for keeping track of
turning motion. These sensory cues are used to infer headings
and spatial relations of surrounding objects (Berthoz et al.,
1995; Takei et al., 1996; Takei et al., 1997). Berthoz (1999)
suggested that vestibular patients have a specific deficit of the
head-direction cell system (Taube, 1998), which renders them
unable to store directional information. Furthermore, in the
absence of vision or in the presence of conflicting visual cues,
this results in a deficit in the evaluation of direction. However,
these ideas have been challenged; Burgess et al. (2002) have
suggested that self-motion produces idiothetic signals that auto-
matically update the internal spatial representation of an envi-
ronment in a more accurate way than one’s ability to perform

the equivalent mental rotation deliberately. However, in con-
trast with Berthoz, they propose that this process involves
updating a viewpoint within a cognitive mental model that is
independent of vestibular or proprioceptive signals. The model
presented in the section, Model of Spatial Representation
Acquisition, resolves this conflict by considering path integra-
tion and egocentric strategy as independent parallel processes:
therefore, Berthoz’s point addresses the functional spatial con-
struct derived from path integration, while Burgess et al. refer
to the egocentric model produced via egocentric strategy.

COGNITIVE MAPPING IN HUMANS

How Humans Record and Represent
Environments

The result of the convergence of route-based and survey-
based information gathered via egocentric and allocentric strat-
egies (and path integration) is a composite mental representa-
tion of the environment containing both types of knowledge.
According to Garling and Golledge (2000), the end-product of
the selection processes described above is a memory representa-
tion or cognitive map of a particular environment. The term
‘‘cognitive map’’ was first coined by Tolman (1948) and since
then, the term has come into wide usage within this specialized
literature and is usually taken to refer to the internal represen-
tations of perceived environmental features or objects and the
spatial relations among them (Golledge, 1999). Cognitive maps
are considered the most frequently used representational form
of experienced environments, in addition to the commonly
stored knowledge of individuals or societies, and there is
emerging evidence that maps are cultural universals (Uttal,
1994). A cognitive map is more abstract than route knowledge
and has image-like properties that allow an individual to plan
effective short-cuts and detours and to quickly estimate distan-
ces and bearings from any location within the map to any
other such location (Peruch et al., 2000). Cognitive maps con-
sist of points, lines, areas surfaces and direction which are
learned, experienced and recorded in quantitative and qualita-
tive forms (Garling and Golledge, 2000).

Landmarks in cognitive mapping

From the point of view of wayfinding, the most important
features of views are physical landmarks. They may be defined
in a number of ways, such as the strategic foci toward or away
from which one travels, intermediate foci on courses and routes
that assist spatial decision making, or significant physical struc-
tures, buildings or culturally defined objects that stand out
from their surroundings (Golledge, 1999). Landmarks are often
noticed and remembered because of dominance of visible form,
peculiarity of shape or structure or because of sociocultural sig-
nificance. The traditionally used concept of a landmark has
two distinct components: it is capable of attracting attention,
being commonly recognized by many people and in some
cases, landmarks are accrued significance in an idiosyncratic
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way (e.g., place of work). Landmarks usually act as anchor
points for organizing other spatial information into a layout
and may thus act as primary organizing features in cognitive
maps (Couclelis et al., 1987). Along routes when choices have
to be made at intersections, specific memorization of a land-
mark can help specify when to turn and which route to select
next. Such goal-based decision making processes would be sub-
served by the prefrontal cortex, while the processing of the
landmarks themselves would involve the areas associated with
the egocentric strategy, outlined above.

Daniel and Denis (1998) found that in asking students to
describe three routes on a university campus, about 17% of
utterances prescribed an action, 36% prescribed an action with
respect to a landmark, 33% introduced a landmark and 12%
described a landmark. Overall, landmarks seem to be selected
on the basis of visibility, pertinence, distinctiveness, and perma-
nence. They served several functions: to signal the place of
action change, to locate other landmarks and to confirm the
route (see also Heft, 1996, who showed that routes could be
learned by viewing film segments rather than by language).

Neuropsychological evidence for the existence of a specialized
area within extrastriate cortex which is sensitive to ‘‘landmark’’
stimuli has come from a subset of patients who suffer from topo-
graphical disorientation, a disorder characterized by a set of neu-
ropsychological deficits following different, isolated brain lesions
(Aguirre and D’Esposito, 1999). One such deficit is landmark
agnosia (Whiteley and Warrington, 1978; Levine et al., 1985;
Aguirre et al., 1998) and is separate from other agnosias such as
general object agnosia, or prosopagnosia. Aguirre et al. (1998)
suggested that landmark agnosia patients had sustained damage
to a cortical region that was specialized for the perception of vi-
sual stimuli with a particular orienting value (i.e., isolated land-
marks, as well as ‘‘scenes’’ of the environment). From their fMRI
study with healthy controls, Aguirre et al. found a region in the
anterior area of the right lingual gyrus, which they tentatively
dubbed ‘‘lingual landmark area,’’ that appeared to be maximally
sensitive to buildings as opposed to objects or faces. Importantly,
this critical area is adjacent to the parahippocampal gyrus; the
anatomic boundary between the superior lingual gyrus and the
parahippocampal gyrus is poorly defined (Duvernoy, 1991). This
led Aguirre and colleagues to propose that the region identified
in their studies happened to be the same as that found by Epstein
and Kanwisher (1998), which they termed the ‘‘parahippocampal
place area,’’ which is presumably derived from the hippocampal
‘‘view cells’’ found in the primate HF (Rolls and O’Mara, 1995).
From these studies, the evidence for the role of the PHG in an
egocentric/landmark-based representation is quite compelling.

Limitations of Cognitive Maps

Most conceptions of cognitive maps recognize that not all
the information in the environment need be represented; much
of it is left out and what is included is schematized, simplified
or idealized (Tversky, 2000). At later stages of acquisition,
when the cognitive map guides choices of places, paths, and
wayfinding decisions, further limitations are applied to the sub-

sequent selection of information about the environment. There-
fore, the cognitive map is unlikely to be fully complete and
many inaccuracies are never corrected (Garling and Golledge,
2000). Incompleteness of cognitive maps resulting from delib-
erate selection of available information leads to a hierarchical
organization of information in memory, and the use of human-
based methods in creating spatial representations implies that
humans’ cognitive maps can be error prone, leading to distor-
tions and fragmentation (Golledge, 1999).

HIPPOCAMPAL FORMATION AND SPATIAL
REPRESENTATION

A large literature links the HF to certain aspects of human
and animal spatial representation and navigation. These studies
avail of a number of useful experimental paradigms in combi-
nation with lesion or imaging techniques. The most commonly
used paradigms include virtual reality (VR) tasks, real-world
navigation, viewpoint-dependent studies, passive navigation,
and blind navigation. The findings from each approach are
reviewed in turn in this section.

Virtual Reality Tasks

VR elicits a strong sense of ‘‘presence’’ compared with tab-
letop tests (Held and Durlach, 1992): the subjective experience
of being in one place when one is physically in another.
Witmer and Singer (1994) found significant correlations
between ‘‘presence’’ and performance in VR environments; in
consequence, Burgess et al. (2002) have suggested that there is
a good correspondence between the spatial knowledge acquired
in a real world and a model of that environment in VR. How-
ever, in order to be effective, VR environments must contain
features of real-world environments such as realistic landmarks.
The majority of VR paradigms involve the participant navigat-
ing through a city or town (e.g., Gaunet et al., 2001; Spiers
et al., 2001a,b), although some researchers have used virtual
maze paradigms, adapted from tasks such as the Morris water
maze (usually associated with studies of rodent spatial represen-
tation), to investigate human navigation (e.g., Aguirre et al.,
1996; Maguire et al., 1998; Astur et al., 1998; Sandstrom
et al., 1998).

VR town navigation

From their studies focusing on navigation in VR towns,
Maguire et al. (1998) hypothesized that the output of the right
HF was a vector that continuously pointed to the goal direc-
tion (consistent with Burgess and O’Keefe’s (1996) model of
the rat HF). Left hippocampal activation was associated with
successful navigation, but was not as sensitive to accuracy in
navigation as the right HF. Maguire and coworkers suggested
that the left HF possibly had a less spatial and more verbal role
in memory. This assumption is consistent with a number of
studies (e.g., Astur et al., 2002, Fig. 3; Worsley et al., 2001,
Fig. 4) that have found either the left or right MTL lesions in
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humans negatively affect navigation (although right-sided
impairments were more generally associated with spatial mem-
ory deficits). This issue will be revisited in the presentation of
our model below.

VR maze navigation

A principal finding from these studies has been that success-
ful navigation in a virtual maze is associated with increased
activity in the parahippocampal gyrus but not the HF, implying
that the parahippocampal gyrus is a key neural structure in
human spatial mapping (Aguirre et al., 1998). Additionally,
Epstein and Kanwisher (1998) found parahippocampal cortex
activation in their investigation of memory for scenes, when
presented as route-perspective images (see also Nakamura et al.,
2000). The parahippocampal gyrus may support the processing
of spatial information that is present in the visual scene, for
example, extracting the distances to the nearest landmarks or
boundaries (Burgess et al., 2002; Aguirre et al., 1998). A recent
study by Astur et al. (2002) used a VR Morris water maze task

and reported severe spatial memory impairments in a group of
right and a group of left hippocampal patients compared with
age-matched patients with resections outside of the hippocam-
pal region and age-matched healthy controls. Astur et al. sug-
gest that these deficits may be attributed to the hippocampal
patients’ inability to integrate visual motion (optokinetic) and
vestibular information in order to engage successfully in path
integration or cognitive mapping strategies.

Real-World Navigation

In general, imaging studies have repeatedly shown activa-
tion of the HF proper in the recall and generation of routes
through a real city and recalling a prelearned route in the real
world (Burgess et al., 2002). Increases in hippocampal activity
have been consistently reported when subjects learned how to
navigate through a real town (Maguire et al., 1996) (Fig. 5A),
by recalling routes through a real city (Maguire et al., 1997)
or by recalling a route learned in the real world before scan-
ning took place (Ghaem et al., 1997). Consistent with the
observations from VR town studies, activation of the right
HF in real-world navigation tasks is associated with accurate
wayfinding, whereas the precise functions served by the left
hippocampal activation during spatial behavior remain unclear
(Maguire et al., 1998) (Fig. 5B). In a PET study using a
Mental Simulation of Routes (MSR) task, Ghaem et al.
(1997) showed that engaging in mental navigation along a
learned, real-world route activated the right middle hippocam-

FIGURE 4. Homing vector test: turn error (unsigned percent-
age) and distance (unsigned percentage) error in the control, LTL,
and RTL groups. (Reproduced from Neuropsychologia 39:452–
464, Worsley et al., 2001, Path integration following temporal
lobectomy in humans, with permission from Elsevier.)

FIGURE 3. A: Proportion distance traveled in the quadrant of
the pool where the hidden platform was located for the three groups.
For the first probe, the HPC group shows significantly less of a pref-
erence than the other two groups. For the second probe, the HPC
group again shows significantly less of a preference than the Control
group, but the tumor group does not differ from the other two
groups. B: Probe trial swim paths from the first probe trial of the
median individual in each group, as determined by probe trial per-
formance. Note the lack of a preference for the correct quadrant by
the individual from the HPC group. (Reproduced from Behavioural
Brain Research 132:77–84, Astur et al., 2002, Humans with hippo-
campus damage display severe spatial memory impairments in a vir-
tual Morris water task, with permission from Elsevier.)
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FIGURE 5. A: Examples of sketch maps of the overlapping
routes produced by subjects. (Reproduced from Neuropsychologia
34:132–136, Maguire et al., 1996, Topographical disorientation
following unilateral temporal lobe lesions in humans, with permis-
sion from Elsevier.) B: Regions of significantly greater activation
during the exploration of the environment with objects compared

with random color/texture images. Superimposed onto a template
MRI scan at the level of the peak activation. (Reproduced from
Journal of Cognitive Neuroscience 10:61–76, Maguire et al., 1998,
with permission from the Massachusetts Institute of Technology.)
[Color figure can be viewed in the online issue, which is available
at www.interscience.wiley.com.]
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pal areas, as well as the posterior hippocampal areas bilaterally.
Visual recall elicited bilateral activation of the middle hippo-
campal regions, the left inferior temporal gyrus, and left pos-
terior hippocampal regions. Ghaem et al. (1997) suggested
that the left HF was involved in the recall of the relation
between whole-body movements and the environment. The
involvement of left and right HF in this task again supports
the model presented below and its proposed loci for the func-
tional representation.

Viewpoint-Dependent Studies

VR paradigms have also been designed to test the effects of
manipulating the subjects’ viewpoint on their subsequent per-
formance of different tests of spatial representation. King et al.
(2002) suggest such studies have yielded three important find-
ings. First, automatic processes may support the accommoda-
tion of a change of viewpoint within one’s mental representa-
tion of object location (Wang and Simons, 1999). Second,
Christou and Bulthoff (1999) showed that the important factor
in these studies was the movement of the viewpoint relative to
the participants’ cognitive model of the world rather than
actual movement and the attendant vestibular and propriocep-
tive feedback or viewed movement of the objects relative to the
subject. Finally, when subjects were shown a scene of scattered
objects from one viewpoint and given a recognition memory
test using scenes from a different viewpoint, their response
latencies varied linearly with the angular difference between the
views (Diwadkar and McNamara, 1997; see also Easton and
Sholl, 1995). In sum, the use of an allocentric process capable
of arbitrary manipulations of viewpoint within 3D space
appears to be specifically dependent on the HF (Vargha-Kha-
dem et al., 1997).

Passive Navigation

VR paradigms have also been used to study passive naviga-
tion. Gaunet et al. (2001) examined spatial memory of a vir-
tual city using active, passive and snapshot exploration meth-
ods. They found that accuracy in scene recognition and estima-
tion of the direction of the origin of the path was not
influenced by the exploration conditions. In contrast, however,
the reproduction of the path shape was affected, with greater
total distance and angle reproduction error scores following
snapshot exploration than active and passive explorations. This
finding highlights the importance of continuous updating in
learning a novel environment and implies that a continuous
stimulation of visual exploration enhances the ability to repro-
duce the shape of a path previously traveled. Being able to
engage in continuous updating requires an ability to fill in the
gaps between snapshots based on the interpolation of one’s
position related to the previous snapshot. Gaunet et al. (2001)
proposed that during snapshot exploration, the processes used
by participants (either creating a mental frame of reference or
engaging displacement updating) were not adequate for path
shape reproduction.

Blind Navigation

Most research on human cognitive mapping has focused on
vision since it conveys the important information about the
spatial layout of the near and distant environment, and also
the details contained in maps, and aerial photographs and so
forth. However, it is clear that some blind persons are able to
navigate and to form cognitive maps of the environment
using the remaining information available to them (audition,
olfaction, touch, proprioception and efference copy; Peruch
et al., 2002). A number of researchers (e.g., Loomis et al.,
1993; Rieser, 1989; Berthoz et al., 1995) have focused on the
ability of sighted individuals to navigate without the use of
vision (see also Gaunet and Thinus-Blanc, 1996; Thinus-Blanc
and Gaunet, 1997; Ungar, 2000). Thomson (1983) showed
that humans with eyes closed can reach a previously seen tar-
get on the floor several meters away. Rieser (1989) and Loo-
mis et al. (1993) have investigated the ability of persons, with
and without vision, to imagine standing at a known location
and to indicate by pointing or walking toward, the direction
of obscured locations. Accuracy was seen to vary considerably
depending on the participant’s familiarity with the test area.
This implies that in unfamiliar environments, if directions are
not well known, large errors in wayfinding may occur either
in terms either of actual travel or in verbally describing or
sketching where to travel. Thus, information about step
length, derived from proprioceptive or outflow motor com-
mand signals, as well as from vestibular signals can contribute
to the updating of the mental representation of the subject’s
location in space and allow for path integration (Mittelstaedt
and Glasauer, 1991; Glasauer et al., 1994).

Paradigms: Overview

VR and viewpoint-dependent tasks allow for the presentation
of egocentric route-based information to be presented in the
absence of path integration or vestibular input, thereby allow-
ing the egocentric and allocentric representations of the cogni-
tive map to be derived while the functional model will be
impoverished. Real-world navigation will allow all models—
egocentric, allocentric, and functional—to be developed as
occurs naturally. Passive navigation paradigms allow for vestibu-
lar information to be assimilated without proprioceptive feed-
back from muscles and joints, which in turn will allow the dif-
ferent facets and anatomical substrates of the functional repre-
sentation to be disentangled. Finally, blind navigation studies
permit us to investigate the process of path integration and the
functional representation when the primary input to the ego-
centric strategy—vision—is deprived.

MODEL OF SPATIAL REPRESENTATION
ACQUISITION

A substantial theoretical and empirical consensus suggests
that the HF is involved in human spatial representation, navi-
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gation, and thus the acquisition of cognitive maps. We suggest
that spatial representation in humans involves several comple-
mentary processes whereby information from the external envi-
ronment is collected, segregated, and combined to form mental
models of the world (which we term spatial constructs) in the
form of separate and parallel person-centered and object-cen-
tered representations, as well as a representation containing
path integration information. We present also a unified model
of the operation of this system: information from the environ-
ment is organized by spatial strategies (Fig. 6); in the absence
of an external secondary source of allocentric information (e.g.,
an ordnance survey map), egocentric strategies are employed to
process route-based input. As soon as the organism begins to
travel through the environment, the (mainly visual) egocentric
strategy builds up an egocentric model/spatial construct that
becomes increasingly sophisticated as more locations are visited.
At the same time, the parallel process of path integration assim-

ilates distance, angle, vector, vestibular, and other route-based
information to develop what we term a functional representa-
tion of space. This spatial construct contains information on
direction, angle, distance and terrain that will be drawn upon
when the organism needs to plan and execute a route, with a
less emphasis on visual aspects of active travel such as optic
flow. Meanwhile, the successive gathering of route-based infor-
mation leads to a sophisticated allocentric spatial construct
being incrementally generated containing survey-based knowledge.
Our central theoretical claim is that these three (egocentric, func-
tional, and allocentric) spatial constructs are combined in the
mental representation of the environment, which we term the
neurocognitive map to emphasize its extension through a series of
brain structures culminating in HF and thence onward to mnestic
brain structures. Any further travel through the environment will
lead to the updating of these representations via a feedback loop
that will reactivate the egocentric strategies and the process will

FIGURE 6. Flow diagram representing a new model that outlines how the different processes
interact and segregate the different forms of information in producing the unified cognitive map.
[Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
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TABLE 1.

Summary of Predictions Based on This Model, Organized Thematically and Presented So That They Are Readily Testable Experimentally

Prediction Structures implicated Tasks

Behavioral

Reproduction of navigated environment impaired when

participants navigate blindfolded.

Map drawing

Blind navigation

Blindfolded navigation disrupted when participants are

passively propelled through an environment;

reproduction of navigated environment impaired when

participants navigate blindfolded.

Passive/active travel

Blind navigation

Where the neurocognitive map derives from a schematic

map, we predict poorer navigation performance (based

on recall of that map) than in cases where the

representation was derived from purely egocentric

information or normal path integration.

VR navigation

Blind navigation

Cognitive systems

Without an external secondary source of allocentric

information, egocentric strategies are employed to

process route-based input.

Real world navigation

VR navigation

Successive gathering of route-based information

leads to a sophisticated allocentric spatial construct

being incrementally generated containing

survey-based knowledge.

Real-world navigation

Systems—Anatomical

The egocentric strategy uses mainly visual information, but

in the absence of visual cues, auditory, tactile, or olfactory

information will be employed, although in these cases an

egocentric model of inferior resolution will result.

Visual system Real-world/VR navigation

Auditory system

Somatosensory system

Olfactory system

The egocentric construct will be based largely on distal

landmark information derived from activity in

fusiform, inferior temporal and posterior parietal areas.

Fusiform gyrus VR navigation

Inferior temporal gyrus

Posterior parietal

The development of the allocentric construct involves

many of the same areas responsible for the egocentric

strategy, as this model is derived as a byproduct of the

developing egocentric map.

Bilateral fusiform gyrus Real-world/VR navigation

Inferior temporal gyrus Map drawing

Superior parietal

The parallel process of path integration assimilates

distance, angle, vector, vestibular, and other

route-based information to develop a functional

representation of space; it derives from the vestibular

system, parietal somatosensory, and sensorimotor

areas involved in proprioception.

Vestibular system Real-world/VR navigation

Parietal somatosensory Blind navigation

Sensorimotor areas for

proprioception

Dorsal visual areas

The functional representation will be reliant on a

subset of MTL areas specialised for the processing of

vestibulomotor information; it will draw primarily

upon vestibular and proprioceptive information,

with lesser inputs from visual and somatosensory

areas. The right hippocampal formation may be a

strong candidate area for the functional model.

Right HF Blind navigation

Left HF

Vestibular system

Parietal somatosensory

Sensorimotor areas for

proprioception

Dorsal visual areas

Process—Anatomical

Encoding of functional information will activate

areas such as the vestibular system, parietal

somatosensory, and proprioceptive areas and

the dorsal visual stream as well as MTL.

Vestibular system Real-world navigation

Parietal somatosensory

Sensorimotor areas for

proprioception

Visual areas

MTL

Retrieval of functional knowledge will activate bilateral HF,

with greater activation in the right hemisphere.

Right HF Blind navigation

Left HF
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TABLE 1. (Continued)

Prediction Structures implicated Tasks

Encoding of the egocentric representation will activate a

collection of areas.

Right and left MTL-Postcentral

gyrus, posterior superior parietal

cortex, fusiform gyrus

Real-world/VR navigation

ITG

Retrieval of information from the egocentric model will

then engage bilateral HF and the parahippocampal

gyrus/lingual gyrus.

Right and left HF Landmark recognition

PHG

Lingual gyrus

An allocentric representation encoded due to physical

travel will activate bilateral fusiform gyrus, ITG, and

posterior superior parietal cortex. However, when the

representation is derived from artificial means such as

a map, these areas will likely not be activated, as they

are a subset of the egocentric acquisition network.

Bilateral fusiform gyrus Real-world/VR navigation

Inferior temporal gyrus

Superior parietal

Retrieval of allocentric representations (induced, for

example, by drawing overhead maps of the

environment) will result in activation of HF and

parahippocampal gyrus.

HF Map drawing

PHG

HF is important for the acquisition of egocentric and

allocentric spatial constructs, but not functional.

HF

Anatomical connectivity

Increases in strength of connectivity (or correlations in

inter-areal activity) between bilateral HF and the areas

involved in the path integration system during the

encoding of the functional representation of the

environment.

HF—PI system Real-world navigation

Egocentric encoding areas, including ITG, fusiform

gyrus, and middle frontal gyrus should show

increased strength of connectivity (or correlations in

inter-areal activity) with bilateral HF and PHG.

ITG, FFG, MFG: HF and PHG Real-world/VR navigation

Allocentric acquisition areas (bilateral fusiform gyrus,

ITG, and posterior parietal) will show increased

strength of connectivity (or correlations in inter-areal

activity) with HF and PHG. However, if the allocentric

model is derived from a secondary source, no such

connectivity changes will be seen.

ITG, FFG, PPC: HF and PHG Real-world/VR navigation

Behavioral—Anatomical

If participants navigate via a route of their own choosing

through an environment with multiple, equally

effective routes to a goal destination, we predict that

this will cause activation of prefrontal areas compared

to a comparable task in which no alternate routes are

available.

PFC þ egocentric and PI areas Real-world/VR multiple vs.

single route task

The egocentric pathway can be disrupted by removing

visual input, while path integration can be hampered

by vestibular disruption through caloric stimulation or

spinning. In each case, the spatial construct should not

be affected by disruption of the other pathway.

Egocentric areas Real-world navigation

with caloric stimulation

Functional areas

The allocentric spatial construct derives primarily from

the egocentric strategy; thus, disrupting the cortical

substrates of egocentric spatial processing will result in

a less developed allocentric representation than would

disruption of the path integration system.

Egocentric areas Real-world navigation

Functional areas Blind navigation

Map drawing
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FIGURE 7. Flow diagram of the model indicating brain structures involved in the acquisi-
tion/encoding of different forms of spatial representation, and substrates underpinning retrieval
from the cognitive map. [Color figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]
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initiate again. Successful navigation and wayfinding will draw
upon these three aspects of the neurocognitive map; there is some
measure of redundancy between these differing aspects of the
map, depending on the complexity of the environment to be navi-
gated. We provide a detailed table of predictions based on the the-
oretical model presented below (Table 1).

Our proposal—that there is a spatial representation system
that consists of multiple parallel processes (pertaining to visual
and motoric information) resulting in an integrated model—
bears similarities to certain influential models within the animal
literature, particularly O’Keefe and Nadel’s locale and taxon
representations (1978), Jacobs and Schenk’s bearing, sketch,
and integrated maps (2003) and Whishaw’s (1998) conception
of path integration. The present model may therefore be
viewed as an attempt to bridge the divide between the animal
and human literatures by suggesting a system that draws upon
important models in the animal literature while also being
based on the substantial body of human experimental and
lesion data. Our model goes further, however, by specifying a
detailed set of human brain structures associated with each
aspect of the model as well as providing a clear set of predic-
tions which allow the model to be tested empirically in popula-
tions of healthy and brain-damaged humans.

Anatomically, the three spatial constructs will draw upon dis-
tinct brain structures to differing extents (Fig. 7). Cortical and
subcortical areas involved in each of the processes described in
the model will correspond to the areas identified in previous
studies examining the ‘‘encoding’’ of spatial environments, while
areas associated with the ‘‘retrieval’’ of spatial knowledge should
be the cortical loci of each of the three overlapping spatial con-
structs posited in the model. Therefore, under normal circum-
stances, the egocentric strategy will use mainly visual informa-
tion, but in the absence of visual cues, auditory, tactile or even
olfactory information may be employed, although in these cases
the resulting egocentric model will be of inferior resolution. In
addition to the sensory and association areas subserving these
modalities, this processing system engages HF and parietal cortex
(Aguirre et al., 1998). The parallel process of path integration,
which is also triggered by travel through the environment, derives
from the vestibular system as well as parietal somatosensory and
sensorimotor areas involved in proprioception (Astur et al.,
2002). The resulting functional representation will, we predict,
be reliant on a subset of MTL areas which are specialized for the
processing of vestibulomotor information, specifically the right
and left HF proper, with a possible emphasis on right HF (Astur
et al., 2002, Fig. 3; Worsley et al., 2001, Fig. 4; Maguire et al.,
1998; Ghaem et al., 1997). The development of the allocentric
construct will involve many of the same areas responsible for the
egocentric strategy, as this model is derived as a byproduct of the
developing egocentric map. Shelton and Gabrieli (2002) (Fig. 2)
identified some of these areas as the fusiform gyrus, ITG, and
superior parietal cortex. The resulting allocentric map will draw
heavily on the parahippocampal gyrus/lingual gyrus (Aguirre
et al., 1998; King et al., 2002). The activation of the lingual
gyrus points to a linguistic function in spatial representation that
has been largely ignored in the past; this issue is addressed below.

This model proposes that the nonallocentric representation of
the environment, previously conceptualized as ‘‘the egocentric
representation,’’ should be divided into two separable but over-
lapping spatial constructs, an egocentric representation, which
contains mainly visual, viewpoint-dependent information (like a
series of snapshots), and a functional representation, which con-
tains primarily nonvisual knowledge crucial for successful way-
finding (vestibular, proprioceptive etc.) along with minor visual
inputs such as optic flow. We contend that previous studies which
have examined egocentric representation (and/or the neural cor-
relates thereof ) have, in fact, confounded egocentric and func-
tional variables to greater or lesser extents, depending on the par-
ticular design. Closer examination of the nature of information
investigated in each study allows the two models, and their sub-
strates, to be teased apart. For example, Maguire et al. (1998)
proposed that the right HF was specialized to point continuously
toward the goal direction. This capacity would appear to draw
more heavily on the functional representation than the egocentric
‘‘snapshot’’ model, and therefore the right hippocampal area may
be a strong candidate area for this functional model. By contrast,
Maguire et al. (1996) reported topographical impairment in left
and right hippocampectomy patients who had been exposed to
an environment by videotape presentation of a route through the
city (which is therefore largely devoid of path integration-type
information; Fig. 5A). Similarly, Astur et al.’s (2002) observation
of the inability of hippocampectomy patients to combine optoki-
netic and vestibular information further supports this proposal
(see also Ghaem et al., 1997). Also, data from our own laboratory
lend further support to the model. In a study featuring the largest
sample of hippocampectomy patients to date (Mangaoang et al.,
2004), a clear functional dissociation was found: both left and
right hippocampectomy patients were impaired on egocentric-
and allocentric-based tasks (landmark recognition and location,
virtual map tasks, landmark pointing) but were unimpaired on a
linear navigation task which was heavily reliant on vestibulomo-
tor and proprioceptive information of the sort represented in our
functional construct; Mangaoang et al. (2004) also suggests a lin-
guistic role for left hippocampus, given the large emphasis on
language for the encoding of routes and landmarks. Further, this
finding represents a double dissociation with the data of Nangle
(1998), who observed the opposite pattern with a group of parie-
tal-damaged patients who displayed impaired linear navigation
but normal landmark- and map-based performance.

While several anatomical structures beyond HF are proposed
as the substrates of each process/construct, some areas will nec-
essarily form the primary input sources for each type of repre-
sentation. As such, we propose that the functional spatial con-
struct will draw primarily upon vestibular and proprioceptive
information, with lesser inputs from visual and somatosensory
areas. The egocentric construct will be based largely upon distal
landmark information derived from activity in fusiform, infe-
rior temporal and posterior parietal areas, with a subset of these
areas (most likely fusiform gyrus) responsible for the formation
of the allocentric strategy. While this prioritization of structures
should allow for more specific predictions to be made regarding
imaging and lesion studies, it must be noted that such prioriti-
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zation is difficult because there appear to be multiple redun-
dant systems present within each processing pathway, allowing
for substantial compensation of function if one of the inputs
should be damaged. In this way, the negative effects of a vestib-
ular system lesion, for example, may go unnoticed (or be
‘‘behaviorally silent’’) (Dickinson, 1980) due to the other
inputs relating to path integration (proprioception, visual,
somatosensory).

Sufficient methodologies and paradigms have already been
developed to allow this model to be tested in the future (for a
detailed discussion of these paradigms, see the section, Hippo-
campal Formation and Spatial Representation), in particular the
use of passive and blind navigation studies. Gaunet et al. (2001),
for example, compared active, passive and snapshot exploration
of a VR city. These three conditions perfectly tease apart the dif-
ferent aspects of the model: active exploration provides a func-
tional model of the city complete with topological knowledge;
passive exploration results in a functional model of angles, direc-
tions, distances etc. but without any topographic information;
snapshot exploration provides only the type of visually-based
knowledge available to the egocentric representation. The result-
ing cognitive map for the snapshot condition would be predicted
to be impoverished relative to the other two conditions: this pre-
diction was supported by the data (no difference was found
between the two ‘‘functional’’ conditions, possibly because topo-
logical information was not tested by the DV used in the study,
reproduction of path shape). Furthermore, reexamination of the
existing literature with this model in mind suggests that the pos-
sible locus of this proposed ‘‘functional representation’’ may be
the right and/or left HF proper, as compared with the parahippo-
campal gyrus (PHG) which may play a larger role in egocentric
and allocentric representations.

Predictions Based on the Model

Our model allows for clear and testable predictions to be
made in terms of behavioral performance and anatomical acti-
vations under differing experimental conditions. Many of these
predictions may be easily tested using simple experimental
designs, and using tasks and paradigms that are well established
(see the section, Hippocampal Formation and Spatial Represen-
tation). We now describe some key predictions that could be
tested to falsify the model. Table 1 presents these predictions in
summary format.

Behavioral performance

The model’s division of route-based information into two
processing streams allows for the formulation of specific behav-
ioral predictions based on the removal or disruption of either
processing pathway (Fig. 6). Removal of egocentric spatial
information (e.g., by blindfolding participants) will result in an
impoverished egocentric representation within the neurocogni-
tive map, while impairing the path integration system (either
by passive actual or VR navigation, thereby preventing proprio-
ceptive feedback, or through vestibular disruption by caloric
stimulation) will give rise to a less sophisticated functional rep-

resentation. (Caloric stimulation is a test which uses differences
in temperature to induce dizziness or vertigo. Cold water is
injected into the ear canal with a bulb syringe resulting in nys-
tagmus and disorientation.) As a result, performance measures
that are heavily reliant on the egocentric model will be
impaired in the former condition, while tasks requiring transla-
tional knowledge (such as blind navigation) will be disrupted
in the latter. Thus, map drawing should be impaired when par-
ticipants navigate blindfolded, while blindfolded navigation will
be disrupted when participants are passively propelled through
an environment.

Furthermore, the allocentric representation can be investi-
gated with the use of secondary sources such as maps. In situa-
tions where the neurocognitive map develops as a result of such
a secondary source (i.e., no actual travel through the environ-
ment takes place), the model would predict poorer performance
than cases where the representation was derived from purely
egocentric information (viewing one or more static images of
the environment) or normal path integration. Data from our
laboratory support this prediction; poorest performance in
blind navigation was found when the neurocognitive map was
based on allocentric information, while the greatest accuracy
was observed for a path integration group (O’Riordan et al.,
2005). Also, in conditions where a secondary source is pre-
sented which is erroneous or inaccurate, participants will return
to a reliance on route-based information in order to override
the faulty allocentric spatial construct in favor of a new, accu-
rate model.

Anatomical specificity

Experimental tasks which draw upon differing aspects of the
neurocognitive map are predicted to elicit increased activity in
the corresponding anatomical areas (as shown in Fig. 7), while
damage to these regions is predicted to result in impairments
on tasks dependent on the associated function. Functional
imaging will allow the anatomical substrates of the model’s
processing stages to be verified. The first clear prediction is for
a double dissociation between areas involved in the encoding
and subsequent retrieval of each type of representation (Fig. 7).
It can also be predicted that the encoding of functional infor-
mation will activate areas such as the vestibular system, parietal
somatosensory and proprioceptive areas, and the dorsal visual
stream as well as MTL, whereas retrieval of such functional
knowledge will activate bilateral HF, with greater activation in
the right hemisphere. In contrast, acquisition of the egocentric
representation (though VR or presentation of a series of static
views) will activate a collection of areas including MTL bilater-
ally, postcentral gyrus, posterior superior parietal cortex, fusi-
form gyrus and ITG. Retrieval of information from the egocen-
tric model will then engage bilateral HF and the parahippo-
campal gyrus/lingual gyrus. Finally, when the allocentric
representation is generated under normal conditions (i.e., due
to physical travel), bilateral fusiform gyrus, ITG, and posterior
superior parietal cortex will be activated (as shown by Shelton
and Gabrieli, 2002). However, when the representation is
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derived from artificial means such as a map, these areas will
likely not be activated, as they are a subset of the egocentric
acquisition network. Recall of allocentric representations
(induced, for example, by drawing overhead maps of the envi-
ronment) will result in activation of HF and parahippocampal
gyrus. For future studies, tasks can now be designed specifically
to separate aspects of the model’s different features and eluci-
date the anatomical bases of the proposed processes.

In addition to functional imaging, lesion studies will further
reveal the operation of the spatial representation system.
Patients with damage to HF or parietal cortex have already
been shown to be impaired on a variety of spatial memory and
navigation tasks, but recent data has pointed toward an ana-
tomical dissociation of function. Mangaoang et al. (2004) dem-
onstrated intact acquisition of a linear navigation task in a large
group of hippocampectomy patients (left and right hemi-
sphere), while they were impaired on egocentric and allocentric
tasks. The opposite pattern was shown in a group of parietal
patients using the same tasks (Nangle, 1998), suggesting the
importance of HF for egocentric and allocentric, but not func-
tional, acquisition. Future studies with patients who have focal
lesions of the different areas suggested in the model, and utiliz-
ing the experimental designs mentioned above, will help exam-
ine the accuracy of the anatomical areas claimed to be
involved.

Functional connectivity

Another strong prediction is that there will be an increase in
functional connectivity between certain specific areas during the
acquisition of each of the spatial representations within the
neurocognitive map. As such, we predict increases in connectiv-
ity between bilateral HF and the areas involved in the path
integration system during the encoding of the functional repre-
sentation of the environment. Similarly, egocentric encoding
areas including ITG, fusiform gyrus and middle frontal gyrus
should show increased connectivity with bilateral HF and
PHG. Finally, allocentric acquisition areas (bilateral fusiform
gyrus, ITG and posterior parietal) will show increased connec-
tivity with HF and PHG. However, if the allocentric model is
derived from a secondary source, no such connectivity changes
will be seen. Diffusion tensor imaging (DTI) carried out before
and after spatial learning of each type should reveal these
changes in functional connectivity between areas.

Goal set

A common element in the notion of spatial navigation is the
assumption that the organism knows where they are going, and/
or why they are going there. The model presented does not spe-
cifically address this issue of ‘‘goal set,’’ but we acknowledge that
normal wayfinding will involve decision processes at key land-
marks or junctions, and multiple possible routes to a goal desti-
nation. We propose that this goal set operation is likely to be sub-
served by prefrontal areas. In many navigation experiments, par-
ticipants must follow and remember a single route that does not

allow for alternative routes through the environment. We pro-
pose, therefore, that in a VR paradigm, participants navigate via
a route of their own choosing through an environment with mul-
tiple, equally effective routes to a goal destination. We predict
that this will cause activation of prefrontal areas compared to a
similar task in which no alternate routes were available.

Parallel pathways

The model suggests that there is activity in parallel pathways
during the early encoding phase of the development of the neu-
rocognitive map. Disruption or elimination of one pathway at
this stage will leave the other pathway unimpaired, and vice
versa. The egocentric pathway can be easily disrupted by
removing visual input, while the path integration system can be
hampered by vestibular disruption through caloric stimulation
or by spinning the participant. In each case, the spatial con-
struct should not be affected by disruption of the other path-
way. Further, as the allocentric spatial construct is derived pri-
marily from the egocentric strategy, disrupting this pathway will
result in a less developed allocentric representation than would
disruption of the path integration system. Thus reducing the
amount of visual information available will lead to poorer per-
formance on a map-drawing task.

While the early stages of the system involve parallel pathways,
the later stages require the interaction of spatial constructs and
the brain regions that subserve them. Imaging studies should
allow anatomical evidence for such interactions between brain
areas to be revealed, and the relative contributions of these areas
to each type of spatial construct to be elucidated.

CONCLUSION

The model presented is a neurocognitive account of the
acquisition and maintenance of an internal representation of
the external environment, detailing functional and anatomical
dissociations between processing strategies and mental models.
It explains anomalies in the existing literature and is supported
by behavioral and imaging data in normals, as well as perform-
ance data in HF-lesioned patients. In addition, the model gives
rise to a collection of clear and testable theoretical, behavioral
and anatomical predictions that allow for falsification. Further-
more, these hypotheses may be easily tested using existing tech-
nologies (e.g., functional imaging) and well-established experi-
mental paradigms and approaches.
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