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The eigenstate thermalization hypothesis (ETH) is one of the cornerstones in our understanding of quantum
statistical mechanics. The extent to which ETH holds for nonlocal operators is an open question that we partially
address in this paper. We report on the construction of highly nonlocal operators, Behemoths, that are building
blocks for various kinds of local and non-local operators. The Behemoths have a singular distribution and
width w ~ D! (D being the Hilbert space dimension). From them, one may construct local operators with
the ordinary Gaussian distribution and w ~ 9~'/? in agreement with ETH. Extrapolation to even larger widths
predicts sub-ETH behavior of typical nonlocal operators with w ~ D™, 0 < § < 1/2. This operator construction
is based on a deep analogy with random matrix theory and shows striking agreement with numerical simulations

of non-integrable many-body systems.

Introduction — Some of the most fundamental questions in
quantum statistical mechanics relate to whether and how ther-
malization occurs in isolated quantum systems out of equilib-
rium. Whereas a closed quantum system in a pure state never
comes to thermal equilibrium, subsystems may thermalize in
the sense that observables acting on the subsystem may be
computed from a thermal ensemble in the long time limit. The
process of thermalization depends on the nature of the many-
body system, the initial state, the subsystem and the observ-
able. Despite the complexity of this problem, the eigenstate
thermalization hypothesis (ETH) boils the issue down to the
nature of the matrix element distribution of the observable in
the eigenstate basis. ETH is the conjecture that the fluctua-
tions of these matrix elements are exponentially small in the
system size [1-11]. Denoting eigenvalues and eigenstates by
E, and |E4), ETH for an operator O is stated as

(Ea|O|Es) = 64515 (B) + eSO fOE, w)Rss (1)

where § ~ log D is the entropy and D is the Hilbert space
dimension, E = (1/2)(E4 +Ep) and w = Ez—E,, Rsp is a ran-
dom variable with zero mean and unit variance, and f!-? are
smooth functions. If condition (1) holds then the long time av-
erage of O matches the thermal result [1-11]. A crucial aspect
of ETH is the scaling of the width of the operator distribution:
the width of the distribution falls off as ¢™5®/2 ~ ©~1/2_ This
scaling is based on the similarity between typical many-body
eigenstates and random states [12—14].

The weight of evidence based on a large number of numer-
ical studies strongly suggests that ETH is satisfied for typi-
cal states of generic nonintegrable systems and for physical
observables [10-33]. However, there is currently little sharp
understanding of the class of operators which satisfy ETH.
While local observables are expected to obey ETH, one might
imagine that sufficiently nonlocal operators are athermal be-
cause there is no distinction between the subsystem and the
bath. Projection operators onto eigenstates are extreme ex-
amples of this type since these take values 0 or 1 while the
thermal expectation value of such an operator is exponentially
small in the system size. Earlier work that has touched on this
question includes Refs. [30, 34-37].

In this paper, we explore a correspondence between ran-
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FIG. 1. Schematic showing the space of operators @ having elements
zero or unity in the configuration basis. The operators are organized
into classes distinguished by the scaling of the width o ~ D™ of
matrix element distributions in the eigenstate basis.

dom matrix theory (RMT) and many-particle quantum sys-
tems that allows one to make testable predictions for the scal-
ing of matrix element distributions of fairly general operators.
Fig. 1 summarizes our classification of operators. We begin
by considering a class of highly nonlocal operators that con-
nect single pairs of many-body configurations. We will call
these Behemoth operators. Using RMT, we derive analytical
predictions for the distribution of eigenstate matrix elements
of Behemoths. We demonstrate that Behemoths in a wide
class of lattice many-body systems match the RMT predic-
tions. We show that these operators are distinguished by ex-
hibiting super-ETH scaling with eigenstate distribution width
scaling as D'

The Behemoth operators have a deeper importance: they
are building blocks for a vastly larger class of operators that
includes the local operators. By connecting more and more
pairs of many-body configurations, one can tune the scaling of
the matrix element distribution to be D~°. The super-ETH op-
erators have 1/2 < § < 1, the operators that obey ETH (such
as local operators) have § = 1/2 and the sub-ETH operators
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have 6 < 1/2. As with Behemoth operators, RMT supplies
predictions for the distribution of all such operators that we
compare with numerical results for many-body Hamiltonians.
This construction is an alternative route to the D~'/2 (ETH)
scaling of local operators.

Analogy between Random Matrix Theory and Many-Body
Physics — Suppose H;;is a N X N random matrix with eigen-
states |E, ). We interpret H;; as a fully-connected single par-
ticle hopping Hamiltonian. Then i, j are ‘site’ indices. Also,
Huw is a D X D many-body lattice Hamiltonian with eigen-
states |E4). Each basis state n is a many-body configuration,
specified by the occupancies of the L sites in the lattice.

For the RMT, we consider &;; = cijcf ,» the single particle
hopping operators between sites j and i. In the many-body
model, the analogous operators connect pairs of configura-
tions n and n’ in the occupation number basis:

O = In)(|. 2)

As these are extremely nonlocal, we call them Behemoth op-
erators. In the configuration basis, the matrices representing
Behemoth operators have a single nonzero entry. Behemoths
thus form a natural basis for all operators. Hermitian Behe-
moths are defined as Fm, = Qm, + Qn m-

We will examine the distribution of eigenstate matrix ele-
ments of Behemoths. We propose that the statistics of such
many-body matrix elements match those of the matrix ele-
ments of &;; = dAleA ; in RMT. Below, we calculate their distri-
bution on the RMT side and then carry out numerical tests of
the correspondence.

If the many-body Hamiltonian conserves particle number,
N, then for spinless fermions or hard-core bosons the many-
body matrix elements of the Behemoths are

Ny—m

(Ea |Quw|E5) = <EA ehe [ ] ehen EB> )
k=1 =1

The Behemoth changes one configuration of N, particles into
another, by moving m particles from one set of sites to an-
other. ({ji} are occupied sites in the n configuration and empty
sites in the n’ configuration, and vice versa for the {i;} sites.)
The other N, — m particles do not need to be moved; {p;} are
occupied sites in both configurations. For spin-1/2 systems,
spins up/down are interpreted as occupied/empty sites and N,
is the number of up spins. Eq. (3) can be readily generalized
to cases where multiple occupancies are allowed (e.g., bosonic
or fermionic Hubbard models, or § > % spin systems), and to
systems where particle number is not conserved.

From Nonlocal to Local — Besides Q,m/, we consider opera-
tors with varying degrees of locality, Q) = [Ti, é:fké Jjx» Which
hop n of the N, particles (n < N,). The expectation values
of Qy are (2n)-point correlators. (For simplicity we consider
the sets {ix} and {j;} to have no intersection.) Whereas Qo
couples exactly two configurations, £, changes the configu-

ration on 2n sites while the remaining sites may adopt any of
L—-2n . . . oA
M = ( n ) configurations. The matrix representing €2,

thus has M nonzero elements, each equal to 1, i.e., QM is a

sum of M Behemoths. The Behemoths correspond to n = N,
with M = 1(2) for non-hermitian (hermitian) cases. The limit
of a local single particle hopping operator is n = 1. Local op-
erators are thus formed by combining M = O(D) Behemoths.

Statistics of Many-Body Operators from RMT — We now
make concrete predictions using RMT. The RMT objects cor-

responding to the matrix elements of Eq. (3) are af’ﬁ =

ij
(Ea |djdj| Ep) = Ma/,iuﬁ»j’ where uy,; = (ilEy).

We first concentrate on Gaussian orthogonal ensemble
(GOE) matrices. For sufficiently large matrix sizes N, coeffi-
cients of eigenstates u, ; are real-valued independent Gaussian
variables with zero mean and variance 0'% = 1/N [38-41], The

—u? /207 / A /27r0'l Within this approxi-

distribution is P,(u) = e
mation, both the diagonal and off-diagonal matrix elements of

EL)ZE have the distribution

Po) = f " duydiy P )P0 x— ) = —— Ko [ 'X')
—o0 71'0-1 0-1
4

Here K, (x) is the modified Bessel function of the second kind.
For the RMT analogue yf]ﬁ = <EQ > of the her-
mitian operator {5 we distinguish between diagonal matrix
elements (@ = B) for which we obtain P, gi5(y) = P, (y/2)/2

and off-diagonal matrix elements (@ # ) for which we must
convolve two distributions of the form (S.13) giving

e liot

1 Sl dw
Py ==— | e - . 5
V) 2n [w ¢ 1+ 0"1‘cu2 20’% )

Next we look at sums of M operators of type &;; and
calculate the distribution of diagonal and off-diagonal ma-
trix elements. The distribution of the sum wy = Y w;
may be obtained from the Fourier transform P ~wM(q) =

¢“XP,, (X)dX by taking the M-th power of the P,,, dis-
trlbutlon [42], leading to

M-1

1 Xl ) * X
VAL[M/2]0] [20%) Ko (a%]' ©
This function is Gaussian for large enough M: P, (X) =
e~ X /@MaY) V2rMo?, in accordance with the central limit
theorem. The variance of this distribution is Mo-% ~ MN7?
which goes as 1/N for M ~ N.

The distribution of the hermitian analog, ¥, for off-
diagonal matrix elements is Eq. (6) with M = 2M’. The distri-
bution for diagonal elements of ¥, is Py, (Y/2) with M = M.

The analysis for the GUE case is similar [42]. The off-
diagonal matrix elements are now complex; the marginal dis-
tributions for real and imaginary parts of a);;ﬁ have exponential
form. The amplitude has the distribution

PwM(X) =

Ploy(x) = %Ko (%) (7
2

2

which vanishes for x — 0. Here o-% = 1/(2N). Other GUE
and GSE distributions are derived for completeness in [42].
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FIG. 2. Probability distributions of matrix elements of Behemoth op-
erators, for two different many-body systems, compared with GOE
and GUE predictions. (a,b) Spin-1/2 chain with anisotropic Heisen-
berg (XXZ) couplings. Nearest-neighbor (NN) and next-nearest-
neighbor (NNN) coupling strengths (/1) and anisotropies (A; ) are
indicated. (c) Bose-Hubbard ladder (geometry in sketch) subject to
magnetic field. Solid lines in (a,b,c) are predictions from Eqgs. (S.13),
(5), (7) respectively.

We now discuss these results in the light of the above-
mentioned correspondence with many-body physics. For
eigenstates in the middle of the spectrum of a local nonin-
tegrable model - those for which the energy dependence of
the states is weakest - we expect that the off-diagonal matrix
elements of Behemoth operators of the type (3)) should be dis-
tributed according to (S.13), or according to (7) if time rever-
sal symmetry is violated. Similarly, hermitian Behemoths and
diagonal matrix elements should follow the RMT distributions
outlined above. The width o-f = 1/N in RMT becomes 1/D in
the many-body case. The Behemoths thus obey a super-ETH
scaling behavior. Then, by tuning M in Eq. (6) we interpolate
between Behemoth operators for M = 1 to local one-particle
L—-
N, -1
number conservation and M = 272 otherwise. The width of
local operators varies as VM D=2 ~ D~1/2 a5 enshrined in the
usual statement of ETH. Here, we have made predictions for
the whole distributions of classes of local and nonlocal opera-
tors with no fitting parameters.

hopping operators for M = ( ) where there is particle

Numerical Results — We now present numerical tests of the
conjectures described above. We performed these tests on an
array of different interacting many-body lattice systems, in-
cluding spin-1/2 chains, bosonic Hubbard models and inter-
acting spinless fermions. Data for three different systems ap-
pear in Figs. 2 and 4 while further comparisons (with specifi-
cations of the models) appear in [42]. Fig. 2 shows the com-
puted distributions (histograms) of off-diagonal matrix ele-
ments of Behemoth operators for a GOE case (spin chain) and
a GUE case (Bose-Hubbard ladder with a magnetic field pierc-
ing every plaquette). Fig. 2(a,b) uses a single Behemoth and
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FIG. 3. (a,b,c) Distributions for Hermitian operators (2n-point cor-
relators) of varying locality, from Behemoth (a) to 2-point correlator
(c). Number of terms M in the operator matrix are shown. Solid lines
are RMT predictions, Eq. (6). (d) Width of distributions for Behe-
moths and local operators. The ~ D! line is the RMT prediction for
Behemoths, Eq. (5). RMT prediction for local operators (solid line)
falls below the data, consistent with panel (c). (e) Width of distribu-
tions for two dense operators with M = D'*#, showing the predicted
sub-ETH scaling. A dashed line for ETH scaling is also shown.

20% of the mid-spectrum eigenstates of the system. Because
particular operators may have atypical behavior, in Fig. 2(c)
and the rest of the paper we use statistics from a random col-
lection of between 50 and 500 Behemoths, the matrix ele-
ments are typically calculated between the central 50 — 200
eigenstates. Owing to the greater abundance of data for off-
diagonal matrix elements we present these here and show re-
sults for diagonal matrix elements - which have the same scal-
ing - in [42].

The agreement in Fig. 2 with RMT predictions, Egs. (S.13),
(5), (7), is excellent. The same is true for all systems we
have tested, for both off-diagonal and diagonal matrix ele-
ments [42], as long as the Hamiltonian parameters are in non-
integrable (ergodic) regimes.

We next consider operators interpolating between Behe-
moths and local operators, i.e., (2n)-point correlators, with
n = N, for Behemoths and n = 1 for local operators. These
correspond to increasing M, the number of nonzero elements
in the operator matrix. Distributions of matrix elements are
shown in Fig. 3(a,b,c) for the spin chain, for n = N,, n =
N, —1and n = 1. The distribution goes from exponential to
Gaussian as M increases. The scaling is ~ D! (super-ETH)
for Behemoths and ~ D~'/% forn = 1, Fig. 3(d).

At moderate M the agreement with Eq. (5) is excellent. A
striking effect is seen at large M: the local operator distribu-
tion has the Gaussian shape and D~/ scaling predicted by
RMT, Eq. (5), but the width is systematically larger by a fac-
tor of order one (Fig. 3(c,d)). This discrepancy is due to the
presence of weak correlations in the eigenstates [42]. Cor-
relation effects result in a remarkable partial violation of the
central limit theorem.

Inverting the idea that M < O(D) operators have super-
ETH scaling, we now construct operators with sub-ETH scal-
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FIG. 4. Distributions for hermitian Behemoths. (a,b) A spinless-
fermion chain with NN and NNN interactions V and V’, subject to
Gaussian disorder of strength W. (a) In the ergodic phase, distribu-
tion is exponential as predicted by RMT, Eq. (5). (b) In the many-
body localized phase, the distribution is a power law. (c) Integrable
XXZ spin chain, showing deviation from RMT prediction.

ing. By filling M ~ D'*# elements (8 € (0, 1)) of the operator
matrix, we obtain ‘dense’ operators with matrix element dis-
tributions having widths ~ VMDD ~ D~1/2*8/2_ Two exam-
ples are shown in Fig. 3(e); the predictions are borne out by
the numerical results.

Exceptions to RMT Scaling — We have shown that the cor-
respondence between RMT and many-body operator distri-
butions works very well for the vast majority of eigenstates
and typical Behemoths in nonintegrable models. Under ex-
ceptional circumstances, it can be made to fail. For example,
if one or both of the configurations |n), |’ ) are chosen such
that they predominantly have weight in the highest-energy or
lowest-energy eigenstates, then the corresponding Behemoth
Q. will have anomalously small matrix elements for eigen-
states in the middle of the spectrum. Maximally ferromagnetic
configurations for a spin chain can be used to construct such
anomalies [42].

The RMT correspondence is expected not to work
in non-ergodic (ETH-violating) systems, e.g., many-body-
localized (MBL) systems [11, 43—46] and integrable systems.
Fig. 4(a,b) shows the hermitian Behemoth distribution for
an interacting disordered system. At small disorder (ergodic
phase), the RMT-predicted exponential is an excellent fit. In
the MBL phase, 4(b), the distribution is a clear power law.
This result immediately follows from the power law distribu-
tion of eigenstate coefficients known for the MBL phase [45].

In integrable systems, local operators have non-ETH scal-
ing (power-law with system size) [13, 14, 47-50]. The Be-
hemoths, however, have the same D! scaling as in non-
integrable cases, by normalization. Fig. 4(c) shows some de-
viation from the RMT prediction in the integrable XXZ chain.
It is conjectured that the coefficient distribution of integrable
systems approach a power law for D — oo [51], which im-
plies that the Behemoth distribution also approaches power

law behavior. The size-dependence of our data is consistent
with this conjecture.

Discussion — In this paper, we have investigated the ma-
trix element distribution of operators acting on typical (infinite
temperature) eigenstates of many-body Hamiltonians. The
distributions in nonintegrable many-body interacting models
largely match random matrix theory predictions. We have
(i) constructed extremely nonlocal operators - Behemoths -
that satisfy super-ETH scaling (width o ~ D! compared to
o ~ D72 for ETH) , (ii) interpolated between Behemoths
and local operators noting that the form of the distribution and
its scaling can be captured by RMT but that for local operators
there are small departures in the width coming from correla-
tions in the many-body states, (iii) obtained a set of typical
operators with sub-ETH scaling (o ~ D~° with § < 1/2).

In closing, we consider the frequency with which differ-
ent scalings occur in the space of all operators O acting on
the many-body Hilbert space (Fig. 1). Consider a many-body
system with a 9 dimensional Hilbert space and operators Q
that each contain M elements in the configuration basis where
1 < M < D?*. The Behemoths form a basis in O but to facili-
tate the counting, we consider sums of Behemoths with coeffi-
cients zero and one — the set of operators living in O c Q. We
expect, however, the scalings we have found to hold for arbi-
trary coefficients of order one and for any basis “sufficiently
different” from the eigenstate basis. There are then 27" dis-
tinct operators in Q. Of these, there are D? Behemoth opera-
tors and (log D) physical two-point local operators. Assum-
ing that the random matrix scaling is obeyed by all typical
operators within each class, it follows that super-ETH scal-

1)2
ing is observed for ZkD;ll (

X ) operators, ETH scaling for

2
( % ) and sub-ETH scaling for the rest. For large D this gives

exp(D(og D + 1))/ VD super-ETH operators. The sub-ETH
operators appear exponentially more frequently than the rest
while physical operators are doubly exponentially suppressed
again in the space of operators with D™ scaling with § > 1/2.
From this point of view, typical operators exhibit sub-ETH
scaling while ETH scaling is exponentially rare. These scal-
ings are compounded when we allow for arbitrary coefficients
in sums of Behemoth operators.
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Supplemental Materials

S.I. OVERVIEW

In the Supplemental Materials, we provide supporting in-
formation and data:

e We have compared our random matrix theory (RMT)
predictions for distributions of matrix elements with nu-
merical calculations for a number of different many-
body lattice systems (fermionic, bosonic, magnetic).
Some of these are presented explicitly in the main text.
In Section S.II we list the different Hamiltonians which
have been used to test the RMT predictions. We also
present numerical distributions of off-diagonal matrix
elements for a few additional systems not shown in the
main text, to further highlight the universal nature of
our results.

e In the main text, the focus has been on off-diagonal
matrix elements, for which it is easier to obtain better
statistics. In Section S.III we show examples of distri-
butions of diagonal matrix elements (eigenstate expec-
tation values), which obey the RMT predictions just as
well.

e In the main text we have pointed out that some Behe-
moth operators will show anomalous behavior due to
energetic bias of the many-body Hamiltonian for some
configurations. We provide examples in Section S.IV.

e A new result reported in this work is the way corre-
lations are manifested in the distribution of local op-
erators. By comparing random matrix eigenstates with
many-body eigenstates, we further substantiate the find-
ing of subtle many-body correlations present in the
many-body eigenstates even in the middle of the many-
body spectrum. (Section S.V.)

e In Section S.VI we provide details of derivations of the
RMT predictions for probability distributions of Behe-
moths. The main text focused on GOE systems, with
one example for a GUE system. Here we provide re-
sults for all three standard random matrix classes (GOE,
GUE and GSE).

S.I. VARIOUS MANY-BODY SYSTEMS

The distributions for Behemoth operators that we have pre-
dicted using random matrix theory are expected to be univer-
sal in the sense that, in any generic non-integrable many-body
Hamiltonian, they should hold for most Behemoths for eigen-
states not too close to the spectral edge.

We have compared distributions of off-diagonal matrix el-
ements of Behemoths in about half a dozen different chaotic
systems, some shown in the main text and some more shown

in Figure S1. In each case, we have experimented with the
system sizes and fillings (L and N,) as well as the coupling pa-
rameters. We have found the conformance to the RMT predic-
tions to be very robust. The obvious exceptions are when the
Hamiltonian is too close to integrability and when large inter-
actions create non-universal (banded) structures in the spec-
trum.

In the main text, we have shown distributions of off-
diagonal matrix elements for three different non-integrable
many-body systems. In Figure 2(a,b) of the main text, we
have used the anisotropic Heisenberg chain (XXZ chain) with
both nearest-neighbor (NN) and next-nearest-neighbor (NNN)
interactions:

+ i+l

L-1
Ho=Ji ) (ST85 + 8785, + MiSiss,)
i=1

L-2
# h ) (ST + STS T, + ASISE,). (S.1)
i=2

The summation is over the site index. Note that the NNN cou-
pling between sites 1 and 3 is omitted (summation starts from
i = 2 instead of i = 1), in order to avoid reflection symme-
try. The J, NNN coupling breaks integrability. The integrable
XXZ chain, e.g., in Figure 4(c) of the main text, is obtained
for 12 =0.

Also in Figure 2(c) of the main text, we have shown the dis-
tribution of off-diagonal matrix elements for a Bose-Hubbard
flux ladder:

H = _Z Z (b2;(rbl+l§‘r+b;.+l;(rb];(7')
| o=LR
- Z (€7}, byp + e ™'b] by )
1

U
+ E;Mw(’ll;a— 1. (S2)

Here o is the leg index taking the values L and R for the left
and the right leg. The right leg contains one unmatched site in
order to break reflection symmetries; the geometry is shown
in the same figure. In the interaction term the site index !/
therefore runs from 1 to (L — 1)/2 for the left leg and from 1
to (L + 1)/2 for the right leg. The Peierls phases on the rungs
create a flux through every plaquette; the bosons are thus sub-
jected to a magnetic field and the system breaks time rever-
sal symmetry. Accordingly, the Behemoth matrix elements
(E4 |Q| Ep) are distributed according to our prediction for the
GUE class.

In Figure 4(a,b) of the main text, we have used a fermionic
tight-binding chain with both NN and NNN interactions, and
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FIG. S1. The distributions of off-diagonal matrix elements of Behemoth operators for three different many-body systems, both non-hermitian
(top row) and hermitian (bottom row). In each case we take 50-100 eigenstates in the middle of the spectrum and randomly choose 500
Behemoth operators. For each Behemoth, the matrix element between each pair of distinct eigenstates is calculated. As in the main text, the
points are the normalized histograms of this data set, and the lines are the RMT predictions.

subjected this system to a Gaussian disorder:

L-1

H = —IZ(Cch_l +cj'+lc,-)

i=1
L-1 L-2
+ V Z ninjy1 + vV’ Z nin;yn
i=1 i=1
L
+ WZfini. (S.3)
i=1

Here ¢;, cj are fermionic annihilation and creation operators
for the i-th site, respectively, n; = cjc,', and &; is a Gaussian
random variable with mean O and variance 1. The hopping
constant 7 can be set to + = 1 without loss of generality. For
small values of the W, this system is chaotic and has GOE
level statistics. Accordingly, the off-diagonal matrix elements
of Behemoth operators have a distribution showing excellent
agreement with the RMT prediction, as we have shown in Fig-
ure 4(a) of the main text.

In Figure S1 we show similar results for three additional
similar systems.

In panels (a,b) of Figure S1 we subject the spinless-fermion
chain to a Stark (electric or graviational) field:

-1
— ¥ i
H = - (cic,-+1+cl.+lci)
=1

L-1 L-2
+V Z ninjy1 + \% Z nin;4n
i=1 i=1

L
+ E Z ini. (S.4)
i=1

The Stark field E causes the sites to have uniformly increasing
bare on-site energy. A larger value of the Stark field has a
localizing effect, and very large E breaks the spectrum up into
bands. For small E, the system is non-integrable and has GOE
level statistics. Figure S1(a,b) shows that the distributions of
(E4 |Qnw | Ep) and (E4 [IT'n| Ep) values follow the predicted
distributions.

Disorder breaks reflection symmetry, as does the Stark
field, so it is not necessary to modify the Hamiltonians (S.3)
or (S.4) in order to avoid reflection symmetry.

In panels (c,d) of Figure S1 we consider the Bose-Hubbard
Hamiltonian on a chain:

H = -Zt,-(bjb,-+1+bj+,b,~) + %Zni(m—l) (S.5)

L
=1 i

15
with t; =
duced to break reflection symmetry. Here b;, b:f are bosonic
annihilation and creation operators for the i-th site, respec-
tively.

Finally, Figure Sl1(e,f) consider the GOE version of the

Bose-Hubbard ladder, i.e., interacting bosons on a ladder
without flux, Eq. (S.2) with ¢ = 0.

% and t;;; = 1; the hopping on the first bond is re-

SIII. DIAGONAL MATRIX ELEMENTS

In the main text, we presented only distributions of off-
diagonal matrix elements. This is convenient for gathering
statistically significant datasets because there are more oft-
diagonal matrix elements than diagonal matrix elements.

In Figure S2, we show comparisons for the distributions of
diagonal matrix elements. In this case we have used the disor-
dered chain, Eq. (S.3), and collected data for several disorder
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FIG. S2. The distributions of diagonal matrix elements of Behemoth
operators for the disordered spinless-fermion chain. As elsewhere,
the points are the normalized histograms of many-body data, and the
lines are RMT predictions.

realizations to obtain better statistics. In contrast to the off-
diagonal case, the hermitian and non-hermitian operators now
have the same distribution shape (both Kj) but different widths
(Section S.VT; Egs. (S.17) and (S.13)).

S.IV. ATYPICAL OPERATORS

In the main text, we have reported that the random matrix
theory predictions for distributions can be violated for Behe-
moth operators Q,,» = |r){(n’| if one or both of configura-
tions n and n’ are energetically penalized (or favored) by the
Hamiltonian. The same is true for the hermitian Behemoth
Ty = [n)(n'| + |0’ )(n|. We present an explicit example in
Figure S3.

In this case, the special configuration is |n) =
[000000001111111), a ferromagnetic configuration for this
filling containing one domain wall. The Hamiltonian cou-
plings used are antiferromagnetic (both NN and NNN). Due
to this physics, the configuration |n) is energetically penal-
ized, i.e., the amplitudes of eigenstates in this configuration
are high for the highest-energy eigenstates and therefore small
for other eigenstates by normalization. This is shown in panel
(b) of Figure S3.

The distribution of matrix elements of I',,, between pairs
of eigenstates in the middle of the spectrum is shown in Fig-
ure S3(a). The distribution is much narrower than that pre-
dicted by random matrix theory, i.e., the values of (E4 || Ep)
are much smaller on average than the RMT prediction. This
follows directly from the fact that the weights of n are anoma-
lously small in these eigenstates. If one chooses both r and r’
to be atypical in this way, the distribution turns out to be even
narrower.

Interestingly, the form of the distribution — exponential
for the hermitian Behemoths and Bessel (Kj) for the non-
hermitian Behemoths — is still obeyed, but with a modified
width. This implies that the coefficients of |n) in eigenstates
in the middle of the spectrum are, while anomalously small,
still approximately Gaussian-distributed.
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FIG. S3. An example of an atypical Behemoth operator, whose ma-
trix elements do not follow the distribution predicted using random
matrix theory. The configurations n and n’ used to build the operator
Ly = |n)(#'| + |0’ )(n| are indicated near the top. (a) Distribu-
tions. As in other figures, the green line is the RMT prediction and
the dots are appropriately normalized histograms drawn from many-
body data. The central 20% of the eigenstates are used. (b) Weight
of the configuration [r) = [000000001111111) in all eigenstates,
shown as a function of eigenenergy. The configuration is energeti-
cally penalized: only very-high-energy eigenstates have significant
weight. This is responsible for the anomalous behavior of the Behe-
moth.

S.V. EIGENSTATE CORRELATIONS AND LOCAL
OPERATORS

In the main text, we showed that correlation effects in
many-body systems are manifested in the distributions of local
operators through deviations from the RMT prediction. The
distribution of local operators in many-body systems matches
the functional form and D~!/? scaling predicted by RMT us-
ing the central limit theorem; however the width is somewhat
larger than the RMT prediction. In other words, correlation
effects result in a partial violation of the central limit theorem.

The origin of the discrepancy lies in the eigenstates of
many-body systems not being totally random. This can be
seen through the comparison in Figure S4. When we use an
operator that has as many nonzero entries as the nonlocal oper-
ator but whose entries are randomly chosen among the matrix
elements, then the same type of discrepancy is observed. On
the other hand, if we replace the many-body eigenstates by
the eigenstates of a full random matrix (a GOE matrix), this
results in the off-diagonal matrix element distribution follow-
ing the RMT prediction, no matter which M = O(D) operator
is used.

This shows that the correlations (non-randomness) reside
in the eigenstate structure and do not depend much on exactly
which M = O(D) operator is used.

S.VI. RESULTS FOR GAUSSIAN ENSEMBLES

In this section we present the random matrix theory deriva-
tions for the distributions of matrix elements of Behemoths.
We consider the three common ensembles of random matri-
ces: namely the Gaussian Orthogonal, Gaussian Unitary, and
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FIG. S4. Comparison of distributions of off-diagonal matrix elements, for local operators and random operators with the same M, in eigenstates
of the non-integrable spin chain and in eigenstates of a full random matrix of the same size. As discussed in the main text, the distribution for
the local operator in the spin chain eigenstates has a larger width than the RMT prediction. The random operator distribution is found to also
have a larger width in the spin chain eigenstates. In the eigenstates of a full random matrix (GOE matrix), both operators have distributions
following the RMT prediction. This comparison shows that the departure from random matrix predictions is a property of the many-body

eigenstates that is not tied to the spatial locality of the operators.

Gaussian Symplectic Ensembles (GOE, GUE and GSE re-
spectively).
We consider eigenvectors |E, ) of a random matrix with co-
efficients
<Z|Ea> = Ugis (S6)
where i is the basis index. We use the interpretation that the
random matrix represents a single-particle hopping Hamilto-
nian on a fully connected graph. The basis indices can there-
fore be referred to as site indices. The objects of interest in
this work are the inter-site hopping operators
Qi =did; =iyl . (S.7)
Here ci: (d;) is the single-particle creation (annihilation) oper-
ator at site i. In the many-body interpretation, these operators
correspond to the Behemoths, whose matrix elements are the
subject of this work. Although the name Behemoth arises in
the many-body interpretation, below we will refer to the ran-
dom matrix operators &;; as Behemoth operators.
We are interested in the distributions of matrix elements of
&;; in the eigenstates |E, ), i.e., in the distributions P (w;h,) of
WP = (Eold]d}|Eg) = s up ; (S.8)
We also consider the distributions Py(yff;n) of matrix elements
of the Hermitian version, i.e., of
‘)/Zﬁ = <Ea,|djdj + djd,lEﬁ> = u;’iuﬁ’j + u;,juﬁ,,' . (5.9)
The many-body interpretation of these objects depend signif-

icantly on site (7, j) and eigenstate (a,8) indices. There are a
few cases:

o i # j, & # B. This gives off-diagonal matrix elements

of the Behemoth operators. In this case y?iﬁ = a)gﬁ +

w‘;.ﬁ . This is the case mainly focused on in this work for
many-body systems.

e # j, « = B. This gives diagonal matrix elements
(eigenstate expectation values) of Behemoths. In this
case y:?‘].“ =2Re w:?/.“.

e We can also consider the case i = j, i.e., operators
wii = c?:cfi in the many-body language. In the many-
body analogy, these represent €, = |n){n|, projectors
onto many-body configurations. For completeness we
provide some results on the distributions of these opera-
tors. Since wj; is hermitian by construction, 7Z'B = ngﬁ )

In the limit N — oo the real-valued components of each u, ;
can be approximated by independent identically distributed
gaussian random variables with zero mean (see, e.g., [38, 39]
and references therein). The variance of these real-valued
components o’é is governed by the “unitarity” condition

E * _ § * =4,
u(t,iuﬁ»i - 61&5’ ua,iuﬂ,J - 61,]’

l a

(S.10)

as

1= > il ~ N(juoi’) = Npog, o= 1/(BN) (S.11)

with 8 = 1, 2, 4 being the number of real-valued components
of each matrix element u,; for GOE, GUE, and GSE, respec-
tively.



S.VILA. GOE

Eigenvectors of GOE matrices have real coefficients. Ac-
cording to the above-mentioned approximation the real coef-
ficients u, ; are independent gaussian variables with zero mean
and variance o7 = 1/N:

e—uz/ZU'%

A /2710'%

P,(u) =

(S.12)

The distribution of wgﬁ is then

Po) = f dinrdies Py )P (u2)x — ur03)
= 2f dbthu(m)Pu(X/m)f O(x — uruz)dus
0 —00
~ f‘” duy | it Ofu)
- 0 27r0'%u1 P 20'%

1
= —2K0(|—xz|) , (S.13)
7'l'O'1 O'l

where Ky(z) is the modified Bessel function of the second
kind. This result is quoted in the main text for the off-diagonal
matrix elements of non-hermitian Behemoths.

The above calculation is unchanged for the case of diagonal
matrix elements of non-hermitian Behemoths (wfj” = Ugillq, ),
which thus have the same distribution P, (x).

We now turn to the hermitian operators ¥;;. To calculate the
off-diagonal matrix elements (S.9) of ¥;; one should consider
the convolution of two distributions of the form of (S.13). Us-
ing the Fourier transform of (S.13)

1

P.(g) = f " P (w)dw = (S.14)

[1+ o]

one can calculate the Fourier transform of the y-distribution

2

P,(q)=|P, _— S.15
(@) = |Pu(@)] e (S.15)

which leads to
P L (7 i _da__ S.16
y(y)_ﬁfme 1+0"1‘q2_ 207 (5.16)

As all entries u, ; are real, the diagonal matrix elements of
the hermitian operator ¥;; are given by v = 20 Their
distribution is thus ' '

Py diag(y) = Po(y/2) (8.17)

where P, is defined in (S.13).

S5

S.VL.A-1.  Sums of matrix elements

We now consider the distribution of the sum wy = > wi
of M independent non-hermitian Behemoths w; [52]. One
can calculate this analogously to Eq. (S.16) using the Fourier
transform (S.14):

Po0 =5 [ "X [P dg

L omiaX dq

) 2 -0 [1 + U?QZ]M/Z

) )

~ Al(M/2]0? o’

= Py, (X). (S.18)

From now on, we use the notation Py, (X) for this M-
distribution.

The result (S.18) has been quoted in the main text in the
context of building local operators out of Behemoths. For
large M > 1 this distribution can be approximated by the
gaussian distribution

X2 12Mat)

V2aMo?

with the variance scaling as 0> = M. 0"1‘ ~ MN72,

For sums of non-hermitian operators, the distribution is the
same for both off-diagonal and for diagonal matrix elements,
given by Eq. (S.18).

Analogously, for the sum y,; = Y, yx of hermitian opera-
tors (S.9) one obtains

Py, (X) = (5.19)

Py, (Y) = Py (Y) (S.20)
for off-diagonal matrix elements, a # 8, and
Py, diag(Y) = PM,o-I(Y/z) (S.21)

for diagonal ones a = §5.

Note that Eq. (S.18) also applies to the off-diagonal ele-
ments @ # S of the projection operators, i = j, for all M and
for diagonal elements o = 8 of these operators for M < N. In
the case of @ = S and M =~ N one needs to take into account
the finite mean value of the operator due to Eq. (S.10).

S.VLLB. GUE

Eigenstates of GUE matrices have complex coeflicients in
general. Each coeflicient takes the form u,; = u;’ ot iu;” ; with
components u,,; and u;; ; that are real-valued and (in the limit
N — o0) independent gaussian variables with zero mean and
variance o-% = 1/(2N) [38, 39]. The distribution Pu(u;yi, uf;l
is factorized in terms of real and imaginary parts

» ( , ") 1 M/Z + MHZ
u',u'’) = exp|—
“ 27r0'§ P 20‘%

(S.22)



as well as in polar coordinates u,; = pg. e, P, (p,0)dpdf =
P, " )du du”

2

P P
P.(p,6) = - S.23
(0, 0) 2wze><p( 2(T2) (5.23)

2 2

As a result the distribution of the Behemoth operator w;’iﬁ =

w2 = ufuy [52]. is also factorized P, (0., 6.)
P,(pw)Py(6,,) in polar coordinates, wi, = p,e, and can be
calculated using p,, = p1p> and 8,, = 6, — 6. The distribution
of the phase is uniform

do,do,
(2m)?
The distribution of the amplitude p,, can be calculated simi-

larly as (S.13); the differences are in the Jacobian p,,, normal-
ization coefficient, and the definition of the width o (S.11):

Py(6,) =

1
66, =2+ 6)) = . (S.24)

“ dpirdpr ;2. o2
Py(pu) = f N2 (D27 . 260y — p1102)
0

)
_Pu [T dp1 exp _pi+ (pulp1)?
(7"2l 0o P1 20'%

w w Iy w R
= Lo || = TBep o). (S:25)
)

0, \0;
This distribution has been quoted in the main text and com-
pared with data from a many-body system with broken time
reversal symmetry.

Note that the distribution P, (o, 6,,) is not factorized in
terms of real and imaginary parts of wj, = w’ +iw”. However
the marginal distributions of w’ and w”” are identical and coin-
cide with the distribution (S.16), of the hermitian operator nyg
of the GOE case with o-; substituted for o

2
—lxl/o;

5 = PZ,(rg(x) .
2

Py(x) =Py (x) =

(S.26)

The diagonal matrix elements of the non-hermitian Behe-
moths have the same distributions as the off-diagonal matrix
elements outlined above.

We now consider the hermitian operators.

For the off-diagonal elements i # j, @ # 8 we have

af _ s )
Yii =Y +1y
— ’ ’ r” 7 ’ ’ 124 "
= Uy jUpj+ Ug iU+ Uy Ui+ Uy jUp;
. 7 ’ ’ 1”7 ’7 ’ ’ 1’
+ iUy g = U g+ Uy U = U jllg ;) -

So the marginal distributions of " and " are given by (S.18)
with M = 4 and o replaced by o,

Py’(y) = Py"(.'/) = P4,0'z(1/) .

The diagonal matrix elements @ = § for the hermitian op-
erator are real: yf’i" = 2Re wlf’j“ = Zw;.'j”’. The distribution is
given by Eq. (S.26):

(S.27)

e 2oy
——— =P, (y/2),
40'%

Py,diag(y) = (5.28)

S6

S.VL.B-1.  Sums of matrix elements

We now consider the sum wy = }; wy of M independent
Behemoths in the GUE case. Analogously to the single Behe-
moth, the marginal distributions of the real w), and imaginary
wy, parts of wy = wj), + iw}, are identical, although the joint
distribution P, (wy) is not factorized as Py, (w},) Py (wWy)).
The marginal distributions are given by (S.18) with M substi-
tuted for 2M and o replaced with o;:

Py, (X) = Py (X)

M ™)
= ]_[ f P, (wpdwidw§ [X - Z wi]
k=1 V=

k

= P, (X)), (5.29)

These distributions approach the gaussian distribution with
the variance scaling as 0 = 2Mo ~ M/2N>.

S.VI.C. GSE

A matrix element of an eigenstate |E,) within the GSE en-
semble takes the form u,; = u; = u<]0) + iu(ll) + ju(lz) + fu(f)
[52] with imaginary units i2 = i = ¥ = -1, and within the
same gaussian approximation [38, 39] real-valued parameters
ug”) are independent gaussian variables with the zero mean

and the variance o = 1/(4N)

e 2 o2 /202

@ 0y i
(2r03)?

P, ", u?, (S.30)

Analogously to the previous section the distribution (S.30)

. . . . (0) ..
factorizes in spherical coordinates u; = pke"k v T = (4,1,),
v = (cos 6’,((1), sin 9]((1) cos «9]((2), sin 9]((1) sin 9]((2))), 0< 9;{0), 9]9) <

m,0< 9]((2) < 2m,

e*pﬁ/zrrﬁpz sin’ 9,((0) sin 9,((])

1
278 2 2 2

Pu(pr,6.6,67) = . (S31)

. . . (0) . .
Then the distribution of w = pye® T¥) is also factorized
in the corresponding spherical coordinates p,, = p1p02, 92?) =

0 =6, vy = Vi = v,

P 6).65).65) = Po(ou)Po6). 6. 6).

sYw 2 w *Yw

(S.32)

with the homogeneous distribution of the unit vector w/p,,
over the 3-sphere

sin’ 6’59) sin 98) 1

P, 6,0, 60) = — =5

(8.33)

and the amplitude distribution different from (S.13) only by
the Jacobian pfu, the normalization coefficient, and the defini-



tion of the width o5 (S.11)

" dpidp 3

o) = | op /27 p3p36(00 — p192)
o) (™ dp P% +(pulp1)?
4oy Jo  p1 207
3
Puw Pw Py,
=LKl ]= P, (00 S.34
o o(o_i] a0 P 00) - (839

To calculate Py(6,,) we used the fact that the distribution of
a vector uy/p, on a unit 3-sphere is invariant under rotation
u/pr — w/p, = (uz/pz)(u;*/pl). Here we also used the
cartesian to spherical coordinate transformation

(

) = = Pk COS 6)(0) (S.35a)
(1) = py sin 6?(0) cos 9(1) (8.35b)
= pg sin 9(0) sin 9(1) cos 0(2) (S8.35¢)
(3) = Py sin 0(0) sin 0,((1) sin 0,((2) s (8.35d)

and the differential volume

dudu"au® du’) = pldp sin® 67 d6” sin 6" a6 a6 .
(5.36)

Note that the distribution P, (po,,, 92? ), 0“) 053 )) is not factor-
ized in terms of real-valued cartesian coordinates w®, I = 0,3
of wyy = Ww? +iw® +iw® +1w®. However, the marginal dis-
tributions of these parameters are identical and coincide with
the distribution (S.27), of the off-diagonal elements of the her-
mitian operator yf}ﬁ of the GUE case with o substituted for

S7
o4

P o(x) = Psy,(x) (8.37)

The diagonal elements a = 3 of the hopping operator y”ﬁ =

2Re w™ i 2w”j’8 O also obey the distribution (S.37), while for
the off-diagonal elements @ # S we have the marginal distri-
butions of ¥’ given by (S.18) with M = 8 and o replaced by
04

Py (@) = Py, () - (8.38)

S.VI.C-1. Sums of matrix elements

As for the sum wy, = Y wy of M independent variables wy
analogously to the previous sections the marginal distributions
of the cartesian components w%}, [ = ﬁ of wy = wgg) +

(]) + Iw(z) + fa)(3) are identical and given by (S.18) with the
correspondlng effective M and 0| replaced by o4

P (X)) =
M
M 00 3
[ f Po@sX = Y o) [ [dw” = Paws (),
k=1 Y7 k =0

(S.39)

which approach the gaussian distribution with the variance
scaling as 0% = 2Moj ~ M/8N>.



