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Abstract—Multi-body wave energy converters are composed of
several bodies interconnected by joints. Two different formula-
tions are adopted to describe the dynamics of multi-body systems:
the Differential and Algebraic Equations (DAEs) formulation
and the Ordinary Differential Equations (ODEs) formulation.
While the number of variables required for the description of
the dynamics of a multi-body system is greater in the DAE
formulation than in the ODE formulation, the ODE formulation
involves an extra computational effort in order to describe the
dynamics of the system with a smaller number of variables.
In this paper, pseudo-spectral methods are applied in order
to solve the dynamics of multi-body wave energy converters
using both DAE and ODE formulations. Apart from providing a
solution to the dynamics of multi-body systems, pseudo-spectral
methods provide an accurate and efficient formulation for the
control of multi-body wave energy converters. As an application
example, this paper focuses on the dynamic modeling of a two-
body hinge-barge device. Wave-tank tests were carried out on
the device in order to validate the DAE and ODE formulation
against experimental data. The comparison between pseudo-
spectral methods and a method based on the integration of the
equations of motion, e.g. the Runge-Kutta method, showed that
pseudo-spectral methods are computationally more stable and
they require a less computational effort for short time steps.

Index Terms—Multi-body wave energy converters, pseudo-
spectral methods, model-based control

I. INTRODUCTION

Multi-body wave energy converters are made of an assemble

of bodies connected together by different type of joints. The

motion of each body is restrained by the kinematic constraints

introduced by the joints. Two different formulations can be

used to describe the dynamics of a multi-body system: the

Differential and Algebraic Equations (DAEs) and the Ordi-

nary Differential Equations (ODEs) formulation. In the DAE

formulation, a set of redundant n generalized coordinates is

used to describe the dynamics of the system, and the equations

of motion result in 2n differential and m constraint equations.

Also, m unknowns called Lagrange multipliers are added

into the differential equations. The Lagrange multipliers are

algebraic variables, so that their time derivative is not present

*Giorgio Bacelli has contributed to the work presented in this paper when
he was at Maynooth University

in the equations. The resulting system is a set of DAEs for

the generalized coordinates and Lagrange multipliers.

In the ODE formulation, the generalized coordinates are

expressed with respect to a set of (n − m) independent
coordinates, also called degrees of the freedom, by means

of the constraint equations. Therefore, the DAE system can

be transformed into a reduced number of 2(n −m) ordinary

differential equations (ODEs) for the independent coordinates

with elimination of the Lagrange multipliers.

Regarding the solution techniques for DAE systems, index

reduction techniques combined with backwardward difference

methods (BDFs) have been proposed in [1]. The index of DAE

systems made of the Euler-Lagrange equations is reduced from

three to two, and then a variable-order, variable-step BDF

method is applied to the resulting system of equations.

Alternatively, the DAE system can be reduced to an ODE

system by means of an appropriate transformation of coor-

dinates. In Maggi’s formulation [2], the generalized veloci-

ties are expressed in terms of the kinematic characteristics,

which are the velocities of the degrees of freedom. Then,

the Euler-Lagrange equations are derived for the kinematic

characteristics with elimination of the Lagrange multipliers

by means of the null-space of the constraint matrix [3], [4].

In the Index-1 formulation [5], the Euler-Lagrange equations

for the generalized coordinates, together with the constraints

at the acceleration level, form an Index-1 system of DAEs

which can be solved for the generalized coordinates and

Lagrange multipliers. Then, the accelerations are integrated in

order to obtain the positions and velocities of the generalized

coordinates. In the Udwadia and Kalabas Formulation (UKF)

[6], a more compact form of the Index-1 formulation was

derived by means of the Moore-Penrose Generalized Inverse

(MPGI). In the Null Space Formulation (NSF) [5], [7], [8],

the Lagrange multipliers that appear in the Index 1 formulation

are eliminated from the Euler-Lagrange equations by means of

the null space introduced in Maggi’s formulation. Therefore, a

system of second order ODEs for the generalized coordinates

is obtained.

The number of variables needed to describe the dynamics of

a constrained system in the DAE formulation is 2n+m (n gen-
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eralized position, n generalized velocities and m Lagrange’s

multipliers), while, for the ODE formulation, the number of

variables is reduced to 2n for the Index-1 formulation, NSF

and UKF, and 2(n − m) for Maggi’s formulation. However,

the reduction of the number of variables requires an extra

computational effort; in Maggi’s and the NSF formulation

the computation of the null space of the constraint matrix

is required, while, in the UKF formulation, MPGIs are cal-

culated. Nevertheless, the matrices in the DAE formulation

are characterized by a high sparsity, so that efficient solution

techniques can be used [9], [10].

Furthermore, the formulations that enforce the constraints

at the velocity level, as in Maggi’s formulation, or at the

acceleration level, e.g. Index 1 or Null Space formulation, can

present a drift of the constraint equations due to numerical

approximations [11]. Constraint violation stabilization tech-

niques are used together with other solution techniques in the

attempt to remove the drift of the constraint equations. In [12],

Baugmarte’s method is proposed, which is a stabilization tech-

nique based on control theory. In [13], Baugmarte’s method is

used together with an Index-1 formulation, resulting in a more

efficient formulation than the coordinate partitioning approach.

The staggered stabilization [14] and augmented Lagrangian

formulation [15] are examples of stabilization techniques that

are based on penalty terms for the constraint equations added

into the Lagrangian of the system.

The constraint violation elimination techniques are more

effective in the satisfaction of the constraint equations than

the constraint violation stabilization techniques. In [16], a

method to obtain an accurate satisfaction of the constraint

equations is developed. The method computes the generalized

positions and velocities at each time step from the integration

of the equations of motion, without considering the constraint

equations. Then, a gradient based technique is used to update

the generalized positions and velocities so that the constraint

equations are satisfied.

In this paper, pseudo-spectral (PS) methods are applied

to both the DAE and ODE formulations in order to obtain

the solution for the dynamics of a multi-body system. PS

methods are a subset of the class of techniques used for

the discretisation of integral and partial differential equations

known as mean weighted residuals [17], [18]. Apart from

providing a solution for the dynamics of a multi-body system,

PS methods can also be used to efficiently solve an optimal

control problem for the device [19].

The remainder of the paper is organized as follows: in

Section 2, the DAE and ODE formulation are applied to a

multi-body system, while, in Section 3, PS methods are used

to obtain the solution of the dynamics of a multi-body system.

In Section 4, a two-body hinge-barge device is considered as

a case study, and the DAE and ODE formulations are applied

in order to derive the equations of motion. Finally, in Section

5, the DAE and ODE formulations applied to the device are

compared against tank test data to verify their validity.

II. EQUATIONS OF MOTION OF A MULTI-BODY SYSTEM

A. Reference frames

For the description of the motion of a body in space, six

coordinates are required: three coordinates for position and

three coordinates for rotation. For the analysis of multi-body

systems, two types of coordinate frames are defined: the global

or inertial frame and the body frame. The global frame is fixed

to a point in space, and therefore its position and orientation

are constant in time. The body frame is attached to a point of

the body, and its position and orientation change with time.

A body frame is assigned to each body composing a multi-

body system. In Figure 1, a free floating unconstrained body

k is represented together with a global frame XiYiZi and a

body frame XbYbZb. The vector pi,bk
∈ R

3×1 represents the

position of the origin of the body frame Obk with respect to the

point i. The components of the vector pi,bk
can be expressed

from the body frame to the global frame by using the following

transformation:

pi
i,bk

= Ri
b(Θk)p

b
i,bk

(1)

where the vectors pb
i,bk

and pi
i,bk

represent the position

vector of Obk with respect to the point i expressed in the body

frame and global frame, respectively. The matrix Ri
b(Θk) ∈

R
3×3 used for the transformation of coordinates is a function

of the vector of Euler angles Θk = [φ θ ψ]T , where φ is the

roll angle, θ is the pitch angle and ψ is the yaw angle of the

body [20]. The velocities of the Euler angles can be obtained

from the angular velocity vector ωb
i,b expressed in the body

frame coordinates as follows:

Θ̇k = T(Θk)ω
b
i,bk

(2)

where the matrix T(Θk) is a function of Euler angles, and

it can be obtained by linear superposition of the rotations of

the body frame around its axis [20].

Xi

Zi

Oi
body k

Xbk

Zbk

Obk

pi,bk

Yi

Ybk

grg,k

Fig. 1. A free floating unconstrained body k, where XiYiZi and XbYbZb

represent the global and body reference frames, respectively.

B. Dynamics of an unconstrained body

The Newton-Euler equations of motion for a free floating

unconstrained body are represented as a system of first-order

integro-differential equations which are given as follows [20]:
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q̇k = Jbk(Θ)vk (3)

Mbk v̇k + Bbkvk = −Gbkqk − Mbk
∞v̇k −

∫ t

−∞

K
bk
rad(t− τ)vk, dτ

+ fbkwave + f
bk
ext

(4)

where:

qk = [piT

i,bk
ΘT

k ]
T (5)

vk = [vb
T

i,bk
ωbT

i,bk
]T (6)

Jbk(Θ) =

[

Ri
b(Θk) 03×3

03×3 T(Θk)

]

(7)

Mbk =

[

mkI3×3 −mkS(rg,k)
mkS(rg,k) Ibk

]

(8)

Bbk =

[

mkS(ωb
i,bk

) −mkS(ωb
i,bk

)S(rg,k)

mkS(rg,k)S(ω
b
i,bk

) −S(Ibkω
b
i,bk

)

]

(9)

fbkwave =

∫ ∞

−∞

Kbk
wave(t− τ)η(τ), dτ (10)

f
bk
ext = f

bk
PTO + fbk (11)

where mk is the mass of the body, rg,k is the distance

vector of center of mass from origin of body frame, Ibk is

the inertia matrix of the body around the origin of the body

frame, Mbk is the rigid-body inertia matrix of the body, Bbk is

the Coriolis-Centripetal matrix, B
bk
visc is the linearized viscous

damping, Gbk is the hydrostatic matrix, fbkwave is the vector

of the excitation forces due the action of the waves on the

body, f
bk
PTO is the force vector due to Power Take-Off (PTO)

system, fbk is the vector of forces vector due to moorings,

hinge-friction, etc. , K
bk
rad is the impulse response function of

radiation forces, Kbk
wave is the impulse response function of

wave excitation forces, Mbk
∞ is the added mass at infinity, η

is the wave elevation and S is skew-symmetric matrix for the

cross-product a × b := S(a)b.

The terms on the left-hand side of equation (4) represent

the rigid-body dynamics of the unconstrained body expressed

about the origin of the body frame XbYbZb. The hydrodynamic

parameters Gbk , Mbk
∞, K

bk
rad and Kbk

wave are computed by

means of the boundary element software WAMIT [21], which

computes all the quantities in the hydrodynamic h-frame. The

transformation matrix Rh
b is used to convert the hydrodynamic

parameters from the h-frame to the body frame [22]. Under

the assumption of small oscillations of the body frame with

respect to the h-frame, the matrix Rh
b reduces to the identity

matrix I3×3.

C. DAE formulation for N interconnected bodies

In case of N interconnected bodies, m algebraic equations

are required in order to describe the constraints introduced

by the joints. The constraint equations can be represented as

follows:

C(z, t) = 0 (12)

where z = [zT1 .. zTN ]T ∈ R
(6×N)×1 and zk = [pbT

i,bk
ΘT

k ]
T ,

with k = 1, ..N . The constraint equations (12) are considered

to be holonomic, since the generalized velocities do not

appear in the equations. An additional term, representing the

constraint forces, is added into the Newton-Euler equations of

motion. The constraint forces are represented by a set of m
variables called Lagrange multipliers λ, which are algebraic

variables, since their time derivatives do not appear in the

equations of motion. Thus, the equations of motion of a system

composed by N interconnected bodies can be represented by

a set of DAEs, given as follows [23]:

q̇ = J(Θ)v (13)

Mv̇ + Bv + CT
z λ = −Gq − M∞v̇ −

∫ t

−∞

Krad(t− τ)v, dτ

+ fwave + fext
(14)

C(z, t) = 0 (15)

where:

q = [qT
1 qT

2 .. qT
N ]T (16)

v = [vT
1 vT

2 .. vTN ]T (17)

J(Θ) = diag(Jb1(Θ), .., JbN (Θ) (18)

M = diag(Mb1 , ..,MbN ) (19)

B = diag(Bb1 , ..,Bb1) (20)

G = diag(Gb1 , ..,Gb1) (21)

M∞ = diag(Mb1
∞, ..,M

bN
∞ ) (22)

fwave = [fb1
T

wave.. fbN
T

wave]
T (23)

fext = [fb1
T

ext .. fbN
T

ext ]T (24)

The matrix Cz represents the partial derivative of the

constraint equations with respect to the vector of generalized

positions z. In the DAE formulation, the total number of vari-

ables required for describing the motion of N interconnected

bodies is 2×(6×N)+m, i.e. 6×N positions, 6×N velocities

and m Lagranges multipliers.

D. ODE formulation for N interconnected bodies

As an alternative to the DAE formulation, the dynamics of

N interconnected bodies can be described by means of a set

of n = (6×N −m) independent coordinates, called degrees

of freedom (DoF). The vector of generalized velocities v can

be partitioned into dependent velocities vd, and independent

velocities vs, as follows:

v =

[

vd
vs

]

(25)

The dependent velocities can be expressed with respect to

the independent velocities as follows [23]:
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vd = Csvs = −C−1
qd

Cqs
vs (26)

where Cqd
and Cqs

represent the partial derivatives of

the constraint equations associated with the dependent and

independent coordinates, respectively. Therefore, the vector

of generalized velocities v can be written in terms of the

independent velocities vs, as follows:

v = Pvs =

[

Cs

I

]

vs (27)

where I is the identity matrix of dimension n. The time

derivative of the generalized velocities can be expressed as

follows:

v̇ = Pv̇s + Ṗvs (28)

By substituting equation (27) and (28) into equation (14),

and multiplying the left-hand side and right-hand side of the

resulting equation by PT , the following system of first order

integro-differential equations is obtained:

q̇s = vs (29)

Msv̇s + Bsvs = −Gsqs − M∞,sv̇s −

∫ t

−∞

Krad,s(t− τ)vs, dτ

+ fwave,s + fext,s
(30)

where:

Ms = PT MP (31)

Bs = PT BP + PT MṖ + PT M∞Ṗ (32)

Gs = PT GP (33)

M∞,s = PT M∞P (34)

Krad,s = PT KradP (35)

fwave,s = PT fwave (36)

fext,s = PT fext (37)

Thus, the equations of motion of a system composed by N
interconnected bodies can be represented by a set of ODEs

for the independent coordinates. In the ODE formulation, the

total number of variables required for describing the motion

is 2n (n positions and n velocities).

III. PSEUDO-SPECTRAL METHODS FOR APPROXIMATING

THE MOTION

In the following section, PS methods are applied to compute

an approximate solution of the integro-differential equations

obtained for the DAE and ODE formulations. For control

purposes, pseudo-spectral methods result in less complex and

more accurate solutions than control techniques based on

the integration of the equations of motion over the time

horizon, e.g. the multiple shooting approach. The positions

and velocities that appear in the equations of motion obtained

for the DAE and ODE formulations can be approximated with

a linear combination of basis functions. Given the periodic

nature of the variables associated with the problem, non-zero

mean trigonometric polynomials (truncated Fourier series)

represent a sensible choice for the approximation of positions

and velocities. Therefore, the ith components of the position

and velocity vector are given as follows:

qi(t) ≈ qNx

i (t) =

Nx
∑

k=1

xq,ci,kcos(kω0t) + xq,si,ksin(kω0t)

= Φ(t)x̂qi

(38)

vi(t) ≈ vNx

i (t) =

Nx
∑

k=1

xv,ci,kcos(kω0t) + xv,si,k sin(kω0t)

= Φ(t)x̂vi

(39)

where i = 1, .., 6N and i = 1, .., n for the DAE and ODE

formulations, respectively. The parameter Nx is the order of

expansion for the position and velocity of the states. The

vector of the coefficients x̂
q
i and x̂

v
i of the approximated ith

components of the position and velocity vector are given as

follows:

x̂
q
i =

[

xq,ci,1 x
q,s
i,1 x

q,c
i,2 x

q,s
i,2 .. x

q,c
i,Nx

xq,si,Nx

]T

(40)

x̂
v
i =

[

xv,ci,1 x
v,s
i,1 x

v,c
i,2 x

v,s
i,2 .. x

v,c
i,Nx

xv,si,Nx

]T

(41)

and the vector of the basis function Φ(t) is given as follows:

Φ(t) = [cos(ω0t) sin(ω0t) .. cos (Nxω0t) sin (Nxω0t)]
T

(42)

where ω0 = 2π/T is the fundamental frequency. The

derivatives of the ith components of the position and velocity

vector are, respectively,

q̇Nx

i (t) = Φ̇(t)T x̂
q
i = Φ(t)T Dφx̂

q
i (43)

v̇Nx

i (t) = Φ̇(t)T x̂
v
i = Φ(t)T Dφx̂

v
i (44)

where Dφ ∈ R
2Nx×2Nx is a block diagonal matrix, with the

k-th block is given as follows:

Dφ,k =

[

0 kω0

−kω0 0

]

(45)

Regarding the DAE formulation, substituting the approxi-

mated states (38), (39) and their time derivatives (43), (44)

into the equations of motion (13)-(15), yields the following

equations of motion in residual form:
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rqi (t) = Φ(t)Dφx̂
q
i −

6N
∑

p=1

Ji,pΦ(t)x̂v
p (46)

rvi (t) =

6N
∑

p=1

Mi,pΦ(t)Dφx̂
v
p +

6N
∑

p=1

Bi,pΦ(t)x̂vp +

6N
∑

p=1

Gi,pΦ(t)x̂qp

+

6N
∑

p=1

∫ t

−∞

Kradi,p
(t− τ)Φ(τ)x̂v

pdτ +
m
∑

p=1

CT
qi,p

Φ(t)x̂λp(t)

− fwave,i(t)− fi(t)
(47)

rCj (t) = Cj(q, t) (48)

with i = 1, .., 6N , j = 1, ..,m, and Ji,p, Mi,p, Bi,p,

Gi,p, Kradi,p
and CT

qi,pp
are the elements of the matrix J(Θ),

M, B, G, Krad and CT
q , respectively. Regarding the ODE

formulation, substituting the approximated states (38), (39)

and their time derivatives (43), (44) into the equations of

motion (29)-(30), yields the following equations of motion in

residual form:

rqi (t) = Φ(t)Dφx̂
q
i −Φ(t)x̂vi (49)

rvi (t) =

n
∑

p=1

Msi,pΦ(t)Dφx̂
v
p(t) +

n
∑

p=1

Bsi,pΦ(t)x̂v
p

+

n
∑

p=1

Gsi,pΦ(t)x̂qp +

n
∑

p=1

∫ t

−∞

Krad,si,p
(t− τ)Φ(τ)x̂v

pdτ

− fwave,si
(t)− fsi(t)

(50)

with i = 1, .., n, and Msi,p , Bsi,p , Gsi,p , and Krad,si,p
are

the elements of the matrix Ms, Bs, Gs and Krad,s, respec-

tively. PS methods are applied to compute the coefficients x̂
q
i

and x̂
v
i that minimize the residuals (46)-(48) and (49)-(50) for

the DAE and ODE formulations, respectively [24]. The PS

methods force the residuals of the equations of motion to be

zero at a certain number of points in time tk, called nodes. If

the number of nodes is equal to Nc, then a nonlinear system

of (2× 6N +m)×Nc and 2×n×Nc equations is solved for

the DAE and ODE formulations, respectively. The number of

nodes depends on multiple factors, among which the order of

the expansion Nx [25].

IV. CASE STUDY: TWO-BODY HINGE-BARGE DEVICE

In the following section, a two-body hinge barge device is

considered as a case study. As shown in Figure 2, the device

is made of two bodies interconnected by a hinge. Examples

of such systems include the McCabe Wave Pump (MWP)

[26] and the SeaPower Platform [27]. Generally, hinge-barge

devices are made by the interconnection of multiple barges,

where the relative pitch motion between barges is used to drive

Power TakeOff (PTO) systems in order to convert the energy

from the waves into mechanical energy. The damping plate

connected to body 1 aims to reduce the vertical motion of

body 1, and increase the pitch motion of body 2. The analysis

of the motion of the device is restricted to the two dimensional

plane X − Z. In Figure 2, the device is represented together

with the global frame XgZg , while the body frames Xb1Zb1

and Xb2Zb2 are assigned to body 1 and body 2, respectively.

The total number of degrees of freedom of the system is equal

to three: the heave displacement z1 of body 1, the pitch angle

θ1 of body 1, and the pitch angle θ2 of body 2.

Body 1 Body 2

Wave direction

Damping plate

Hinge

Sea bed

Xi
Zi Xb1

Zb1 Xb2
Zb2

θ1

θ2

z1

Oi
Ob1 Ob2

lb1,h lb2,hd1

Dash-pot

p1 p2

H

hplate

d2

Fig. 2. Two-body hinge barge device, where XgZg , Xb1Zb1 and Xb2Zb2

represent the global frame, frame of body 1 and body 2, respectively.

A. DAE formulation for a two-body hinge-barge device

In the following subsection, the DAE formulation is applied

in order to obtain the equations of motion of a two-body hinge-

barge device. The vector of generalized positions considered

for the two-body hinge-barge device is given as follows:

z = [z1 z2]
T = [zbi,b1 θ1 z

b
i,b2

θ2]
T (51)

where zbi,bk and θk are the heaving displacements and pitch

angle of body k, respectively, with k = 1, 2. In the following,

the constraint equations for the two-body hinge-barge device

are derived. The hinge between the two barges introduces the

following constraint equations:

Ri
b(θ1)

([

d1
zbi,b1

]

+

[

lb1,h
0

])

− Ri
b(θ2)

([

d2
zbi,b2

]

+

[

−lb2,h
0

])

= 0

(52)

where lb1,h and lb2,h are the distances of the hinge from

Ob1 and Ob2 , respectively. The rotation matrices Ri
b are given

as follows:

Ri
b(θk) =

[

c(θk) −s(θk)
s(θk) c(θk)

]

(53)

where k = 1, 2. The constraints in equation (52) force the

global position of the hinge defined by the coordinates of body

1 to be equal to the global position of the hinge defined by

the coordinates of body 2. The matrix of the partial derivatives

of constraint equations (52) computed with respect to the
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generalized positions and linearized around the equilibrium

position, is given as follows:

Cz =

[

1 lb1,h −1 lb2,h

]

(54)

The block matrices Jk(Θ) of the transformation matrix

J(Θ) in equation (18) are given as:

Jbk =

[

c(θk) 0
0 1

]

(55)

where k = 1, 2. The block matrices Mk of the rigid-body

inertia matrix M in equation (19) are given as:

Mbk =

[

mk 0

0 Iyy,k +mkh
2
g,k

]

(56)

where k = 1, 2, mk is the mass of body k, Iyy,k is the

moment of inertia of body k around the y-axis and hg,k is the

distance of the center of mass of body k from point Obk along

the z-axis. The block matrices Bk of the coriolis-centripetal

matrix B in equation (20) are given as:

Bbk =

[

5 −mkθ̇khg,k

mkθ̇khg,k 5

]

(57)

where k = 1, 2. The terms on the main diagonal of the

matrix Bbk are equal to the 5% of the maximum radiation

force, and they represent an approximation of the viscous

damping acting on the device. The hydrodynamic loads G,

M∞, Krad and fwave in equations (21), (22), (14) and (23)

respectively, are obtained by means of the boundary element

software WAMIT [21]. The vector of external forces fext in

equation (24) is given as follows:

fext = fPTO + fmoor (58)

where fPTO is the vector of forces due to the PTO system,

and fmoor is the vector of loads due to the moorings. As shown

in Figure 2, the PTO system can be modeled as a linear dash-

pot system connected to points p1 and p2. The component of

the PTO force along the line connecting points p1 and p2 is

as follows:

Fs = cPTO l̇ (59)

where cPTO and l are respectively the damping coefficient

and length of the dash-pot system. For small displacements

of body 1 and 2, the rate of change of the length l can be

calculated as follows:

l̇ = d(θ̇1 − θ̇2) (60)

where d is the vertical distance of points p1 and p2 from

the center line of the device. The vector of the loads due to

the PTO systems acting on the device is given as follows:

fPTO = −









0
−Fs1d

0
Fs1d









(61)

The moorings are assumed to be connected only to body 1,

and therefore, the vector fmoor is given as follows [28]:

fmoor = −Kmoorq (62)

where:

Kmoor =









kmoor,1 0 0 0
0 kmoor,2 0 0
0 0 0 0
0 0 0 0









(63)

where kmoor,k, with k = 1, 2, are the stiffness coefficients

of the moorings.

B. ODE formulation for a two-body hinge-barge device

In the following subsection, the ODE formulation is applied

in order to obtain the equations of motion of a two-body

hinge-barge device. The vector of independent velocities of

the device is given as follows:

vs = [żbi,b1 θ̇1 θ̇2]
T (64)

Given the matrix Cz in equation (54), the transformation

matrix P in equation (27) used to express the relation between

the vector of generalized velocities and independent velocities

is given as follows:

P =









1 0 0
0 1 0
1 lb1,h lb2,h
0 0 1









(65)

By means of the matrix P, the quantities defined in equa-

tions (31)-(37) can be calculated in order to obtain the equa-

tions of motion of the device expressed with respect to the

degrees of freedom.

C. A specific two-body hinge-barge device

In this work, a particular two-body hinge-barge device

was tested in a wave-tank in order to validate the DAE and

ODE formulation against experimental data. In Table I, the

parameters of the tested device are reported.

V. MODEL VALIDATION

The two-body hinge-barge device presented in the previous

section was tested in a wave tank. Full details on the wave-

tank experiments are reported in [29]. A series of regular

wave tests was performed for a range of frequencies of the

incident wave ω from 2.61 rad/sec to 7.85 rad/secs, with the

direction of the waves along the longitudinal direction of the

device. The amplitude of the incident wave was set to 60

mm for each test. The advantage of testing the device with
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Parameter Units Value

Length barge 1 m 1.1
Width barge 1 m 0.67
Height barge 1 m 0.57
Draft barge 1 m 0.37

Length barge 2 m 2.5
Width barge 2 m 0.64
Height barge 2 m 0.12
Draft barge 2 m 0.08

Length damping plate m 2.2
Width damping plate m 1.34

hplate m 1.47
H m 1.5
hg,2 m 0.0175
hg,1 m 0.084
hg,2 m 0.0175
lb1,h m 0.78
lb2,h m 1.48
cPTO Ns/m 850
xb1,p1 m 0.35
zb1,p1 m 0.1
xb2,p2 m 0.55
zb2,p2 m 0.1
kmoor,1 N/m 3.5e4
kmoor,2 N/m 3.5e4
kmoor,3 N/m 3.5e4

TABLE I
PARAMETERS FOR SPECIFIC TWO-BODY HINGE-BARGE DEVICE

monochromatic waves is that the response of the device can be

obtained at each frequency. The heave motion of body 2 was

recorded and compared against the response obtained from

the DAE and ODE formulations derived in sections IV-A and

IV-B, respectively. PS methods were applied to compute an

approximated solution for the equations of motion obtained

for the DAE and ODE formulations. The order of expansion

Nx for the position and velocity of the states is set equal to 1,

and the fundamental frequency ω0 is set equal to the frequency

of the incident wave. Simulations of the device were carried

out in Matlab running on a PC with a 3.40 GHz quad core

processor and 8 GB RAM. In Figure 3, the frequency response

of the heave of body 2 obtained from the tank experiments is

compared against the response obtained from both the DAE

and ODE formulations. As Figure 3 shows, with respect to

the tank experiments, the DAE and ODE formulations gives

an accurate frequency response of the heave of body 2 for a

range of frequencies from 2.61 rad/sec to 5.8 rad/sec. However,

for frequencies greater than 5.8 rad/s, both the DAE and

ODE formulations give a less accurate response. The total

mean squared error across the range of tested frequencies is

equal to 1.18 · 10−5 m2 and 1.2 · 10−5 m2 for the DAE and

ODE formulation, respectively. By way of example, the time

response for the heave of body 2 given by the DAE formulation

compared to the tank experiment is shown in Figures 4 and 5,

for ω equal to 6.28 rad/s and 2.8 rad/s, respectively.

With regard to the computational time, a comparison be-

tween the DAE and ODE formulations, and a method based

on the integration of the equations of motion, e.g. the Runge-

Kutta method, is made. While the Runge-Kutta method is used

to solve both the transient and steady-state response of the

device, the DAE and ODE formulations are used to obtain

the steady-state response of the device only. It is important to

highlight that, at steady-state, the response obtained with the

Runge-Kutta method, and DAE and ODE formulations, is the

same.

For a simulation time equal to 15 seconds, in Figure

6, the computational time required by the DAE and ODE

formulations is compared to the computational time required

by the Runge-Kutta method for different sizes of the time step.

As Figure 6 shows, the Runge-Kutta method is more efficient

than the DAE and ODE formulations for long time steps,

while, for the DAE and ODE formulations, the computational

time does not change significantly for different sizes of the

time step. The DAE and ODE formulations are solved with a

fixed number of collocation points, and then, the solution is

interpolated along the simulation time for different time steps.

Therefore, the computational time required by the DAE and

ODE formulation is independent from the simulation time and

size of the time step.

While in the Runge-Kutta method the size of the time step is

bounded in order to guarantee the stability of the method, PS

methods are also stable for longer time steps than 0.1 seconds.

For short time steps, the DAE and ODE formulations are

computationally faster than the Runge-Kutta method, allowing

the simulation of stiff problems, where a small time step

is required in order to describe the rapid transients of the

solution. Stiffness can be introduced into the dynamic model of

a wave energy converter when, for example, the water hammer

effects in the PTO system are considered.

It is interesting to note that the ODE formulation is

computationally faster than the DAE formulation for all the

time steps. The fact that the ODE formulation requires a

shorter computational time than the DAE formulation could be

significant in the real-time model-based control of the device.

For a time step equal to 0.05 seconds, in Figure 7, the

computational time required by the DAE and ODE formu-

lations is compared to the computational time required by the

Runge-Kutta method for different simulation times. As Figure

7 shows, the Runge-Kutta method is less efficient than the

DAE and ODE formulations for long simulation times.

VI. CONCLUSIONS

This paper demonstrates that PS methods are a compact

and numerically efficient formulation for solving the dynam-

ics of multi-body wave energy devices. Using a two-body

hinge-barge device as a case study, experimental tests with

monochromatic waves were carried out in order to validate

the use of PS methods for solving the dynamics of the device.

Both DAE and ODE PS formulations were applied in order to

describe the dynamics of the device, showing good agreement

with experimental tests in terms of device motion. However,

experimental tests with polychromatic waves are necessary

in order to validate PS methods under a wider range of

conditions.

While the DAE formulation is superior to the ODE formula-

tion in terms of accuracy of the computed motion of the device,

the ODE formulation requires shorter computational times.
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Fig. 3. Frequency response of the heave of body 2 obtained from tank
experiments, DAE and ODE formulation for an incident wave of amplitude
equal to 60 mm
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Fig. 4. Time response of the heave of body 2 obtained from tank experiments
and DAE formulation for an incident wave of amplitude equal to 60 mm and
frequency ω = 6.28 rad/sec

With respect to reference methods based on the integration

of the equations of motion, e.g. the Runge-Kutta method,

PS methods are computationally more stable and require less

computational effort for small time steps. In terms of solution

accuracy, PS methods can be less accurate than the Runge-

Kutta method, since they compute an approximation of the

solution based on a finite number of expansion coefficients.

However, for the optimal control of multi-body wave energy

converters, PS methods are generally more efficient than native

methods such as Model Predictive Control (MPC), which

relies on the simulation capabilities of the integration method

in order to compute the optimal solution of the control input. In

fact, in order to compute the optimal control input, PS methods

only require a small extra computational effort in order to

compute the expansion coefficients of the control force, in

addition to the expansion coefficients of the state variables.
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Fig. 5. Time response of the heave of body 2 obtained from tank experiments
and DAE formulation for an incident wave of amplitude equal to 60 mm and
frequency ω = 2.8 rad/sec
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