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#### Abstract

We develop a rigorous and highly accurate technique for the calculation of the Berry phase in systems with a quadratic Hamiltonian within the context of the Kitaev honeycomb lattice model. The method is based on the recently found solution of the model that uses the Jordan-Wigner-type fermionization in an exact effective spin-hardcore boson representation. We specifically simulate the braiding of two non-Abelian vortices (anyons) in a fourvortex system characterized by a twofold degenerate ground state. The result of the braiding is the non-Abelian Berry matrix, which is in excellent agreement with the predictions of the effective field theory. The most precise results of our simulation are characterized by an error of the order of $10^{-5}$ or lower. We observe exponential decay of the error with the distance between vortices, studied in the range of one to nine plaquettes. We also study its correlation with the involved energy gaps and provide a preliminary analysis of the relevant adiabaticity conditions. The work allows one to investigate the Berry phase in other lattice models including the Yao-Kivelson model and particularly the square-octagon model. It also opens up the possibility of studying the Berry phase under nonadiabatic and other effects that may constitute important sources of errors in topological quantum computation.
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## 1. Introduction

Quantum statistics is closely related to the adiabatic exchange of indistinguishable particles. Exchanging two particles twice results in a loop trajectory which in three-dimensional (3D) space can be smoothly contracted to a point, equivalent to no trajectory. The particles' wavefunction thus remains unchanged after two subsequent exchanges, and after one exchange, can transform in either a symmetric or an antisymmetric fashion, giving the Bose-Einstein and Fermi-Dirac statistics, respectively. In 2D space such a contraction of the particles' trajectory is impossible. This gives rise to a different type of quantum statistics. Algebraically, adiabatic exchange operators correspond to the elements of the permutation group $S_{N}$ for three and higher dimensional systems, and to the elements of the braid group $B_{N}$ for 2D systems [1, 2]. Both groups are formed by $N-1$ generators $\tau_{1}, \ldots, \tau_{N-1}$, obeying the constraints

$$
\begin{align*}
& \tau_{i} \tau_{j}=\tau_{j} \tau_{i}, \quad|i-j| \geqslant 2,  \tag{1}\\
& \tau_{i} \tau_{i+1} \tau_{i}=\tau_{i+1} \tau_{i} \tau_{i+1},  \tag{2}\\
& \tau_{i}^{2}=1 \quad\left(\text { only for } S_{N}\right), \tag{3}
\end{align*}
$$

where the generator $\tau_{i}$ interchanges the two particles at positions $i$ and $i+1$. The quantum statistics then arises from the unitary irreducible representations (irreps) of these groups [1]. The group $S_{N}$ possesses two 1D irreps which correspond to bosonic and fermionic statistics. Its higher dimensional irreps can be replaced by bosonic and fermionic statistics when a hidden degree of freedom is introduced [3].

On the other hand, 1D representations of the braid group $B_{N}$ can be any phase $\mathrm{e}^{\mathrm{i} \theta}$ where $\theta \in[0,2 \pi$ ) (hence the name anyonic) [4,5]. More interestingly, the braid group also permits multi-dimensional unitary irreducible representations which give rise to non-Abelian statistics. Any exchange of particles then leads to a unitary rotation of a state vector of the system within a $D$-fold degenerate ground state. The degree of degeneracy $D$ depends only on the presence of $N$ well-separated identical particles. As this is solely linked to the topology of the underlying
configuration space, braiding the particles is the only way to induce non-trivial operations within this ground state subspace. Consequently, the system is immune to any local perturbations or fluctuations as long as these do not exceed the spectral gap which separates the rest of the system's spectrum from this decoherence-free subspace [6]. This capability to implement unitary operations within an intrinsically fault-tolerant framework offers promising applications in quantum information processing, specifically topological quantum computation [6, 7].

A larger body of research results suggests that non-Abelian anyons are physically realized as localized quasiparticle excitations of many-body systems. These, for example, include the systems that manifest the fractional quantum Hall (FQH) effect [8, 9], $p_{x}+\mathrm{i} p_{y}$ superconductors [10] and the Kitaev honeycomb spin-lattice model [11] (with its proposed realizations [12, 13]). Theoretical studies show that all these systems can be effectively described by a similar topological quantum field theory (the Ising and the related $S U(2)_{2}$ Chern-Simons theory) that can be characterized by three particle types labeled as $\mathbf{1}$ (i.e. vacuum or trivial topological charge), $\epsilon$ (fermion) and $\sigma$ (the non-Abelian anyon). These satisfy certain fusion and braiding rules that will be specified later. The experimental study of non-Abelian anyons is indeed of fundamental importance, and so far the experimental observations have yielded encouraging results, although it has to be said that final verification of non-Abelian statistics remains a great challenge [14].

Physically, anyonic statistics arise from the evolution of the system under adiabatic interchanges of these quasiparticles. According to the adiabatic approximation, a physical system remains in its instantaneous eigenspace if a given perturbation is acting on it slowly enough and if there is a gap between the corresponding eigenvalue and the rest of the Hamiltonian's spectrum. When these perturbations draw a smooth and closed trajectory $\mathbf{C}(\lambda)$ in the parameter space, the unitary evolution of the system in the $n$-dimensional eigenspace is given by the Berry phase (matrix) $\mathcal{B}(\mathbf{C})$

$$
\begin{equation*}
\mathcal{B}(\mathbf{C}):=\mathcal{P} \exp \{\mathrm{i} \oint \mathcal{A}(\lambda) \mathrm{d} \lambda\}, \tag{4}
\end{equation*}
$$

where $\mathcal{P}$ denotes the path-ordered integral and

$$
\mathcal{A}_{k l}(\lambda)=\mathrm{i}\left\langle\Phi^{k}(\lambda) \left\lvert\, \frac{\mathrm{d}}{\mathrm{~d} \lambda} \Phi^{l}(\lambda)\right.\right\rangle, \quad k, l=\{1, \ldots, n\}
$$

where $\left|\Phi^{l}(\lambda)\right\rangle$ and $\left|\Phi^{k}(\lambda)\right\rangle$ are the eigenstates of the system's Hamiltonian at the value of the parameter $\lambda$.

In this paper, we directly evaluate the non-Abelian statistics of the Ising anyons of the Kitaev honeycomb model. In particular, we numerically calculate the non-Abelian Berry phase (matrix) that governs the evolution of the system under the adiabatic exchange of two $\sigma$-particles (vortices) of the Kitaev honeycomb model. This work can be seen as an accurate test of the nonAbelian statistics in the Kitaev model, which offers applications in the context of topological quantum information processing and computation. Moreover, it provides a direct way to study the non-Abelian statistics in lattice models with a quadratic fermionic Hamiltonian and as such it complements similar efforts carried out in the context of continuous systems [15-17].

The non-Abelian Berry phase calculations in the Kitaev model were a subject of the work of Lahtinen and Pachos [18]. They developed an interesting technique for inducing the vortex motion in the Kitaev honeycomb lattice model, which we have utilized in this work, though within a different solution of the model. While the previous studies established the
non-Abelian nature of the statistics, the results both on the exact form of the braid matrix and on the exponential convergence with vortex separation were not conclusive.

We establish these results rigorously for much larger vortex separations and to a very high accuracy, but we would like to emphasize that our approach goes beyond a mere technical improvement. Our calculations rely on the solution of the Kitaev model which was presented recently by Kells et al [19]. This solution employs the Jordan-Wigner-type fermionization in the exact effective spin-hardcore boson representation of the model and uses no redundant degrees of freedom, thus allowing us to work directly with physical eigenstates of the system. This allows us to calculate the Berry phase associated with braiding vortices at the minimal distances for up to nine plaquettes. The simulation also attains a very high degree of accuracy as measured by the Frobenius distance between the Berry matrix obtained from our simulation and the exact Berry phase obtained from the effective field theory. The accuracy of our calculations increases exponentially rapidly with the vortex distance, achieving results that are characterized by errors of the order of $10^{-5}$ or lower.

Thus we present in this work a highly accurate technique for the non-Abelian Berry phase calculation. The accuracy of the calculations allows us to see the exact dependence of the simulated Berry phase on the details of the model, such as the splitting of the ground state level which is intrinsic to any finite system. It also shows the dependence on an exact implementation of the braiding operations, potentially allowing for an analysis of non-adiabatic effects, similar to that provided quite recently in a different context in [20]. The importance of these effects derives from the fact that they are likely to be a crucial source of errors for any topological quantum information processing and computation. Possible applications thus extend to the modeling and implementation of quantum information protocols whose reliability can be tested under various effects, for example, disorder. Naturally, the first step in this potentially fruitful story is the demonstration of highly accurate and sufficiently large-scale direct simulation of the Berry phase in the Kitaev model, as presented in this paper.

The results we present show strong agreement with the statistical properties of Ising anyons derived from the effective theory. One can naturally wonder what the meaning of calculating the Berry phase is if we already know it from the relevant effective field theory. The point here is that the effective theory gives us nearly no ground to test the stability of the Berry phase under the effects mentioned above or to make any conclusions about its implementation under (more) realistic conditions and about what pitfalls we should expect in such situations. Moreover, accurate calculations like those presented here provide important predictive power in the analysis of topological phases in other lattice models including, for example, the Yao-Kivelson model [21] and the square-octagon model [22], which exhibits a kaleidoscope of topological phases including the Ising and $\mathrm{SU}(2)_{2}$ phases. We believe that this is highly relevant to the implementation of quantum information processing in Majorana fermion systems [23].

The paper is organized as follows. In section 2, we review the exact solution of the Kitaev model on a honeycomb lattice by explicitly describing its eigenstates based on the method presented in [19]. We first define Jordan-Wigner-type fermions in the honeycomb lattice and then represent the original Hamiltonian using these fermions. The resulting Hamiltonian is in a quadratic fermionic form which can be solved exactly. Then in section 3, we discuss how to smoothly move the vortices within our solution of the model and investigate the adiabaticity of the anyonic motion. When the anyons follow a cyclic path adiabatically, the evolution of the system is governed by the Berry matrix; the numerical method for calculating this matrix will be


Figure 1. The Kitaev honeycomb lattice model (more details in the text). Vertex coloring emphasizes the bipartite lattice structure. The operators $W_{p}, S_{q, \bullet}, L_{x}$ and $L_{y}$ are defined as products of single- and two-body terms.
presented in section 4. The presented method can be applied to the Berry matrix of any system having a quadratic fermionic Hamiltonian. In section 5, we discuss the results of the numerical calculation by comparing them with the expected statistics, and present an error analysis of the numerical calculations.

## 2. The Kitaev honeycomb model

The Kitaev honeycomb model is a spin- $1 / 2$ lattice model in which spins are located on the vertices of a honeycomb lattice (see figure 1(a)), and it has the following Hamiltonian:

$$
\begin{equation*}
\mathcal{H}=-\sum_{x \text {-links }} J_{i, j}^{x} K_{i, j}^{x}-\sum_{y \text {-links }} J_{i, j}^{y} K_{i, j}^{y}-\sum_{z \text {-links }} J_{i, j}^{z} K_{i, j}^{z}, \tag{5}
\end{equation*}
$$

where $i$ and $j$ are the position indices of the spins, $J_{i, j}^{\alpha}, \alpha=x, y, z$, are the coupling coefficients of the two-body interaction operator $K_{i, j}^{\alpha}=\sigma_{i}^{\alpha} \sigma_{j}^{\alpha}$ on the link $(i, j)$, and $\sigma_{i}^{\alpha}$ are the Pauli operators.

The model is exactly solvable and contains three equivalent gapped A phases for parameters satisfying $J^{x}>J^{y}+J^{z}, J^{y}>J^{x}+J^{z}$ or $J^{z}>J^{x}+J^{y}$, and a gapless B phase for the other values of the parameters. Furthermore, adding to the Hamiltonian (5) a term that breaks the time-reversal and parity invariance of the model opens a spectral gap in the B phase and allows the realization of non-Abelian anyons of the Ising type. This additional term, defined as

$$
\begin{align*}
\mathcal{V} & =\sum_{l=1}^{6} P_{p}^{l}=P_{p}^{1}+P_{p}^{2}+P_{p}^{3}+P_{p}^{4}+P_{p}^{5}+P_{p}^{6} \\
& =\kappa_{p}^{1} \sigma_{1}^{x} \sigma_{6}^{y} \sigma_{5}^{z}+\kappa_{p}^{2} \sigma_{2}^{z} \sigma_{3}^{y} \sigma_{4}^{x}+\kappa_{p}^{3} \sigma_{1}^{y} \sigma_{2}^{x} \sigma_{3}^{z}+\kappa_{p}^{4} \sigma_{4}^{y} \sigma_{5}^{x} \sigma_{6}^{z}+\kappa_{p}^{5} \sigma_{3}^{x} \sigma_{4}^{z} \sigma_{5}^{y}+\kappa_{p}^{6} \sigma_{2}^{y} \sigma_{1}^{z} \sigma_{6}^{x}, \tag{6}
\end{align*}
$$

where $p$ indexes honeycomb plaquettes, represents the time-reversal and parity invariance breaking effect of a weak magnetic field [11]

$$
\begin{equation*}
V=-\sum_{j}\left(h_{x} \sigma_{j}^{x}+h_{y} \sigma_{j}^{y}+h_{z} \sigma_{j}^{z}\right) \tag{7}
\end{equation*}
$$

as it emerges from perturbation theory on the third order. The coefficients $\kappa_{p}^{l}$ of the effective term $l$ at the plaquette $p$ (figure 1(a)) are related to the magnetic field as $\kappa \sim \frac{h_{x}(h) y h_{z}}{J^{2}}$ for $J=J^{x}=J^{y}=J^{z}$. In what follows, we will consider only the effective magnetic field (6).

The model has a commuting set of plaquette operators

$$
W_{p}:=K_{1,2}^{y} K_{2,3}^{z} K_{3,4}^{x} K_{4,5}^{y} K_{5,6}^{z} K_{6,1}^{x}=\sigma_{1}^{z} \sigma_{2}^{x} \sigma_{3}^{y} \sigma_{4}^{z} \sigma_{5}^{x} \sigma_{6}^{y}
$$

for each hexagon $p$ which also commute with the total Hamiltonian $\mathcal{H}_{\text {tot }}=\mathcal{H}+\mathcal{V}$. The eigenvalues of $W_{p}$ correspond to whether the plaquette $p$ is occupied by a vortex $(-1)$ or not $(+1)$. The vortices carry unpaired Majorana modes for odd values of the Chern number $v$ [11]. For translationally invariant configurations of the Kitaev honeycomb model, it is found that $v= \pm 1$ depending on the direction of the magnetic field [11]. Majorana modes exhibit nonAbelian statistics [24] corresponding to $\sigma$-particles of the Ising anyons. We will discuss their properties in more detail in section 5 .

The model can be solved by various fermionization techniques, but here we will use the solution introduced in the paper [19] for our purposes. This solution has the advantage of giving the eigenstates of the system explicitly whereas it is not practically possible to do so in Kitaev's original solution. The original solution maps the spin degrees of freedom of the model to Majorana fermions. This requires each spin degree of freedom to be embedded in an extended Hilbert space of four dimensions. Obtaining physical states then requires projections from the eigenstates of the extended Hamiltonian, which is hard to achieve in practice and thus limits the extent of numerical calculations. For the sake of self-completeness and clarity of further arguments, we start with a brief discussion of the solution we will rely on.

### 2.1. The exact solution of the model

Here we focus on $N_{x} \times N_{y}$ lattices on a torus where $N_{x}$ and $N_{y}$ are the numbers of $z$-links in the $\widehat{n}_{x}$ and $\widehat{n}_{y}$ directions, respectively, as in figure 1(a), where the dotted lines define a $4 \times 4$ lattice whose opposite sides are identified. Let us label the $z$-links by $q=\left(q_{x}, q_{y}\right)$ with respect to the $z$-link at the origin $O=(1,1)$. Spins are denoted by either empty or full circles, reflecting the bipartite structure of the underlying honeycomb lattice. Periodicity on the torus imposes $\prod_{p} W_{p}=1$ on the plaquette operators and gives rise to homologically non-trivial loop symmetry operators $L_{x}$ and $L_{y}$ (see figures $1(\mathrm{~b})$ and (c)) which have $\pm 1$ eigenvalues and commute with all $W_{p}$ and the total Hamiltonian [25]. Therefore, for a $2 N$-spin system on a torus, there are $(N+1)$ independent operators that split the total Hilbert space of the system into $2^{N+1}$ different $2^{N-1}$-dimensional subspaces.

Before we define the fermions on the lattice, let us define the string operators between an arbitrary location on the lattice $q=\left(q_{x}, q_{y}\right)$ and the origin $O=(1,1)$ (see figure 1(a)) as $S_{q, \bullet}:=S_{y} S_{x} \sigma_{q, \bullet}^{x}$ and $S_{q, \circ}:=\sigma_{q, \circ}^{z} \sigma_{q, \bullet}^{z} S_{q, \bullet}$ where the string $S_{x}$ denotes the successive applications of $\sigma_{0}^{z} \sigma_{0}^{z}$ and $\sigma_{\bullet}^{x} \sigma_{0}^{x}$ to the $z$ - and $x$-links of the interval $\left[O,\left(q_{x}, 1\right)\right)$, respectively and similarly $S_{y}$ is the successive applications of $\sigma_{0}^{z} \sigma_{0}^{z} \sigma_{0}^{z} \sigma_{\circ}^{z}$ and $\sigma_{0}^{y} \sigma_{0}^{y}$ to the $z$ - and $y$-links of the interval $\left(\left(q_{x}, 1\right),\left(q_{x}, q_{y}\right)\right)$, respectively. Note that $S_{x}=I$ when $q_{x}=1$ and $S_{y}=I$ when $q_{y}=1 . S_{q, \bullet}$ and
$S_{q, 0}$ commute with $L_{y}$ and all plaquette operators except the one located on the left of the origin (i.e. $\left.W_{\left(N_{x}, 1\right)}\right)$ and $L_{x}$, with which they anti-commute.

By using string operators, fermionic creation and annihilation operators are defined on each $z$-link $q$ as

$$
\begin{equation*}
c_{q}^{\dagger}=\frac{S_{q, \bullet}-S_{q, \circ}}{2}, \quad c_{q}=\frac{S_{q, \bullet}+S_{q, \circ}}{2} . \tag{8}
\end{equation*}
$$

It is not difficult to show that they satisfy the fermionic anti-commutation relations

$$
\begin{equation*}
\left\{c_{q}^{\dagger}, c_{q^{\prime}}\right\}=\delta_{q, q^{\prime}}, \quad\left\{c_{q}^{\dagger}, c_{q^{\prime}}^{\dagger}\right\}=\left\{c_{q}, c_{q^{\prime}}\right\}=0 . \tag{9}
\end{equation*}
$$

Because the $c$-fermions and the string operators have the same commutation and anticommutation relations with the plaquette and the loop operators, the quadratic forms of fermionic operators (e.g. $c_{q} c_{q^{\prime}}^{\dagger}$, for any $q$ and $q^{\prime}$ ) commute with $L_{x}, L_{y}$ and $W_{q}$ for all $q$. In other words, for a $2 N$-spin system on a torus, the even fermionic states span the $2^{N-1}$-dimensional subspaces of each $\left\{W_{p}, L_{x}, L_{y}\right\}$ configuration. Therefore, only states having an even number of $c$-fermions are realized.

By using these fermions, we write $\mathcal{H}$ in equation (5) as
$\mathcal{H}=\sum_{q} J_{q}^{x} X_{q}\left(c_{q}^{\dagger}-c_{q}\right)\left(c_{q+\widehat{n}_{x}}^{\dagger}+c_{q+\widehat{n}_{x}}\right)+\sum_{q} J_{q}^{y} Y_{q}\left(c_{q}^{\dagger}-c_{q}\right)\left(c_{q+\widehat{n}_{y}}^{\dagger}+c_{q+\widehat{n}_{y}}\right)+\sum_{q} J_{q}^{z}\left(2 c_{q}^{\dagger} c_{q}-I\right)$,
where $X$ and $Y$ are defined (see figure 2) as

$$
\begin{aligned}
& X_{\left(q_{x}, q_{y}\right)}= \begin{cases}\prod_{i_{y}=1}^{q_{y}-1} W_{\left(q_{x}, i_{y}\right)} & \text { if } q_{x} \neq N_{x}, \\
-L_{x} \prod_{i_{y}=1}^{q_{y}-1} W_{\left(q_{x}, i_{y}\right)} & \text { if } q_{x}=N_{x},\end{cases} \\
& Y_{\left(q_{x}, q_{y}\right)}= \begin{cases}1 & \text { if } q_{y} \neq N_{y}, \\
-L_{y} \prod_{i_{x}=1}^{q_{x}-1} \prod_{i_{y}=1}^{N_{y}} W_{\left(i_{x}, i_{y}\right)} & \text { if } q_{y}=N_{y} .\end{cases}
\end{aligned}
$$

Similarly, the fermionic representation of the $P_{q}^{l}$ terms of $\mathcal{V}$ (6) reads

$$
\begin{aligned}
& P_{q}^{1}=-\kappa_{q}^{1} \mathrm{i} X_{q}\left(c_{q}^{\dagger}-c_{q}\right)\left(c_{q+\widehat{n}_{x}}^{\dagger}-c_{q+\widehat{n}_{x}}\right), \\
& P_{q}^{2}=-\kappa_{q}^{2} \mathrm{i} X_{q+\widehat{n}_{y}}\left(c_{q+\widehat{n}_{y}}^{\dagger}+c_{q+\widehat{n}_{y}}\right)\left(c_{q+\widehat{n}_{y}+\widehat{n}_{x}}^{\dagger}+c_{q+\widehat{n}_{y}+\widehat{n}_{x}}\right), \\
& P_{q}^{3}=-\kappa_{q}^{3} \mathrm{i} Y_{q}\left(c_{q}^{\dagger}-c_{q}\right)\left(c_{q+\widehat{n}_{y}}^{\dagger}-c_{q+\widehat{n}_{y}}\right), \\
& P_{q}^{4}=-\kappa_{q}^{4} \mathrm{i} Y_{q+\widehat{n}_{x}}\left(c_{q+\widehat{n}_{x}}^{\dagger}+c_{q+\widehat{n}_{x}}\right)\left(c_{q+\widehat{n}_{x}+\widehat{n}_{y}}^{\dagger}+c_{q+\widehat{n}_{x}+\widehat{n}_{y}}\right), \\
& P_{q}^{5}=\kappa_{q}^{5} \mathrm{i} X_{q+\widehat{n}_{y}} Y_{q+\widehat{n}_{x}}\left(c_{q+\widehat{n}_{y}}^{\dagger}-c_{q+\widehat{n}_{y}}\right)\left(c_{q+\widehat{n}_{x}}^{\dagger}-c_{q+\widehat{n}_{x}}\right), \\
& P_{q}^{6}=\kappa_{q}^{6} \mathrm{i} X_{q} Y_{q}\left(c_{q+\widehat{n}_{y}}^{\dagger}+c_{q+\widehat{n}_{y}}\right)\left(c_{q+\widehat{n}_{x}}^{\dagger}+c_{q+\widehat{n}_{x}}\right) .
\end{aligned}
$$


(a)


$$
X_{(2,4)}=\prod_{i_{y}=1}^{3} W_{\left(2, i_{y}\right)}
$$

(b)

$Y_{(3,4)}=-L_{y} \prod_{i_{x}=1}^{2} \prod_{i_{y}=1}^{4} W_{\left(i_{x}, i_{y}\right)}$
(c)

Figure 2. (a) The transformation of a honeycomb lattice into a square lattice by contracting the $z$-links to a point. Panels (b) and (c) show $X_{(2,4)}, Y_{(3,4)}$, respectively, for a $4 \times 4$ square lattice whose opposite sites are identified.

Let us define $P_{q}^{x}$ and $P_{q}^{y}$ as

$$
\begin{aligned}
& P_{q}^{x}:=P_{q}^{1}+P_{q-\widehat{n}_{y}}^{2}=-\kappa_{q}^{x} \mathrm{i} 2 X_{q}\left(c_{q}^{\dagger} c_{q+\widehat{n}_{x}}^{\dagger}+c_{q} c_{q+\widehat{n}_{x}}\right), \\
& P_{q}^{y}:=P_{q}^{3}+P_{q-\widehat{n}_{x}}^{4}=-\kappa_{q}^{y} \mathrm{i} 2 Y_{q}\left(c_{q}^{\dagger} c_{q+\widehat{n}_{y}}^{\dagger}+c_{q} c_{q+\widehat{n}_{y}}\right),
\end{aligned}
$$

where we assume $\kappa_{q}^{x}=\kappa_{q}^{1}=\kappa_{q-\widehat{n}_{y}}^{2}, \kappa_{q}^{y}=\kappa_{q}^{3}=\kappa_{q-\widehat{n}_{x}}^{4}$. Now, we can write the $\mathcal{V}$ term as

$$
\begin{equation*}
\mathcal{V}=-\sum_{q}\left(P_{q}^{x}+P_{q}^{y}+P_{q}^{5}+P_{q}^{6}\right) . \tag{11}
\end{equation*}
$$

Note that the total Hamiltonian $\mathcal{H}_{\text {tot }}=\mathcal{H}+\mathcal{V}$ of the Kitaev model is quadratic fermionic. The quadratic fermionic Hamiltonian $H$ of any system with $N$ fermions must be of the form

$$
H=\frac{1}{2} \sum_{j k}\left(\xi_{j k} c_{j}^{\dagger} c_{k}-\xi_{j k}^{*} c_{j} c_{k}^{\dagger}+\Delta_{j k} c_{j} c_{k}-\Delta_{j k}^{*} c_{j}^{\dagger} c_{k}^{\dagger}\right),
$$

where $\xi$ is Hermitian and $\Delta$ is antisymmetric, and can be rewritten in the following way [26]:

$$
H=\frac{1}{2}\left[\begin{array}{ll}
c_{\leftrightarrow}^{\dagger} & c_{\leftrightarrow}
\end{array}\right]\left[\begin{array}{cc}
\xi & \Delta  \tag{12}\\
-\Delta^{*} & -\xi^{*}
\end{array}\right]\left[\begin{array}{c}
c_{\uparrow} \\
c_{\uparrow}^{\dagger}
\end{array}\right],
$$

where

$$
\begin{aligned}
& {\left[\begin{array}{cc}
c_{\leftrightarrow}^{\dagger} & c_{\leftrightarrow}
\end{array}\right]:=\left[c_{1}^{\dagger} \cdots c_{i}^{\dagger} \cdots c_{N}^{\dagger} c_{1} \cdots c_{i} \cdots c_{N}\right],} \\
& {\left[\begin{array}{c}
c_{\uparrow} \\
c_{\uparrow}^{\dagger}
\end{array}\right]:=\left[c_{1} \cdots c_{i} \cdots c_{N} c_{1}^{\dagger} \cdots c_{i}^{\dagger} \cdots c_{N}^{\dagger}\right]^{\mathrm{T}} .}
\end{aligned}
$$

Note that

$$
M=\left[\begin{array}{cc}
\xi & \Delta  \tag{13}\\
-\Delta^{*} & -\xi^{*}
\end{array}\right]
$$

is a Hermitian matrix that can be diagonalized as $M_{\mathrm{D}}=T^{\dagger} M T$, where $T$ is a unitary operator of the form

$$
T=\left[\begin{array}{ll}
U & V^{*}  \tag{14}\\
V & U^{*}
\end{array}\right]
$$

whose columns correspond to eigenvectors of $M$. The matrix $M_{\mathrm{D}}:=\left[\begin{array}{cc}E & 0 \\ 0 & -E\end{array}\right]$, where $E$ is a diagonal matrix with positive entries. These are placed in an increasing order $E_{1}<\cdots<E_{N}$ as a convention [26]. By replacing $M$ in equation (12) with $M=T M_{\mathrm{D}} T^{\dagger}$, we obtain

$$
H=\frac{1}{2}\left[\begin{array}{cc}
c_{\leftrightarrow}^{\dagger} & c_{\leftrightarrow}
\end{array}\right]\left[\begin{array}{ll}
U & V^{*} \\
V & U^{*}
\end{array}\right]\left[\begin{array}{cc}
E & 0 \\
0 & -E
\end{array}\right]\left[\begin{array}{cc}
U^{\dagger} & V^{\dagger} \\
V^{T} & U^{T}
\end{array}\right]\left[\begin{array}{c}
c_{\uparrow} \\
c_{\downarrow}^{\dagger}
\end{array}\right] .
$$

Since $T$ is a unitary matrix, it is possible to define new sets of fermions

$$
\begin{align*}
& {\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger} & \beta_{\leftrightarrow}
\end{array}\right]:=\left[\begin{array}{ll}
c_{\leftrightarrow}^{\dagger} & c_{\leftrightarrow}
\end{array}\right]\left[\begin{array}{ll}
U & V^{*} \\
V & U^{*}
\end{array}\right],}  \tag{15}\\
& {\left[\begin{array}{c}
\beta_{\uparrow} \\
\beta_{\uparrow}^{\dagger}
\end{array}\right]:=\left[\begin{array}{cc}
U^{\dagger} & V^{\dagger} \\
V^{T} & U^{T}
\end{array}\right]\left[\begin{array}{l}
c_{\downarrow} \\
c_{\downarrow}^{\dagger}
\end{array}\right] .}
\end{align*}
$$

These two definitions are compatible, and therefore, the Hamiltonian $H$ can be rewritten in a free fermionic form as follows:

$$
\begin{equation*}
H=\sum_{i} E_{i} \beta_{i}^{\dagger} \beta_{i}-\sum_{i} \frac{E_{i}}{2} . \tag{16}
\end{equation*}
$$

For the total Hamiltonian $\mathcal{H}_{\text {tot }}$ of the Kitaev model, $\mathcal{M}_{\text {tot }}$-the analogue of the matrix (13)-is given in terms of $X$ and $Y$; therefore it is diagonalized separately for each $X$ and $Y$ configuration (i.e. $\left\{W_{p}, L_{x}, L_{y}\right\}$ configuration).

On the other hand, the eigenstates of the quadratic fermionic Hamiltonians can be explicitly written by using the Bloch-Messiah theorem [27, 28]. According to this theorem, any unitary matrix of the form of $T$ in equation (14) can be decomposed into three matrices of a very special form:

$$
T=\left[\begin{array}{cc}
D & 0  \tag{17}\\
0 & D^{*}
\end{array}\right]\left[\begin{array}{cc}
\bar{U} & \bar{V} \\
\bar{V} & \bar{U}
\end{array}\right]\left[\begin{array}{cc}
C & 0 \\
0 & C^{*}
\end{array}\right],
$$

where $D$ and $C$ are unitary matrices and $\bar{U}$ and $\bar{V}$ are real matrices of the general block-diagonal form

$$
\bar{U}=\left[\begin{array}{lllll}
Z & & & & \\
& \bar{U}_{1} & & 0 & \\
& & \ddots & & \\
& 0 & & \bar{U}_{n} & \\
& & & & I
\end{array}\right], \quad \bar{V}=\left[\begin{array}{lllll}
I & & & & \\
& \bar{V}_{1} & & 0 & \\
& & \ddots & & \\
& 0 & & \bar{V}_{n} & \\
& & & & Z
\end{array}\right],
$$

where $Z$ and $I$ are the zero and identity matrices of the same size, respectively, and

$$
\bar{U}_{i}=\left[\begin{array}{cc}
u_{i} & 0  \tag{18}\\
0 & u_{i}
\end{array}\right], \quad \bar{V}_{i}=\left[\begin{array}{cc}
0 & v_{i} \\
-v_{i} & 0
\end{array}\right],
$$

where $u_{i}$ and $v_{i}$ are positive real numbers. By using equation (17) in (15), we have

$$
\left[\beta_{\leftrightarrow}^{\dagger} \beta_{\leftrightarrow}\right]=\left[c_{\leftrightarrow}^{\dagger} c_{\leftrightarrow}\right]\left[\begin{array}{cc}
D & 0 \\
0 & D^{*}
\end{array}\right]\left[\begin{array}{cc}
\bar{U} & \bar{V} \\
\bar{V} & \bar{U}
\end{array}\right]\left[\begin{array}{cc}
C & 0 \\
0 & C^{*}
\end{array}\right]
$$

Here, $D$ is used to define new operators $a^{\dagger}$ and $a$ :

$$
\left[\begin{array}{ll}
a_{\leftrightarrow}^{\dagger} & a_{\leftrightarrow}
\end{array}\right]:=\left[\begin{array}{ll}
c_{\leftrightarrow}^{\dagger} & c_{\leftrightarrow}
\end{array}\right]\left[\begin{array}{cc}
D & 0 \\
0 & D^{*}
\end{array}\right]=\left\{\begin{array}{l}
a_{\leftrightarrow}^{\dagger}=c_{\leftrightarrow}^{\dagger} D, \\
a_{\leftrightarrow}=c_{\leftrightarrow} D^{*} .
\end{array}\right.
$$

Then there is a special Bogoliubov transformation

$$
\left[\begin{array}{ll}
\alpha_{\leftrightarrow}^{\dagger} & \alpha_{\leftrightarrow}
\end{array}\right]:=\left[\begin{array}{ll}
a_{\leftrightarrow}^{\dagger} & a_{\leftrightarrow}
\end{array}\right]\left[\begin{array}{cc}
\bar{U} & \bar{V} \\
\bar{V} & \bar{U}
\end{array}\right]=\left\{\begin{array}{l}
\alpha_{\leftrightarrow}^{\dagger}=a_{\leftrightarrow}^{\dagger} \bar{U}+a_{\leftrightarrow} \overline{\bar{V}}, \\
\alpha_{\leftrightarrow}=a_{\leftrightarrow}^{\dagger} \bar{V}+a_{\leftrightarrow} \bar{U} .
\end{array}\right.
$$

This distinguishes the 'paired' levels ( $u_{p}>0 ; v_{p}>0$ )

$$
\begin{array}{ll}
\alpha_{p}^{\dagger}=u_{p} a_{p}^{\dagger}-v_{p} a_{\bar{p}}, & \alpha_{p}=-v_{p} a_{\bar{p}}^{\dagger}+u_{p} a_{p}, \\
\alpha_{\bar{p}}^{\dagger}=u_{p} a_{\bar{p}}^{\dagger}+v_{p} a_{p}, & \alpha_{\bar{p}}=v_{p} a_{p}^{\dagger}+u_{p} a_{\bar{p}}
\end{array}
$$

(where ( $p, \bar{p}$ ) are defined by $\bar{U}_{i}$ and $\bar{V}_{i}(18)$ ) from the 'blocked' levels ( $v_{m}=0 ; u_{m}=1$ )

$$
\begin{aligned}
\alpha_{i}^{\dagger}=a_{i}, & \alpha_{m}^{\dagger}=a_{m}^{\dagger}, \\
\alpha_{i}=a_{i}^{\dagger}, & \alpha_{m}=a_{m},
\end{aligned}
$$

which are either occupied ( $v_{i}=1 ; u_{i}=0$ ) or empty. Finally, a linear transformation of the $\alpha^{\dagger}$ and $\alpha$ by the unitary matrix $C$ gives

$$
\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger} & \beta_{\leftrightarrow}
\end{array}\right]:=\left[\begin{array}{ll}
\alpha_{\leftrightarrow}^{\dagger} & \alpha_{\leftrightarrow}
\end{array}\right]\left[\begin{array}{cc}
C & 0 \\
0 & C^{*}
\end{array}\right] \Rightarrow\left\{\begin{array}{l}
\beta_{\leftrightarrow}^{\dagger}=\alpha_{\leftrightarrow}^{\dagger} C, \\
\beta_{\leftrightarrow}=\alpha_{\leftrightarrow} C^{*} .
\end{array}\right.
$$

For a general quadratic fermionic Hamiltonian, the ground state wavefunction is defined as a non-zero wavefunction $|\phi\rangle$ such that $\beta_{k}|\phi\rangle=0$ for all $k$. It can be easily verified that the following wavefunction satisfies these criteria:

$$
\begin{equation*}
|\phi\rangle=\prod_{i} a_{i}^{\dagger} \prod_{p}\left(u_{p}+v_{p} a_{p}^{\dagger} a_{\bar{p}}^{\dagger}\right)|-\rangle, \tag{19}
\end{equation*}
$$

where $|-\rangle$ represents the vacuum of $c$-fermions. In the honeycomb model, the vacuum $|-\rangle$ belongs to the $X, Y$-configurations for which $\mathcal{M}_{\text {tot }}$ is diagonalized. However, because only the even fermionic configurations are allowed for each $X-Y$ configuration, when the number of elements in the first product (i.e. $i$-part) of (19) is odd, the ground state $|\Phi\rangle$ of the model is the next excited state $|\Phi\rangle=\beta_{1}^{\dagger}|\phi\rangle$ where $\beta_{1}^{\dagger}$ is the minimum energy fermion. In that respect, the number of $a_{i}^{\dagger}$ determines the fermionic parity of the system.

For future reference, it is important to associate every eigenstate of the system with a $T=\left[\begin{array}{cc}U & V^{*} \\ V & U^{*}\end{array}\right]$ matrix such that the Bloch-Messiah representation equation (19) represents that


Figure 3. (a) The creation of two vortices sharing an $x$-link. (b) The creation of two vortices sharing a $y$-link.
eigenstate. For an excited state $\beta_{i}^{\dagger}|\phi\rangle$, this can be done by exchanging the roles of $\beta_{i}(i)$ and $\beta_{i}^{\dagger}(i)$, which manifests itself as the exchange of the $i$ th and $(N+i)$ th columns of $T$; we denote this matrix by $T^{\prime}$. Thus, the ground state $\left|\phi^{\prime}\right\rangle$ of $T^{\prime}$ is equal to $\beta_{i}^{\dagger}|\phi\rangle$. A straightforward generalization of this method to the other excited states associates any eigenstate with a particular $T$-matrix.

## 3. Adiabatic motion of vortices and the non-Abelian Berry phase

In this section, we discuss how to move vortices from one plaquette to another and then describe the evolution of the system under an exchange of vortices.

By changing the sign of the relevant coupling coefficients $J$ and $\kappa$, we can emulate the fermionic spectrum relevant to any $X, Y$ configuration starting from the trivial $X$, $Y$-configuration (i.e. $X_{q}=1$ and $Y_{q}=1$ for all $q$ ) which we call the reference $X$, $Y$-configuration.

This approach, first introduced in [18], allows us to consider the Hilbert spaces of different $X, Y$-configurations connected by the coupling coefficients $J$ and $\kappa$.

In this way, we can also simulate the creation, annihilation and motion of the vortices. For example, consider the $\left\{W_{p}, L_{x}, L_{y}\right\}$ configuration (see figure 3(a))

$$
L_{x}=L_{y}=-1 \quad \text { and } \quad W_{q}=1 \quad \text { forall } q \operatorname{except} W_{q^{\prime}}=W_{q^{\prime}-\widehat{n}_{y}}=-1
$$

where $q^{\prime}=\left(q_{x}^{\prime}, q_{y}^{\prime}\right)$ such that $q_{y}^{\prime} \neq 1$. This configuration gives $Y_{q}=1$ and $X_{q}=1$ for all $q$ except $X_{q^{\prime}}=-1$. The fermionic spectrum of this configuration can be achieved from the reference $X, Y$-configuration by using the negative values of the set of coefficients $[J \kappa]_{q^{\prime}}^{x}:=$ $\left\{J_{q^{\prime}}^{x}, \kappa_{q^{\prime}-\widehat{n}_{y}}^{5}, \kappa_{q^{\prime}}^{6}, \kappa_{q^{\prime}}^{x}\right\}$ (see (10) and (11)). In other words, changing the sign of $[J \kappa]_{q^{\prime}}^{x}:=$ $\left\{J_{q^{\prime}}^{x}, \kappa_{q^{\prime}-\widehat{n}_{y}}^{5}, \kappa_{q^{\prime}}^{6}, \kappa_{q^{\prime}}^{x}\right\}$ can be considered as the creation of two vortices from the vacuum (i.e. the reference $X, Y$-configuration with positive $J$ and $\kappa$ values).

For an analogous configuration shown in figure 3(b), vortices on the plaquettes $q^{\prime}$ and $q^{\prime}-\widehat{n}_{x}$ for $q_{y}^{\prime}=N_{y}$ and $q_{x}^{\prime} \neq 1$ can be created from the reference $X, Y$-configuration by changing the sign of the set of coefficients $[J \kappa]_{q^{\prime}}^{y}:=\left\{J_{q^{\prime}}^{y}, \kappa_{q^{\prime}-\widehat{n}_{x}}^{5}, \kappa_{q^{\prime}}^{6}, \kappa_{q^{\prime}}^{y}\right\}$.

Generally, changing the sign of $[J \kappa]_{q}^{x}$ alters the vorticity of two plaquettes $W_{\left(q_{x}, q_{y}\right)}$ and $W_{\left(q_{x}, q_{y}-1\right)}$ when $q_{y} \neq 1$, and may be seen as creation, annihilation or motion of vortices, depending on the initial vorticity of the plaquettes. A similar effect can be achieved on the plaquettes $W_{\left(q_{x}, q_{y}\right)}$ and $W_{\left(q_{x}-1, q_{y}\right)}$ for $q$ satisfying $q_{y}=N_{y}$ and $q_{x} \neq 1$ when we change the sign


Figure 4. A configuration with four vortices having minimum distance $d=3$ and sizes $N_{x}=10, N_{y}=6$. Opposite sides of the lattices are identified. Red links highlight the adiabatically changed links. The path swapping the vortices B and C consists of the links on arrows 1, 2 and 3 .
of $[J \kappa]_{q}^{y}$. We point out here for completeness that it is also possible to simulate the vortices by changing the $[J \kappa]_{q}^{x}$ when $q_{y}=1$ or by changing $[J \kappa]_{q}^{y}$ for $q$ satisfying $q_{y} \neq N_{y}$ or $q_{x}=1$ by carrying the sign to some of the $c$-fermions. However, we will use the previous approach to exchange vortices as it is sufficient.

From now on, we will use the term vortex only for these simulated vortices. In figure 4, a template configuration is shown with four vortices which are created from the vacuum by changing the sign of $[J \kappa]^{x}$ of the $x$-links between $\mathbf{A}$ and $\mathbf{B}$, and between $\mathbf{C}$ and $\mathbf{D}$ (shown in red in figure 4). In this paper, we will work with several configurations similar to figure 4 with different sizes as: $N_{x}=3 d+1, N_{y}=2 d$ when $d$ is odd and $N_{x}=3 d, N_{y}=2 d$ when $d$ is even for $d=1, \ldots, 9$, where $d$ is the minimum distance between the vortices. Note that all configurations are even-by-even; the other configurations (odd-by-odd, even-by-odd, etc) will be studied in the future. For all these configurations, the coupling coefficients for the vacuum are identical for all plaquettes: $J_{q}^{x}=J_{q}^{y}=J_{q}^{z}=J=1$ for all $q$. The strength of the effective magnetic field $\kappa$ for the vacuum is also the same for all the plaquettes $q, \kappa_{q}^{x}=\kappa_{q}^{y}=\kappa_{q}^{5}=\kappa_{q}^{6}=\kappa$, and is taken from two sets which differ in magnitude: (i) $\kappa=l \times 0.01$ where $l=1, \ldots, 5$ and (ii) $\kappa=l \times 0.05$ where $l=2, \ldots, 8$.

To swap the position of the vortices B and C-see figure 4-we need to adiabatically move the vortices along the paths indicated by arrows 1,2 and 3 . This requires us to slowly change the sign $[J \kappa]$ of the links which are intersected by the paths. For the large values of $\kappa$, i.e. the values from the set (ii) above, all these configurations have a (nearly) twofold degenerate ground state that is separated by a gap from the rest of the Hamiltonian's spectrum. This can be seen from figure $5(\mathrm{a})$, which shows the average of the ratio of the splitting of the ground state degeneracy and of the gap to the first excited state $G_{2,1}(\lambda) / G_{3,2}(\lambda)$ along the path. Here $G_{n, m}(\lambda)=\left|E^{m}(\lambda)-E^{n}(\lambda)\right|$ is the energy difference between the $m$ th and $n$th eigenstates and $\lambda$ parameterizes the path, i.e. it represents the values of $[J \kappa]$ for the links on the path. The degeneracy decreases with the minimum distance $d$. The ratio $G_{2,1}(\lambda) / G_{3,2}(\lambda)$ for small values of $\kappa$ (i.e. from the set (i)) exhibits more involved behavior as the gap between the ground states and higher excited levels is much smaller in this case.

It is interesting to point out that fermionic parity of the system may change while the particles are exchanged. The average values of the parity of the system are shown in figure 5(b) where 2 and 1 are assigned to the even and odd parity sectors, respectively. The parity of the

(b)


Figure 5. (a) Average value of the ratio $G_{2,1}(\lambda) / G_{3,2}(\lambda)$ along the trajectory versus minimum distance $d$ between vortices. (b) The average values of the parity of the system while the particles are exchanged versus $d$. Average oddness/evenness of the systems along the trajectory is calculated after assigning 2 and 1 to the even and odd parity systems, respectively. Note that the numerical details of the calculations are given at the beginning of section 3 .
system sets the small gap $G_{2,1}$ between the nearly degenerate states as $G_{2,1}=E_{2}-E_{1}$ for odd systems and $G_{2,1}=E_{2}+E_{1}$ for even systems, where $E_{i}$ denotes the spectrum of the system increasing with the index $i \geqslant 1$. However, the parity does not affect $G_{m, 2}$ for any value of $m$. This is one of the causes of the oscillations seen in figure 5. It is not the only cause, however. Calculations show that the average energy of the nearly zero modes ( $E_{1}$ and $E_{2}$ ) oscillates in the same way as well.

For a system that is initially in the ground state space, the exchange of $\mathbf{B}$ and $\mathbf{C}$ transforms the system within the 2D ground state space provided that the process is adiabatic (appendix A contains a detailed discussion on adiabaticity and the path that is followed). When the change of the parameters of the Hamiltonian follows a smooth closed curve in the parameter space, the evolution of the system is governed by the following Berry phase (matrix) $\mathcal{B}(\mathbf{C})$ [30]:

$$
\begin{align*}
\mathcal{B}(\mathbf{C}) & :=\mathcal{P} \exp \{\mathrm{i} \oint \mathcal{A}(\lambda) \mathrm{d} \lambda\}  \tag{20}\\
& :=\lim _{M \rightarrow \infty} \exp \left\{\mathrm{i} \mathcal{A}\left(\lambda_{M}\right) \Delta \lambda\right\} \cdots \exp \left\{\mathrm{i} \mathcal{A}\left(\lambda_{1}\right) \Delta \lambda\right\}
\end{align*}
$$

where $\mathcal{P}$ denotes the path-ordered integral, $\mathcal{A}_{a b}\left(\lambda_{k}\right)=\left.\mathrm{i}\left\langle\Phi^{a}(\lambda) \left\lvert\, \frac{\mathrm{d}}{\mathrm{d} \lambda} \Phi^{b}(\lambda)\right.\right\rangle\right|_{\lambda=\lambda_{k}}, a, b=\{1,2\}$, and $\lambda_{1}$ and $\lambda_{M+1}$ are coinciding points denoting the beginning and the end point of the closed trajectory whose curve length, length $\left(\lambda_{M+1}, \lambda_{1}\right)$, is divided into $M$ equal pieces $\Delta \lambda=$ length $\left(\lambda_{M+1}, \lambda_{1}\right) / M$. Note that because the path traveled by vortices encloses zero area, all local and geometrical effects are eliminated and only the topological interaction is realized.

The Berry matrix $\mathcal{B}(\mathbf{C})$ is written in the same basis as that of $\mathcal{A}\left(\lambda_{1}\right)$ (see appendix A for more details of $\lambda_{1}$ ). However, it is independent of the choice of the bases in which other $\mathcal{A}(\lambda) \mathrm{s}$ are written, as long as the basis states are smooth functions of the parameter $\lambda$. For practical purposes, we used the nearly degenerate energy eigenstates $\left(\left|\Phi^{1}(\lambda)\right\rangle\right.$ and $\left.\left|\Phi^{2}(\lambda)\right\rangle\right)$ of the system. We point out for clarity that $\left|\Phi^{1}(\lambda)\right\rangle$ and $\left|\Phi^{2}(\lambda)\right\rangle$ are always distinguishable thanks to the small gap which separates them and which is never less than $10^{-6}$ for all the values of $\kappa$ and $d$ we used.

## 4. Numerical methods for calculating the non-Abelian Berry phase

In this section, we present the arguments that we use for the numerical calculation of the Berry matrix. The results and discussions are presented in the next section.

In order to calculate the Berry matrix $\mathcal{B}(\mathbf{C})(20)$, we first need to evaluate

$$
\begin{equation*}
\mathcal{A}_{a b}\left(\lambda_{k}\right)=\left.\mathrm{i}\left\langle\Phi^{a}(\lambda) \left\lvert\, \frac{\mathrm{d}}{\mathrm{~d} \lambda} \Phi^{b}(\lambda)\right.\right\rangle\right|_{\lambda=\lambda_{k}}, \quad a, b=\{1,2\} \tag{21}
\end{equation*}
$$

There are many different ways to approximate the derivative of a function [31], but we are going to use the central-difference formula which says

$$
\begin{equation*}
f^{\prime}(x) \Delta x \simeq \frac{f(x+\Delta x)-f(x-\Delta x)}{2}+O\left((\Delta x)^{3}\right) \tag{22}
\end{equation*}
$$

as long as the third derivative of $f$ is continuous. It approximates $f^{\prime}(x)$ of the order of $O\left((\Delta x)^{2}\right)$; however, it is also possible to get higher order approximations [31]. In our case, we performed the calculations of $f^{\prime}(x)$ of the order $O\left((\Delta x)^{6}\right)$.

By applying the formula (22) to $\mathcal{A}_{a b}\left(\lambda_{k}\right)$, we obtain

$$
\mathcal{A}_{a b}\left(\lambda_{k}\right)=\mathrm{i} \frac{\left\langle\Phi^{a}\left(\lambda_{k}\right) \mid \Phi^{b}\left(\lambda_{k+1}\right)\right\rangle-\left\langle\Phi^{a}\left(\lambda_{k}\right) \mid \Phi^{b}\left(\lambda_{k-1}\right)\right\rangle}{2 \Delta \lambda} .
$$

This reduces the Berry matrix calculation to finding the overlaps between the ground states of adjacent points on the trajectory.

Let $M$ be the number of data points used to calculate the Berry matrix (20). For all data points $k=1, \ldots, M$ and some other point $k=0$, let $\left|\phi_{k}\right\rangle$ be the ground states of $\beta(k)$-fermions defined as

$$
\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger}(k) & \beta_{\leftrightarrow}(k)
\end{array}\right]:=\left[\begin{array}{ll}
c_{\leftrightarrow}^{\dagger} & c_{\leftrightarrow} \tag{23}
\end{array}\right] T(k),
$$

where $T(k):=\left[\begin{array}{c}U(k) V^{*}(k) \\ V(k) U^{*}(k)\end{array}\right]$ as in equation (14). Since the $T$ 's are unitary matrices, we can write

$$
\left[\begin{array}{ll}
c_{\leftrightarrow}^{\dagger} & c_{\leftrightarrow}
\end{array}\right]=\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger}(0) & \beta_{\leftrightarrow}(0) \tag{24}
\end{array}\right] T^{\dagger}(0)
$$

for $k=0$ and replace $\left[c_{\leftrightarrow}^{\dagger} c_{\leftrightarrow}\right.$ ] of equation (23) with the left-hand side of equation (24) as

$$
\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger}(k) & \beta_{\leftrightarrow}(k)
\end{array}\right]=\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger}(0) & \beta_{\leftrightarrow}(0) \tag{25}
\end{array}\right] T(k, 0),
$$

where

$$
T(k, 0):=T^{\dagger}(0) T(k)=\left[\begin{array}{cc}
U(k, 0) & V^{*}(k, 0) \\
V(k, 0) & U^{*}(k, 0)
\end{array}\right]
$$

and

$$
\begin{align*}
U(k, 0) & :=U^{\dagger}(0) U(k)+V^{\dagger}(0) V(k)  \tag{26}\\
V(k, 0) & :=V^{T}(0) U(k)+U^{T}(0) V(k)
\end{align*}
$$

By applying the Bloch-Messiah theorem to equation (25), we can only obtain the absolute value of the overlap between the ground states $\left|\left\langle\phi_{0} \mid \phi_{k}\right\rangle\right|=\sqrt{|\operatorname{det} U(k, 0)|}$ (see appendix B). However, it is possible to get the complete overlap by using the Thouless theorem [28, 32]. The Thouless theorem states that when $\left\langle\phi_{k} \mid \phi_{0}\right\rangle \neq 0$, the ground state $\left|\phi_{k}\right\rangle$ can be written as

$$
\begin{equation*}
\left|\phi_{k}\right\rangle=\left|\psi_{(k, 0)}\right\rangle:=\sqrt{|\operatorname{det} U(k, 0)|} \mathrm{e}^{\mathbf{Z}(k, 0)}\left|\phi_{0}\right\rangle, \tag{27}
\end{equation*}
$$

where

$$
\mathbf{Z}(k, 0)=\frac{1}{2} \sum_{n, n^{\prime}} Z_{n n^{\prime}}(k, 0) \beta_{n}^{\dagger}(0) \beta_{n^{\prime}}^{\dagger}(0) \quad \text { and } \quad Z(k, 0)=\left(V(k, 0) U^{-1}(k, 0)\right)^{*}
$$

Having the ground state $\left|\phi_{k}\right\rangle$ represented as $\left|\psi_{(k, 0)}\right\rangle$ for $k=1, \ldots, M$, where we have fixed the overall phase to 1 (equation (27)), we recall that the excited states can be represented by using the column exchange technique on $T(k, 0)$ discussed at the end of section 2 . Then, the overlap between the ground states $\left|\psi_{(l, 0)}\right\rangle$ and $\left|\psi_{(k, 0)}\right\rangle$ for $k \neq l \neq 0$ reads

$$
\left\langle\psi_{(l, 0)} \mid \psi_{(k, 0)}\right\rangle=\sqrt{|\operatorname{det} U(l, 0)|} \sqrt{|\operatorname{det} U(k, 0)|} \quad\left\langle\phi_{0}\right| \mathrm{e}^{\mathbf{Z}^{\dagger}(l, 0)} \mathrm{e}^{\mathbf{Z}(k, 0)}\left|\phi_{0}\right\rangle .
$$

In a recent paper [33], the overlap $\left\langle\phi_{0}\right| \mathrm{e}^{\mathbf{Z}^{\dagger}(l, 0)} \mathrm{e}^{\mathbf{Z}(k, 0)}\left|\phi_{0}\right\rangle$ has been calculated as

$$
\left\langle\phi_{0}\right| \mathrm{e}^{\mathbf{Z}^{\dagger}(l, 0)} \mathrm{e}^{\mathbf{Z}(k, 0)}\left|\phi_{0}\right\rangle=(-1)^{N(N+1) / 2} \operatorname{Pf}(\mathcal{Z}(l, 0 ; k, 0)),
$$

where Pf denotes the Pfaffian; $\mathcal{Z}(l, 0 ; k, 0)=\left[\begin{array}{cc}Z(k, 0) & -I \\ I & -Z^{*}(l, 0)\end{array}\right]$; and $N$ is the number of fermions (and therefore also the size of $Z$ ). Since the numerical algorithms for calculating the Pfaffian of large matrices are generally slow, it is more convenient to proceed using the following expression (see appendix C):

$$
\begin{equation*}
\left\langle\psi_{(l, 0)} \mid \psi_{(k, 0)}\right\rangle=(-1)^{N(N+1) / 2} \sqrt{\exp \left\{\mathrm{i} \theta_{0}(l, k)\right\}|\operatorname{det} U(l, k)|}, \tag{28}
\end{equation*}
$$

where

$$
\begin{aligned}
& U(l, k):=U^{\dagger}(k) U(l)+V^{\dagger}(k) V(l), \\
& \theta_{0}(l, k)=\arg \left\{\operatorname{det} U(k, 0) \operatorname{det} U^{\dagger}(l, 0) \operatorname{det} U(l, k)\right\} .
\end{aligned}
$$

Although the sign in equation (28) is ambiguous due to the square root, for a series of smoothly varying matrices the correct sign can be traced from their previous values.

We point out here that, for the purpose of calculating the Berry matrix (20), the degenerate ground states at each point of the trajectory in parameter space are defined in terms of the reference state $\left|\phi_{0}\right\rangle$. Thus the reference state must be chosen in such a way that it is not orthogonal to any of the ground states along the whole trajectory, as in equation (27).

## 5. Numerical results and discussions

Before presenting the numerical results, let us briefly discuss the Ising anyons consisting of three different particles: $\mathbf{1}$ (i.e. vacuum), $\epsilon$ and $\sigma$. Bringing two particles together is called fusion, and Ising anyons satisfy the following fusion rules:

$$
\begin{align*}
& \sigma \times \sigma=\mathbf{1}+\epsilon, \quad \sigma \times \epsilon=\sigma, \quad \epsilon \times \epsilon=\mathbf{1},  \tag{29}\\
& \mathbf{1} \times \mathbf{1}=\mathbf{1}, \quad \mathbf{1} \times \sigma=\sigma, \quad \mathbf{1} \times \epsilon=\epsilon,
\end{align*}
$$

where $\times$ denotes the fusion operator. For example, the first rule says that two $\sigma$-particles may either annihilate or fuse into an $\epsilon$-particle. Although the fusion of two Abelian anyons gives one outcome, non-Abelian anyons have multiple fusion possibilities or channels which are one way of accounting for the degeneracy of the ground state. Thus $\sigma$-particles are non-Abelian anyons, whereas the other two particles are Abelian.

To detail the non-trivial implications of these rules, consider a system with four $\sigma$-particles ( $a, b, c$ and $d$ ) whose total topological charge corresponds to the vacuum. In this system, the fusion of any two $\sigma$-particles (say $a$ and $b$ ) determines the fusion channel of the other two $\sigma$-particles ( $c$ and $d$ ) and because there are two different fusion results that $a$ and $b$ can fuse into, there is a 2D fusion space associated with the system. The basis of this space can be chosen as the resulting fusion states of $a$ and $b$ as $\left\{\left|\Omega_{1}^{a b}\right\rangle,\left|\Omega_{\epsilon}^{a b}\right\rangle\right\}$. On the other hand, another basis can be chosen based on the fusion results of $b$ and $c\left\{\left|\Omega_{1}^{b c}\right\rangle,\left|\Omega_{\epsilon}^{b c}\right\rangle\right\}$. The matrix that relates the two fusion bases is called the $F$-matrix. It is analogous to the $6 j$ symbols encountered in the couplings of three spin- $1 / 2$ particles. For arbitrary numbers of anyons, different sequences of fusion-basis transformations, starting from a particular fusion-basis ending in another one, must be equal. This imposes a consistency condition on $F$-matrices known as a pentagon equation [11].

On the other hand, particle exchange operators $\tau$ are represented by $R$-matrices on this fusion space. Non-trivial relations arise when we consider particle exchange operators together with $F$-matrices. These relations can be expressed by the hexagon equations [11]. Solving the
pentagon and hexagon equations specifies the consistent anyon models. For the Ising model, there are consistent solutions as follows:

$$
R_{1}^{\epsilon \epsilon}=-1, \quad R_{\sigma}^{\sigma \epsilon}=R_{\sigma}^{\epsilon \sigma}=\mathrm{i} \alpha, \quad R_{1}^{\sigma \sigma}=\theta \mathrm{e}^{\mathrm{i} \alpha \pi / 4}, \quad R_{\epsilon}^{\sigma \sigma}=\theta \mathrm{e}^{-\mathrm{i} \alpha \pi / 4}
$$

with the possible combinations of topological spin $\theta$ (associated with the counterclockwise rotation of a particle by angle $2 \pi$ around itself) and $\alpha$

$$
\theta=\mathrm{e}^{\mathrm{i} \pi \nu / 8}, \quad \alpha=(-1)^{(\nu+1) / 2},
$$

where $v$ is the spectral Chern number taking odd integer values [11]. For translationally invariant configurations of the Kitaev honeycomb model (e.g. the reference $X, Y$-configuration, i.e. $X_{q}=1$ and $Y_{q}=1$ for all $q$ ), the spectral Chern number is equal to $\pm 1$ (depending on the direction of the magnetic field) [11].

The solution of the pentagon equation also determines the transformation relation between the fusion bases $\left\{\left|\Omega_{1}^{a b}\right\rangle,\left|\Omega_{\epsilon}^{a b}\right\rangle\right\}$ and $\left\{\left|\Omega_{1}^{b c}\right\rangle,\left|\Omega_{\epsilon}^{b c}\right\rangle\right\}$ of $\sigma$-particles $(a, b, c$ and $d$ ) as

$$
\left|\Omega_{1}^{a b}\right\rangle=\frac{\left|\Omega_{1}^{b c}\right\rangle+\mathrm{e}^{\mathrm{i} \varphi}\left|\Omega_{\epsilon}^{b c}\right\rangle}{\sqrt{2}}, \quad\left|\Omega_{\epsilon}^{a b}\right\rangle=\frac{\left|\Omega_{1}^{b c}\right\rangle-\mathrm{e}^{\mathrm{i} \varphi}\left|\Omega_{\epsilon}^{b c}\right\rangle}{\sqrt{2}}
$$

up to an arbitrary relative phase $\mathrm{e}^{\mathrm{i} \varphi}$.
In this regard, the representation $\mathcal{R}$ of the braiding operator that exchanges $\sigma$-particles $b$ and $c$ is diagonal for the fusion basis $\left\{\left|\Omega_{1}^{b c}\right\rangle,\left|\Omega_{\epsilon}^{b c}\right\rangle\right\}$

$$
\mathcal{R}_{\{b c\}}=\left(\begin{array}{cc}
R_{1}^{\sigma \sigma} & 0  \tag{30}\\
0 & R_{\epsilon}^{\sigma \sigma}
\end{array}\right),
$$

where $\{b c\}$ stands for the basis $\left\{\left|\Omega_{1}^{b c}\right\rangle,\left|\Omega_{\epsilon}^{b c}\right\rangle\right\}$ and by using the transformation relations above, $\mathcal{R}_{\{a b\}}$ reads

$$
\mathcal{R}_{\{a b\}}=\frac{1}{2}\left(\begin{array}{cc}
R_{1}^{\sigma \sigma}+R_{\epsilon}^{\sigma \sigma} & \mathrm{e}^{-\mathrm{i} \varphi}\left(R_{1}^{\sigma \sigma}-R_{\epsilon}^{\sigma \sigma}\right)  \tag{31}\\
\mathrm{e}^{\mathrm{i} \varphi}\left(R_{1}^{\sigma \sigma}-R_{\epsilon}^{\sigma \sigma}\right) & R_{1}^{\sigma \sigma}+R_{\epsilon}^{\sigma \sigma}
\end{array}\right) .
$$

On the other hand, the Berry matrix $\mathcal{B}(\mathbf{C})$ given by equation (20) is written in a different basis. This is the same basis as $\mathcal{A}\left(\lambda_{1}\right)$, where $\lambda_{1}$ is the starting point of the trajectory $\mathbf{C}$ in the parameter space. These basis states consist of two nearly degenerate energy eigenstates $\left\{\left|\Phi^{1}\left(\lambda_{1}\right)\right\rangle,\left|\Phi^{2}\left(\lambda_{1}\right)\right\rangle\right\}$ (also see section 3 ). We mention for completeness that the coupling coefficient of the starting configuration is slightly different from that of the original configuration shown in figure 4 . We discuss the details of the trajectory used in the calculations in appendix A.

Because the Berry matrix is not invariant under the basis transformation and the relation between the fusion channels and the basis $\left\{\left|\Phi^{1}\left(\lambda_{1}\right)\right\rangle,\left|\Phi^{2}\left(\lambda_{1}\right)\right\rangle\right\}$ is unknown, the comparison of the eigenvalues of the Berry matrix with $\left\{R_{1}^{\sigma \sigma}, R_{\epsilon}^{\sigma \sigma}\right\}$ is more meaningful. However, before we do that we would like to point out an interesting similarity between the calculated Berry matrices and an $\mathcal{R}$-matrix: by making an analogy between four $\sigma$ 's $(a, b, c$ and $d)$ and four vortices ( $\mathbf{A}$, B, $\mathbf{C}$ and $\mathbf{D}$ ) in figure 4 , for the values of $\kappa$ from the set (ii), the numerical Berry matrix $\mathcal{B}(\mathbf{C})$ converges to $\mathcal{R}_{\{\mathrm{AB}\}}$ with spectral Chern number $v=1$, namely

$$
\mathcal{R}_{\{A B\}}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\mathrm{e}^{\mathrm{i} \pi / 8} & \mathrm{e}^{\mathrm{i} \pi / 8} \\
\mathrm{e}^{-7 \mathrm{i} \pi / 8} & \mathrm{e}^{\mathrm{i} \pi / 8}
\end{array}\right)
$$

as the minimum distances $d$ increases. We point out that the arbitrary relative phase $\mathrm{e}^{\mathrm{i} \varphi}=-i$ is chosen for $\mathcal{R}_{\{\mathrm{AB}\}}$; and a similar arbitrary relative phase is fixed between the basis states $\left|\Phi^{1}\left(\lambda_{1}\right)\right\rangle$


Figure 6. $\left|\mathcal{B}(\mathbf{C})-\mathcal{R}_{\{\mathrm{AB}\}}\right|_{\mathrm{F}}$ : the Frobenius distance between $\mathcal{B}(\mathbf{C})$ and $\mathcal{R}_{\{\mathrm{AB}\}}$ versus $d$. Note that the numerical details of the calculations are given at the beginning of section 3 .
and $\left|\Phi^{2}\left(\lambda_{1}\right)\right\rangle$. This arbitrary phase reflects a gauge freedom and is chosen to obtain the best agreement between $\mathcal{B}(\mathbf{C})$ to $\mathcal{R}_{\{\mathrm{AB}\}}$.

The numerical results are summarized in figure 6 where the Frobenius norm was used to measure the distance between the two matrices. The Frobenius norm of an $n \times n$ matrix $A$ is defined as $|A|_{\mathrm{F}}=\left(\sum_{i, j}\left|A_{i k}\right|^{2}\right)^{1 / 2}=\sqrt{\operatorname{tr}\left(A A^{\dagger}\right)}$. Here, we calculate the norm $\left|\mathcal{R}_{\{\mathrm{AB}\}}-\mathcal{B}(\mathbf{C})\right|_{\mathrm{F}}$ to measure the distance between $\mathcal{B}(\mathbf{C})$ and $\mathcal{R}_{\{\mathrm{AB}\}}$. The high-level precision of the results is reflected in the unitarity of the calculated Berry matrix: $\left|\mathcal{B}(\mathbf{C}) \mathcal{B}^{\dagger}(\mathbf{C})-I\right|_{\mathrm{F}}<10^{-5}$ for all $d$ and $\kappa$. It is not difficult to show that the maximum Frobenius distance between two unitary $2 \times 2$ matrices is equal to 2, so to evaluate the error of the calculations the Frobenius distance has to be divided by 2 .

As an example, for the vortex configuration illustrated in figure 4 with $d=9$ and $\kappa=0.25$, the numerical value of the Berry matrix $\mathcal{B}(\mathbf{C})$ is

$$
\mathcal{B}(\mathbf{C})=\left(\begin{array}{cc}
0.653270+0.270630 i & 0.653280+0.270598 i \\
-0.653280-0.270598 i & 0.653296+0.270568 i
\end{array}\right)
$$

whose Frobenius distance to $\mathcal{R}_{\{\mathrm{AB}]}$ given in equation (32) is equal to $4.8 \times 10^{-5}$ and the normalized error associated with $\mathcal{B}(\mathbf{C})$ compared to the exact result from the effective field theory $\mathcal{R}_{\text {\{AB\} }}$ is $0.0024 \%$.

This similarity between the basis $\left\{\left|\Phi^{1}\left(\lambda_{1}\right)\right\rangle,\left|\Phi^{2}\left(\lambda_{1}\right)\right\rangle\right\}$ and $\left\{\left|\Omega_{I}^{\mathbf{A B}}\right\rangle,\left|\Omega_{\epsilon}^{\mathbf{A B}}\right\rangle\right\}$ can be understood from the perspective of Majorana fermions. First of all, note that the eigenstates $\left|\Phi^{1}\right\rangle$ and $\left|\Phi^{2}\right\rangle$ are also the eigenstates of the operators $\mathrm{i} \gamma_{1 a} \gamma_{1 b}$ and $\mathrm{i} \gamma_{2 a} \gamma_{2 b}$ where

$$
\begin{array}{ll}
\gamma_{1 a}=\beta_{1}^{\dagger}+\beta_{1}, & \gamma_{1 b}=\mathrm{i}\left(\beta_{1}^{\dagger}-\beta_{1}\right), \\
\gamma_{2 a}=\beta_{2}^{\dagger}+\beta_{2}, & \gamma_{2 b}=\mathrm{i}\left(\beta_{2}^{\dagger}-\beta_{2}\right)
\end{array}
$$



Figure 7. $\left|\mathcal{B}_{\mathrm{D}}(\mathbf{C})-\mathcal{R}_{\{\mathrm{Bc}\}}\right|_{\mathrm{F}}$ : the Frobenius distance between diagonalized $\mathcal{B}_{\mathrm{D}}(\mathbf{C})$ and $\mathcal{R}_{\{\mathrm{Bc}\}}$ versus $d$. Note that the numerical details of the calculations are given at the beginning of section 3 .
are Majorana fermions, which are their own anti-particles. Kitaev showed that for odd values of the Chern number, vortices carry Majorana fermions [11]. The localization of the Majorana fermions around vortices is also demonstrated numerically in [34] by expressing them in terms of $c$-fermions. In that respect, the equality of the bases can be understood as the Majorana fermion pairs $\left(\gamma_{1 a}, \gamma_{1 b}\right)$ and $\left(\gamma_{2 a}, \gamma_{2 b}\right)$ being localized on the vortex pairs and ( $\mathbf{A}, \mathbf{B}$ ) and ( $\mathbf{C}, \mathbf{D}$ ). Note that because the localization of Majorana fermions is only related to the eigenstates of the Hamiltonian, it does not depend on the history of the vortex motion. That is, the configuration properties (such as relative distance of vortices from each other, boundary conditions, the values of $L_{x}$ and $L_{y}$, and so on) determine the relation between the energy basis and the fusion basis. For example, for the same size configurations with $L_{x}=1$ and $L_{y}=-1$, the Berry phase $\mathcal{B}(\mathbf{C})$ is diagonal so that $\left\{\left|\Phi^{1}\left(\lambda_{1}\right)\right\rangle,\left|\Phi^{2}\left(\lambda_{1}\right)\right\rangle\right\} \cong\left\{\left|\Omega_{I}^{\mathrm{Bc}}\right\rangle,\left|\Omega_{\epsilon}^{\mathrm{BC}}\right\rangle\right\}$. (Berry phase calculations for the other $L_{x}, L_{y}$ and $N_{x}, N_{y}$ configurations will be presented in a different context in future.)

On the other hand, the eigenvalue comparison is presented in figure 7 where $\mathcal{B}_{D}(\mathbf{C})$ is the diagonalized form of $\mathcal{B}(\mathbf{C})$. To emphasize the proximity of the eigenvalues of $\mathcal{B}(\mathbf{C})$ (lhs) to those of $\mathcal{R}_{\{\mathrm{AB}]}(\mathrm{rhs})$, the explicit values for $d=9$ and $\kappa=0.30$ are

$$
\begin{aligned}
& 0.3826813+0.9238804 i \simeq \mathrm{e}^{3 \mathrm{i} \pi / 8}, \\
& 0.9238802-0.3826817 i \simeq \mathrm{e}^{-\mathrm{i} \pi / 8}
\end{aligned}
$$

giving the Frobenius distance $3 \times 10^{-6}$ and the error $0.00015 \%$.
The exponential convergence of the Berry phase to the expected values as the minimum distance $d$ between the vortices increases, which the accuracy of our calculations allows us to observe, reveals subtle connections. The oscillations and the agreement of the calculated Berry phase to the expected values are in correlation with the exact ground state degeneracy and the gapfulness of the system (figure 5) with a few exceptions. However, one should keep in mind
that although the ground state degeneracy and the gapfulness of the system play a role in the physical evolution of the system, the Berry phase only depends on the eigenstates. Therefore, all the Berry phase values should be understood in terms of the properties of the eigenstates.

At this point, it is essential to note that the structure of the eigenstates determines the spread of the localization of the Majorana fermions around the vortices [34]. Because the braiding properties of the non-Abelian anyons are determined when the particles are away from each other to avoid tunneling, the radius of the Majorana fermions around the vortices affects the calculated Berry matrices. Thus, the relation between the calculated Berry phase and the expected $\mathcal{R}$ values is also an indication of how tightly the Majorana fermions are localized around the vortices.

In this respect, the correlations between figures 5 and 7 suggest that the bigger gaps and the more nearly degenerate states make the localization of the Majorana fermions tighter around the vortices. However, it appears that this is not always the case, as is seen for the systems with $d=6$ and small values of $\kappa$ (i.e. from the set (i)).

## 6. Outlook and summary

To summarize, we have analyzed some four-vortex configurations of the Kitaev honeycomb model (see figure 4) under various magnetic fields. All lattice configurations are even-by-even in terms of the number of plaquettes and are defined on a torus whose size is determined by the minimum distance $d$ between the vortices. As was shown in section 3, the ground states of such configurations are twofold nearly degenerate. Under the adiabatic interchange of the vortices, the evolution of the system is restricted to the ground states and is governed by the Berry matrix whose numerical evaluation was presented in detail in section 4. The numerical results show that as $d$ increases, the small gap between nearly degenerate states decreases exponentially with some oscillations (see figure 5); also the calculated Berry matrices get exponentially closer to the expected ones with similar oscillations (see figure 7).

The main result of the paper is the explicit demonstration of the non-Abelian statistics by numerically calculating the Berry matrix which governs the evolution of the system under the adiabatic interchange of vortices of the Kitaev honeycomb model. We showed that the resulting Berry matrices exponentially converge to the expected braiding properties of Ising anyons derived from the effective field theory. The presented method for the Berry phase calculations represents a direct approach to the non-Abelian statistics, and can be used to study braiding properties of anyons for any configurations. The high accuracy of the method also allows us to test the stability of the Berry phase, so that we may draw conclusions about both its implementation under (more) realistic conditions and the pitfalls we should expect in such situations. Moreover, the accuracy of the calculations presented here can provide important predictive power in the analysis of other, less understood, topological phases. They also reveal the dependence on details of the implementation of the braiding operations and thus allow the testing of non-adiabatic and other effects, that are likely to constitute a dominant source of errors in topological quantum information processing. The accuracy of the calculations shows the exact dependence of the simulated Berry phase on the details of the model, such as the splitting of the ground state levels intrinsic to any finite system. Possible applications thus extend to modeling and implementation of quantum information protocols whose reliability can be tested under various effects, for example, disorder. Naturally, the first step in this potentially fruitful story is the demonstration of highly accurate and sufficiently large-scale
direct simulation of the Berry phase as we have presented in this paper. Moreover, the method is general enough to be useful for the study of non-Abelian statistics in other models, including the Yao-Kivelson model [21], the square-octagon model [22] or any system with a quadratic fermionic Hamiltonian.
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## Appendix A

When we change the parameters of the Hamiltonian so as to follow a smooth closed curve in the parameter space, the evolution of the system is governed by the Berry phase if the process is adiabatic [30]. In this appendix, we will introduce the trajectory that we use and then discuss the adiabaticity of the exchange process in detail.

To examine the smoothness of the trajectory shown in figure 4, let us take as an example the $[J \kappa]$ of the first two links of the path, namely $[J \kappa]_{q}^{y}$ and $[J \kappa]_{q+\hat{n}_{x}}^{y}$ where $q=\left(2, N_{y}\right)$. We need to change $[J \kappa]_{q}^{y}$ from $a$ to $-a$ to move vortex $\mathbf{B}$ to the right plaquette, where $a=1$ for $J$, and $a=l \times 0.01$ or $a=k \times 0.05$ for $\kappa$ where $l=1, \ldots, 5, k=2, \ldots, 8$. Changing the sign of $[J \kappa]_{q}^{y}$ first, and then $[J \kappa]_{q+\hat{n}_{x}}^{y}$, results in a trajectory with discontinuous edges as shown in figure A.1(a). To move the vortex smoothly, we need to start changing $[J \kappa]_{q+\hat{n}_{x}}^{y}$ before $[J \kappa]_{q}^{y}$ reaches $-a$, as shown in figure A.1(b). For this reason, a vortex is never completely localized on a particular plaquette. We will refer to the part where only one $[J \kappa]$ change as the linear part and the part where two $[J \kappa]$ changes as the circular part. In our numerical calculations, every link on the trajectory is sampled with 4000 data points ( 3991 linear plus 9 circular) which are separated by an equal distance $\Delta s$ in the parameter space. Let $l$ be the length of the linear part from 0 to the beginning of the circular part (see figure A.1(b)) and $r$ the radius of the circular part; then $r+l=|a|$ and $\Delta s=\Delta l=r \Delta \theta$ where $\Delta l=l / 3991$ and $\Delta \theta=\frac{\pi}{2} / 9$, so that $l=0.997|a|$ and $r=0.003|a|$.

The starting point of the trajectory (i.e. $\lambda_{1}$ ) is chosen to be the beginning of the linear part of the $[J \kappa]$ of the first link (i.e. $\left.[J \kappa]_{\left(2, N_{y}\right)}^{y}\right)$ of the path; because of that, the coupling coefficients of the starting configuration are slightly different from that of the original configuration shown in figure 4.

On the other hand, the first requirement for a process to be adiabatic is the gap between the eigenspace and the rest of the Hamiltonian's spectrum and this has been analyzed in figure 5. The standard condition for maintaining the adiabaticity for the $n$th eigenstate is as follows:

$$
\sum_{m \neq n}\left|\frac{\left\langle\Phi^{n} \mid \dot{\Phi}^{m}\right\rangle}{E^{n}-E^{m}}\right| \ll 1
$$

where the dot denotes the time derivative. However, this condition is only valid if $\left\langle\Phi^{n}(\lambda) \mid \Phi^{m}(\lambda)\right\rangle$ and $E^{m}(\lambda)-E^{n}(\lambda)$ are constant for all $m$ through the trajectory [29]. When


Figure A.1. (a) Changing the $J$ and $\kappa$ values of a link after another gives us a trajectory with square edges. (b) Changing the $J$ and $\kappa$ values of the next link before stopping to change that of the present one gives us a smooth trajectory.


Figure A.2. Adiabaticity condition $\frac{\max \left|\frac{d}{\mathrm{~d}} \Phi^{(1,2)}(\lambda)\right|_{\perp}}{\min G_{3,2}(\lambda)}$ where $\max \left|\frac{\mathrm{d}}{\mathrm{d} \lambda} \Phi^{(1,2)}(\lambda)\right|_{\perp}:=$ $\max \left(\left|\frac{\mathrm{d}}{\mathrm{d} \lambda} \Phi^{1}(\lambda)\right|_{\perp},\left|\frac{\mathrm{d}}{\mathrm{d} \lambda} \Phi^{2}(\lambda)\right|_{\perp}\right)$ versus $d$. The numerical details of the calculations are given at the beginning of section 3 .
$\left\langle\Phi^{n}(\lambda(t)) \mid \dot{\Phi}^{m}(\lambda(t))\right\rangle$ and $E^{m}(\lambda)-E^{n}(\lambda)$ are not constant the validity condition of the adiabatic approximation can be written as

$$
v \frac{\max \left(\sum_{m \neq n}\left|\left\langle\left.\frac{\mathrm{~d}}{\mathrm{~d} \lambda} \Phi^{n}(\lambda) \right\rvert\, \Phi^{m}(\lambda)\right\rangle\right|\right)}{\min \left|E^{n}(\lambda)-E^{m}(\lambda)\right|} \ll 1,
$$

where $v=\frac{\mathrm{d} \lambda}{\mathrm{d} t}$ is the speed of the process and we used the following equality:

$$
\left\langle\Phi^{n}(\lambda(t)) \mid \dot{\Phi}^{m}(\lambda(t))\right\rangle=-\left\langle\dot{\Phi}^{n}(\lambda(t)) \mid \Phi^{m}(\lambda(t))\right\rangle,
$$

which can be verified by differentiating the orthogonality condition $\left\langle\Phi^{n}(\lambda) \mid \Phi^{m}(\lambda)\right\rangle=0$.

First we define

$$
\begin{equation*}
\left|\frac{\mathrm{d}}{\mathrm{~d} \lambda} \Phi^{n_{i}}(\lambda)\right|_{\perp}:=\left|\frac{\mathrm{d}}{\mathrm{~d} \lambda} \Phi^{n_{i}}(\lambda)\right|-\sum_{j=1}^{k}\left|\left\langle\left.\frac{\mathrm{~d}}{\mathrm{~d} \lambda} \Phi^{n_{i}}(\lambda) \right\rvert\, \Phi^{n_{j}}(\lambda)\right\rangle\right| \tag{A.1}
\end{equation*}
$$

for a $k$-fold degenerate eigenspace with basis $\left|\Phi^{n_{i}}(\lambda)\right\rangle$ for $i=1, \ldots, k$. Then, by using the following inequality,

$$
\sum_{m \neq n}\left|\left\langle\left.\frac{\mathrm{~d}}{\mathrm{~d} \lambda} \Phi^{n}(\lambda) \right\rvert\, \Phi^{m}(\lambda)\right\rangle\right|<\left|\frac{\mathrm{d}}{\mathrm{~d} \lambda} \Phi^{n}(\lambda)\right|_{\perp},
$$

we can rewrite the general validity condition for adiabaticity as

$$
v \frac{\max \left|\frac{\mathrm{~d}}{\mathrm{~d} \lambda} \Phi^{n_{i}}(\lambda)\right|_{\perp}}{\min \left|E^{n}(\lambda)-E^{m}(\lambda)\right|} \ll 1 .
$$

Figure A. 2 shows the validity of the adiabatic approximation for various $\kappa$ values against $d$. The smaller the values of $\kappa$, the smaller the gap to the first excited state, and thus the smaller the speed $v$ required for maintaining adiabaticity.

## Appendix B

Here, we would like to show by using the Bloch-Messiah theorem [28] that the absolute value of the overlap $\left|\left\langle\phi_{0} \mid \phi_{k}\right\rangle\right|$ between the ground states of $\beta(0)$ and $\beta(k)$-fermions can be calculated as $\left|\left\langle\phi_{0} \mid \phi_{k}\right\rangle\right|=\sqrt{|\operatorname{det} U(k, 0)|}$. Let us start from equation (25):

$$
\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger}(k) & \beta_{\leftrightarrow}(k)
\end{array}\right]=\left[\begin{array}{ll}
\beta_{\leftrightarrow}^{\dagger}(0) & \beta_{\leftrightarrow}(0) \tag{B.1}
\end{array}\right] T(k, 0),
$$

where

$$
T(k, 0):=T^{\dagger}(0) T(k)=\left[\begin{array}{cc}
U(k, 0) & V^{*}(k, 0) \\
V(k, 0) & U^{*}(k, 0)
\end{array}\right]
$$

and

$$
\begin{aligned}
& U(k, 0):=U^{\dagger}(0) U(k)+V^{\dagger}(0) V(k), \\
& V(k, 0):=V^{T}(0) U(k)+U^{T}(0) V(k)
\end{aligned}
$$

The Bloch-Messiah decomposition of $T(k, 0)$ reads

$$
T(k, 0)=\left[\begin{array}{cc}
D(k, 0) & 0 \\
0 & D^{*}(k, 0)
\end{array}\right]\left[\begin{array}{cc}
\bar{U}(k, 0) & \bar{V}(k, 0) \\
\bar{V}(k, 0) & \bar{U}(k, 0)
\end{array}\right]\left[\begin{array}{cc}
C(k, 0) & 0 \\
0 & C^{*}(k, 0)
\end{array}\right] .
$$

Let us define $\bar{\beta}(0)$-fermions as

$$
\bar{\beta}_{k}^{\dagger}(0)=\sum_{k^{\prime}} D_{k^{\prime} k}(k, 0) \beta_{k^{\prime}}^{\dagger}(0) .
$$

Now, we can write the vacuum $\left|\phi_{(k, 0)}\right\rangle$ of $\beta(k)$-fermions in terms of the vacuum $\left|\phi_{0}\right\rangle$ of $\beta(0)$-fermions as

$$
\begin{equation*}
\left|\phi_{(k, 0)}\right\rangle=\prod_{i} \bar{\beta}_{i}^{\dagger}(0) \prod_{p}\left(u_{p}(k, 0)+v_{p}(k, 0) \bar{\beta}_{p}^{\dagger}(0) \bar{\beta}_{\bar{p}}^{\dagger}(0)\right)\left|\phi_{0}\right\rangle . \tag{B.2}
\end{equation*}
$$

Note that $\left|\phi_{k}\right\rangle$ and $\left|\phi_{(k, 0)}\right\rangle$ are the same up to an overall phase.
Now the overlap $\left\langle\phi_{0} \mid \phi_{(k, 0)}\right\rangle$ reads

$$
\left\langle\phi_{0} \mid \phi_{(k, 0)}\right\rangle=\left\langle\phi_{0}\right| \prod_{i} \bar{\beta}_{i}^{\dagger} \prod_{p}\left(u_{p}(k, 0)+v_{p}(k, 0) \bar{\beta}_{p}^{\dagger}(0) \bar{\beta}_{\bar{p}}^{\dagger}(0)\right)\left|\phi_{0}\right\rangle .
$$

This is only non-zero if there is no product with index $i$ and it is equal to

$$
\left\langle\phi_{0} \mid \phi_{(k, 0)}\right\rangle=\left\langle\phi_{0}\right| \prod_{p} u_{p}(k, 0)\left|\phi_{0}\right\rangle=\prod_{p} u_{p}(k, 0)=\sqrt{\operatorname{det} \bar{U}(k, 0)} .
$$

Recall that $\bar{U}(k, 0)$ is diagonal with positive entries. Because of the arbitrariness of the phase of equation (B.2), the overlap $\left\langle\phi_{0} \mid \phi_{(k, 0)}\right\rangle$ can be taken to be positive; hence $\left|\left\langle\phi_{0} \mid \phi_{k}\right\rangle\right|=\left\langle\phi_{0} \mid \phi_{(k, 0)}\right\rangle$.

Moreover, since $U(k, 0)=D(k, 0) \bar{U}(k, 0) C(k, 0)$, and $D(k, 0)$ and $D(k, 0)$ are unitary, $\sqrt{\operatorname{det} \bar{U}(k, 0)}=\sqrt{|\operatorname{det} U(k, 0)|}$. Therefore,

$$
\left\langle\phi_{0} \mid \phi_{k}\right\rangle=\sqrt{|\operatorname{det} U(k, 0)|}
$$

## Appendix C

Here, we would like to show that the overlap

$$
\left\langle\psi_{(l, 0)} \mid \psi_{(k, 0)}\right\rangle=\sqrt{|\operatorname{det} U(l, 0)|} \sqrt{|\operatorname{det} U(k, 0)|}(-1)^{N(N+1) / 2} \operatorname{Pf}(\mathcal{Z}(l, 0 ; k, 0)),
$$

where

$$
\mathcal{Z}(l, 0 ; k, 0)=\left[\begin{array}{cc}
Z(k, 0) & -I  \tag{C.1}\\
I & -Z^{*}(l, 0)
\end{array}\right],
$$

and $N$ is the number of fermions and therefore also the size of $Z$ matrices, can be written as

$$
\left\langle\psi_{(l, 0)} \mid \psi_{(k, 0)}\right\rangle=(-1)^{N(N+1) / 2} \sqrt{\exp \left\{i \theta_{0}(l, k)\right\}|\operatorname{det} U(l, k)|}
$$

where

$$
\begin{aligned}
& U(l, k):=U^{\dagger}(k) U(l)+V^{\dagger}(k) V(l) \\
& \theta_{0}(l, k)=\arg \left\{\operatorname{det} U(k, 0) \operatorname{det} U^{\dagger}(l, 0) \operatorname{det} U(l, k)\right\}
\end{aligned}
$$

First of all, note that for any skew-symmetric matrix $K, \operatorname{Pf}(K)=\sqrt{\operatorname{det}(K)}$. Moreover, if $K=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right]$ where $A, B, C$ and $D$ are $n \times n$ matrices with complex coefficients and $C D=D C$, then $\operatorname{det} K=\operatorname{det}(A D-B C)$ [35]. Therefore,

$$
\begin{equation*}
\operatorname{Pf}(\mathcal{Z}(l, 0 ; k, 0))=\sqrt{\operatorname{det} \mathcal{Z}(l, 0 ; k, 0)}=\sqrt{\operatorname{det}\left(I-Z(k, 0) Z^{*}(l, 0)\right)} \tag{C.2}
\end{equation*}
$$

Recall that $Z(k, 0)=\left(V(k, 0) U^{-1}(k, 0)\right)^{*}$. By using the conditions that $U(k, 0)$ and $V(k, 0)$ need to satisfy in order for the matrix $T(k, 0)$ to be unitary, it can be shown that $Z(k, 0)$ is also skew-symmetric and can be written as

$$
Z(k, 0)=-\left(U^{\dagger}(k, 0)\right)^{-1} V^{\dagger}(k, 0)
$$

Therefore, equation (C.2) reads

$$
\begin{aligned}
I-Z(k, 0) Z^{*} & (l, 0)=I+\left(U^{\dagger}(k, 0)\right)^{-1} V^{\dagger}(k, 0) V(l, 0) U^{-1}(l, 0) \\
& =\left(U^{\dagger}(k, 0)\right)^{-1}\left(U^{\dagger}(k, 0) U(l, 0)+V^{\dagger}(k, 0) V(l, 0)\right) U^{-1}(l, 0)
\end{aligned}
$$

By using equation (26), it is easy to show that

$$
U^{\dagger}(k, 0) U(l, 0)+V^{\dagger}(k, 0) V(l, 0)=U(l, k),
$$

where $U(l, k):=U^{\dagger}(k) U(l)+V^{\dagger}(k) V(l)$ is a generalized version of equation (26).
Therefore, we have

$$
\operatorname{det}\left(I-Z(k, 0) Z^{*}(l, 0)\right)=\operatorname{det}\left(\left(U^{\dagger}(k, 0)\right)^{-1} U(l, k) U^{-1}(l, 0)\right) .
$$

Finally, we can express $\left\langle\phi_{0}\right| \mathrm{e}^{\mathbf{Z}^{\dagger}(l, 0)} \mathrm{e}^{\mathbf{Z}(k, 0)}\left|\phi_{0}\right\rangle$ as

$$
\left\langle\phi_{0}\right| \mathrm{e}^{\mathbf{Z}^{\dagger}(l, 0)} \mathrm{e}^{\mathbf{Z}(k, 0)}\left|\phi_{0}\right\rangle=(-1)^{N(N+1) / 2} \sqrt{\frac{\operatorname{det} U(l, k)}{\operatorname{det} U^{\dagger}(k, 0) \operatorname{det} U(l, 0)}},
$$

and express the overlap between $\left|\psi_{(k, 0)}\right\rangle$ and $\left|\psi_{(l, 0)}\right\rangle$ as

$$
\begin{aligned}
\left\langle\psi_{(l, 0)} \mid \psi_{(k, 0)}\right\rangle & =\sqrt{|\operatorname{det} U(l, 0)|} \sqrt{|\operatorname{det} U(k, 0)|}(-1)^{N(N+1) / 2} \sqrt{\frac{\operatorname{det} U(l, k)}{\operatorname{det} U^{\dagger}(k, 0) \operatorname{det} U(l, 0)}} \\
& =(-1)^{N(N+1) / 2} \sqrt{\exp \left\{i \theta_{0}(l, k)\right\}|\operatorname{det} U(j, i)|},
\end{aligned}
$$

where

$$
\theta_{0}(l, k)=\arg \left\{\operatorname{det} U(k, 0) \operatorname{det} U^{\dagger}(l, 0) \operatorname{det} U(l, k)\right\} .
$$
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