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Abstract

Geographically Weighted Discriminant Analysis (GWDA) is a method for pre-

diction and analysis of categorical spatial data. It is an extension of Linear

Discriminant Analysis (LDA) that allows the relationship between the predictor

variables and the categories to vary spatially. This is also referred to spatial

non-stationarity. If spatial non-stationarity exists, GWDA should model the re-

lationship between the categories and predictor variables more accurately, thus

resulting in a lower classification uncertainty and ultimately a higher classification

accuracy. The GWDA output also requires interpretation to understand which

variables are important in driving the classification in different geographical re-

gions. This research uses interactive visualisations from the field of geovisual

analytics to investigate the performance of GWDA in terms of classification ac-

curacy, classification uncertainty and spatial non-stationarity. The methodology

is demonstrated in a case study that uses GWDA to examine the relationship

between county level voting patterns in the 2004 US presidential election and five

socio-economic indicators. This research builds on existing techniques to interpret

the GWDA output and provides additional insight into the processes driving the

classification. It also demonstrates a practical application of geovisual analytic

tools.
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1 Introduction

Geographically Weighted Discriminant Analysis (GWDA) is a spatial statistical

method that models a spatially varying relationship between a categorical de-

pendent variable and a set of continuous predictor variables. The output from

GWDA is complex and multivariate in nature and therefore, difficult to interpret

analytically. This thesis uses techniques from the field of geovisual analytics to

help interpret the GWDA output.

1.1 Spatial statistics

Statistical modelling and analysis of spatial data require a special approach be-

cause of the unique characteristics of spatial data. These characteristics include:

the modifiable areal unit problem, boundary problems, spatial sampling pro-

cedures and spatial autocorrelation (Rogerson 2008). Spatial autocorrelation or

spatial dependence means that geographically closer objects tend to be more sim-

ilar than distant objects and this violates the principle of independence which is

an assumption of classical statistics (Reimann et al. 2008). Additionally, common

statistical modelling techniques such as regression typically assume that modelled

relationships are constant over space. Although this is a reasonable assumption

in the physical sciences, it is not necessarily true in the social sciences where

“some relationships are intrinsically different across space” (Fotheringham et al.

2002). The concept of spatially varying relationships is referred to as spatial non-

stationarity, or spatial heterogeneity (Crespo 2009). The field of spatial statistics

provides a set of methods to deal with spatial autocorrelation and spatial non-

stationarity in spatial data.

Relationships in non-spatial data are typically modelled by fitting a particular

mathematical function to the data. For example, regression models the relation-

ship between a set of predictor variables and a continuous dependent variable

as a line or other simple function. However, this approach breaks down if the

relationship between the dependent variable and the predictor variables is suffi-
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ciently complex and cannot be described analytically. One solution is to fit simple

mathematical functions to local subsets of the data. This allows a complex re-

lationship to be decomposed and estimated as a set of continuous polynomials.

Spline regression or Locally Weighted Scatterplot Smoothing (LOWESS) curves

(Afifi et al. 2004) are examples of local regression models. The fitting of distinct

models to local subsets of the data is referred to as ‘local’ modelling to distinguish

it from a single ‘global’ model fitted to the entire data set.

The local modelling approach can also be adapted to deal with spatial auto-

correlation and spatial non-stationarity in spatial data. In the case of geographi-

cally local models, each geographical location is characterised by a distinct model.

The expansion method and Geographically Weighted Regression (GWR) are ex-

amples of local spatial regression models used to model spatial non-stationarity

(Rogerson 2008).

GWR (Fotheringham et al. 2002) models spatial non-stationarity by allow-

ing the parameters of a linear regression function to vary spatially. The GWR

model is calibrated using the principle of geographical weighting (Fotheringham

et al. 2002). Objects are geographically weighted during the estimation of each

set of local parameter estimates so that more distant objects receive a lower

weighting than nearby objects. This results in a geographically local model.

Geographically weighted versions of other statistical methods have also been

developed on the same principle and these include: GWDA (Brunsdon et al.

2007), Spatio-Temporal Geographically Weighted Regression (STGWR) (Crespo

2009; Huang et al. 2010) and Geographically Weighted Principal Components

Analysis (GWPCA) (Harris et al. 2011). Geographically weighted summary

statistics have also been developed for both binary (Brunsdon et al. 2002a) and

continuous (Brunsdon et al. 2002b) data.
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1.2 Geographically weighted discriminant analysis

GWDA is a method for prediction and analysis of categorical spatial data (Bruns-

don et al. 2007). The term “discriminant analysis” encompasses a number of

related statistical methods that are used to study the typical characteristics of

objects belonging to distinct categories (Manly 2005). These characteristics are

represented by a set of continuous predictor variables that are used to discrimi-

nate between the categories. Each discriminant analysis method makes specific

assumptions about the form of the functional relationship between the predictor

variables and the categories. For example, Linear Discriminant Analysis (LDA)

assumes that the functional relationship is linear whereas Quadratic Discrimi-

nant Analysis (QDA) assumes that it is quadratic. These assumptions allow the

relationship between the predictor variables and the categories to be modelled

mathematically for specific data sets. Discriminant analysis models are typically

used, either to predict category membership (classification) or to determine the

relative importance of each predictor variable in contributing to category mem-

bership (analysis). In this sense, discriminant analysis is similar to regression

except that the dependent variable is categorical rather than continuous.

GWDA is a geographically local form of discriminant analysis designed to

model a spatially varying or non-stationary relationship between the categories

and the predictor variables (Brunsdon et al. 2007). Since spatial non-stationarity

does not occur in the physical sciences, this restricts the application of GWDA

to social science data.

GWDA models spatial non-stationarity by allowing the parameters of the

mathematical function that models the relationship between the predictor vari-

ables and the categories to vary spatially (Brunsdon et al. 2007). Note that it

is only the parameters of the mathematical function that vary spatially — the

functional form (linear or quadratic for example) remains fixed. This results in

a geographically local model. Rather than allowing a single function to define

the relationship for all geographical locations, each location is now characterised
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by a unique model. This is accomplished using the principle of geographical

weighting (Fotheringham et al. 2002). Objects are geographically weighted dur-

ing calibration of the GWDA model at each location so that more distant objects

receive a lower weighting than nearby objects. In contrast, other discriminant

analysis methods such as LDA model stationary relationships and assume that

a single model applies regardless of location. The previous analogy between dis-

criminant analysis and regression can also be extended to their geographically

weighed equivalents, GWDA and GWR (Fotheringham et al. 2002).

In this thesis, GWDA is developed as a geographically local form of LDA which

assumes that the relationship between the predictor variables and the categories

is linear. If the relationship between the categories and the predictor variables is

really non-stationary, the GWDA model ought to be superior to the LDA model

which should result in a higher quality classification. For the purposes of this

research, classification quality is assessed in terms of classification uncertainty

and classification accuracy.

If GWDA really does improve the quality of the classification, the next ques-

tion is why? Which variables are most important in determining the assigned

categories? Are some variables important in some areas and less important in

others? This thesis attempts to provide answers to these questions which will

give some insight into the nature of the non-stationary relationship between the

categories and the predictor variables.

1.3 Research aims

This thesis aims to develop a methodology to investigate the performance of

GWDA using a combination of visual and computational data exploration meth-

ods from geovisual analytics. More specifically, the research goals are:

1. The development of a geovisual analytics methodology to assess the GWDA

classification quality using the LDA classification quality as a benchmark.

For the purposes of this research, classification quality is defined in terms
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of classification accuracy and classification uncertainty.

2. The development of a geovisual analytics methodology to explore the extent

and nature of spatial non-stationarity in the classification functions. Why

does GWDA improve the quality of the classification? Which variables

are most important in determining the assigned categories and do these

relationships vary spatially?

1.4 Methodology

Addressing these research aims requires analysis of the GWDA and LDA outputs

which are characterised by their complex multivariate nature. This research pro-

poses to use geovisual analytic techniques which combine interactive visual tools

and computational methods (Andrienko et al. 2007; Kraak 2008) to interpret the

GWDA and LDA outputs. Research to date using geovisual analytic techniques

to interpret the output of other geographically weighted methods indicates the

value of this approach (Dykes and Brunsdon 2007; Demšar et al. 2008a,b; Demšar

and Harris 2011). In particular, we develop new visualisation methods (poste-

rior probability treemap, GWDA classification function parameter treemap) and

adapt existing methods (legend, thematic map, Parallel Coordinates Plot (PCP),

fluctuation diagram) to assist exploration of the GWDA and LDA outputs.

1.5 Case study

Assessment of the effectiveness of the suggested geovisual analytics methodology

is provided by a case study. This case study uses GWDA to analyse the relation-

ship between county level voting patterns in the 2004 US presidential election

and five socio-economic indicators.
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1.6 Thesis structure

This thesis is structured as follows: Chapter 2 introduces GWDA as a non-

stationary form of LDA. Chapter 3 explains why techniques from geovisual ana-

lytics are useful to interpret the GWDA and LDA output. Chapter 4 describes the

new geovisual analytic tools developed to investigate the quality of the GWDA

classification and the nature of the spatial non-stationarity. Chapter 5 presents

a case study that uses these visualisation tools in an analysis of the relation-

ship between county level voting patterns in the 2004 US presidential election

and five socio-economic indicators. Chapter 6 concludes with a discussion the

methodology and further suggestions for improvement.
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2 Geographically weighted discriminant analy-

sis

2.1 Introduction

This chapter explains the motivation and theoretical foundation for GWDA.

First, a general overview of geographically weighted methods is provided since

GWDA is a part of the family of geographically weighted methods. Next, the

conceptual and mathematical basis for discriminant analysis is explained. Then,

the equations for LDA are derived as a prerequisite to the GWDA equations.

Although the original GWDA paper by Brunsdon et al. (2007) develops GWDA

as an extension of LDA, the authors make it clear that the equations for other

discriminant analysis methods, such as Quadratic Discriminant Analysis (QDA)

could also be used as a basis. This thesis uses the LDA equations as a basis

for GWDA because it is the simplest discriminant analysis method and because

the goal of our research is not the development of GWDA per se, but rather the

application of techniques from geovisual analytics to investigate the performance

of the method. The output from LDA and GWDA is also described in detail

since it is used to assess the performance of GWDA. This is required for an un-

derstanding of the methodology developed to assess the performance of GWDA

which is described in chapter 4.

2.2 Overview of geographically weighted methods

Statistical methods such as linear regression, summary statistics, Principal Com-

ponents Analysis (PCA) and discriminant analysis all assume that modelled re-

lationships are constant over space. However, in the social sciences, “some re-

lationships are intrinsically different across space” (Fotheringham et al. 2002)

and this is referred to as spatial non-stationarity or spatial heterogeneity (Cre-

spo 2009). If a relationship is non-stationary, then a single regression function,
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summary statistic or PCA transform, calibrated using the entire data set rep-

resents a “global average” that will be a poor model of the actual relationship.

Geographically weighted methods are one way to model spatially varying relation-

ships. They include: GWR (Fotheringham et al. 2002), geographically weighted

summary statistics for binary (Brunsdon et al. 2002a) and continuous (Brunsdon

et al. 2002b) data, STGWR (Crespo 2009; Huang et al. 2010), GWPCA (Harris

et al. 2011) and GWDA (Brunsdon et al. 2007).

These geographically weighted methods are spatial extensions of the exist-

ing aspatial statistical methods: linear regression, summary statistics, PCA and

discriminant analysis. Geographically weighted methods take a “geographically

local” approach to model spatial non-stationarity. They are “geographically lo-

cal” in the sense that each geographical location is characterised by a distinct

model which is calibrated using the surrounding objects rather than the entire

data set. This is accomplished by weighting objects geographically during cal-

ibration of the model at each location so that more distant objects have less

influence than nearby objects. This is the principal of geographical weighting

and underlies all the above geographically weighted methods.

2.3 Discriminant analysis

2.3.1 Overview

The term “discriminant analysis” covers a number of related statistical methods

that are used to study the typical characteristics of objects belonging to a set of

distinct categories (Manly 2005). The characteristics of objects are represented

by a set of continuous predictor variables and these are used to discriminate be-

tween the categories. The idea is that objects with similar characteristics should

belong to the same category and the discriminant analysis decision rule provides

a procedure to assign objects to categories on this basis. This procedure requires

a knowledge of the Probability Density Function (PDF) for each category and

these are estimated from the data. The PDFs give the conditional probabilities
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of category membership for each object in the data set. The discriminant anal-

ysis decision rule can then be used to assign each object to the category it most

closely resembles. Discriminant analysis is a general term for a family of clas-

sification methods including: LDA, QDA, Kernel Discriminant Analysis (KDA)

and others. The approach is the same in all cases, but the PDFs are estimated

differently.

Discriminant analysis is typically used either for supervised classification or

to identify the relative importance of the predictor variables in determining the

categories (Klecka 1980; McLachlan 2004). Supervised classification requires a

training data set. This is comprised of a set of pre-classified objects which can

be used to estimate the PDF for each category. The discriminant analysis de-

cision rule can then be used classify new objects. This approach is commonly

used for classification of remotely sensed digital imagery. For example, Wilmut

et al. (2009) use discriminant analysis to classify a sonar bathymetric data set. In

the social sciences, discriminant analysis is typically used to quantify the impor-

tance of particular variables in predicting category membership. This approach

requires all objects in the data set to have pre-assigned categories. For exam-

ple, Fotheringham and Reeds (1979) use discriminant analysis to quantify the

influence of various socio-economic factors in explaining the choice of alternative

crops to tobacco by farmers in Southern Ontario.

2.3.2 Discriminant analysis decision rule

The discriminant analysis decision rule is derived as follows. Suppose there are

measurements for m variables on a set of n objects where each object belongs

to one of k distinct categories. Each object can be represented by a m × 1

dimensional vector x = (x1, . . . , xm) where the components of x represent the

measurements on the m variables.

The goal of discriminant analysis is to assign x to the jth category where

j ∈ {1, . . . , k} so that the probability that x belongs to the jth category, P (x∩j)
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is maximized. Bayes’ Theorem

P (x ∩ j) = P (j|x)P (x) = P (x|j)P (j) (2.1)

is used to compute P (x ∩ j) for each j ∈ {1, . . . , k}. P (j), the probability that

a randomly selected object belongs to the jth category is known as the prior

probability for membership of the jth category and will henceforth be referred to

as pj. Unequal pjs can be used to introduce a natural bias into the decision rule.

If there is no natural bias the pjs are assumed to be equal. P (x|j) is equivalent

to the PDF, fj(x) for the jth category.

Substituting for P (x|j) and P (j) in equation 2.1 gives the discriminant anal-

ysis decision rule. This rule assigns x to the jth category where

{Cj(x) = pjfj(x) : j ∈ {1, . . . , k}} (2.2)

is maximized.

2.4 Linear discriminant analysis

2.4.1 Linear discriminant analysis assumptions

The LDA equations are derived from the discriminant analysis decision rule given

by equation 2.2 under the following assumptions:

1. The PDF for each category, fj(x) is multivariate normal.

2. All categories have the same covariance matrix, Σ.

This results in the LDA decision rule which is linear in x.
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2.4.2 Linear discriminant analysis equations

The first assumption of LDA (see section 2.4.1) states that the PDF for each

category is multivariate normal. The multivariate normal PDF fj(x), for the jth

category is given by

fj(x) =
1

(2π)m/2|Σj|1/2
e[−1/2(x−µj)

′Σ−1

j (x−µj)] (2.3)

where the µj = (µj,1, . . . , µj,m) is the mean vector for the jth category, Σj is the

covariance matrix for the jth category and ex is the exponential function (Sharma

1996).

Substituting the multivariate normal PDF (equation 2.3) into the discriminant

analysis decision rule (equation 2.2) and taking the natural logarithm1 of the

result gives a decision rule that assigns x to the jth category where

{

−
m

2
ln |Σj|−

1

2
(x− µj)

′Σ−1
j (x− µj) + ln(pj)

}

∀ j ∈ {1, . . . , k} (2.4)

is maximized.

The second assumption of LDA (see section 2.4.1) states that each category

has the same covariance matrix, Σ. Substituting Σ for Σj into equation 2.4 and

simplifying2, results in the LDA decision rule

{

Cj(x) = −
1

2
(x− µj)

′Σ−1(x− µj) + ln(pj)

}

∀ j ∈ {1, . . . , k}. (2.5)

Brunsdon et al. (2007) suggest estimating Σ as a weighted average of the

individual category covariance matrices Σj so that

Σ =
n1Σ1 + n2Σ2 + . . .+ nkΣk

n1 + n2 + . . .+ nk
(2.6)

1Taking the natural logarithm works because it is a monotonically increasing function and
thus preserves the order in the domain.

2Note that the expression−m

2
ln |Σ| is common to all categories and can therefore be omitted

from the LDA decision rule.
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and where nj is the number of objects in the jth category.

The LDA decision rule in equation 2.5 can also be rewritten as a linear com-

bination of the components of x

{

Cj(x) = x
′Σ−1

µj −
1

2
µ

′

jΣ
−1
µj + ln(pj)

}

∀ j ∈ {1, . . . , k}. (2.7)

These are the LDA classification functions. The parameters of these functions

describe the relationship between the categories and the attributes. x is classified

by assigning it to the category j ∈ {1, . . . , k} with the greatest classification

function value, Cj(x).

Note that classification by maximizing the jth classification function in equa-

tion 2.7 is equivalent to assigning x to the category that minimizes the Maha-

lanobis distance squared

{

Dj(x) = (x− µj)
′Σ−1(x− µj)

}

∀ j ∈ {1, . . . , k} (2.8)

between x and µj if the pjs are equal. The Mahalanobis distance squared is a

multivariate distance measurement (Manly 2005).

Note also from equation 2.1 (Bayes’ Theorem) that an equivalent result is

obtained by maximizing P (j|x) for j ∈ {1, . . . , k}. P (j|x) is the posterior proba-

bility that x belongs to the jth category. This is the probability that x belongs to

the jth category given that x must belong to one of the categories j ∈ {1, . . . , k}.

Therefore, the sum of the k posterior probabilities for each x is equal to one.

P (x) is given by
k

∑

i=1

pifi(x). The k posterior probabilities for x are given by



























P (j|x) =
pjfj(x)
k

∑

i=1

pifi(x)



























∀ j ∈ {1, . . . , k} (2.9)

and represent the confidence or uncertainty of the classification. Although the
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classification function values are related to the posterior probabilities by a scaling

of P (x), they are only suitable for classification and cannot be compared to deter-

mine the confidence of the classification since the range of possible classification

function values is not fixed.

The next section explains how the LDA output is used to determine the clas-

sification accuracy, classification uncertainty and the relative importance of each

variable in the classification in the context of the research aims given in section

1.3.

2.4.3 Linear discriminant analysis output

The output from LDA comprises:

1. The n assigned categories.

2. The posterior probabilities P (j|x) for category membership where j ∈

{1, . . . , k}. There are k posterior probabilities for each object x.

3. The Mahalanobis distance squared Dj(x) from each observation to each

category mean where j ∈ {1, . . . , k}. There are k distances for each object

x.

4. The classification functions parameters. There are m+ 1 of these for each

of the k classification functions.

The LDA classification accuracy can be determined by comparing the n as-

signed categories with the n actual categories. The uncertainty of the LDA

classification can be examined by analysis of the posterior probabilities. Finally,

the LDA classification function parameters represent the relative importance of

each predictor variable in the classification. However, since there are k classifi-

cation function parameters for each predictor variable, interpretation is difficult.

Additionally, if the predictor variables are scaled differently, this will also affect

interpretation of the parameters. In this thesis, the predictor variables are stan-
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dardised prior to the classification to compensate for this (see sections 4.7 and

5.4.4).

2.5 Geographically weighted discriminant analysis

2.5.1 Motivation

GWDA (Brunsdon et al. 2007) is an extension of LDA that enables the predic-

tion and analysis of categorical spatial data where the relationship between the

predictor variables and the categories varies spatially. This is also referred to

as spatial non-stationarity or spatial heterogeneity. If the relationship between

the predictor variables and the categories is non-stationary, GWDA would be ex-

pected to more accurately model the relationship between the predictor variables

thus providing a higher quality classification than LDA.

2.5.2 Geographical weighting and spatial non-stationarity

GWDA models spatial non-stationarity by allowing the parameters of the LDA

classification functions (see equation 2.7) to vary spatially (Brunsdon et al. 2007).

This is accomplished by allowing some or all of µj , Σ and pj to be functions of

geographical space u = (a, b) where a is the coordinate along the horizontal axis

(the easting) and b is the coordinate along the vertical axis (the northing). Local

estimates at u for each of these quantities are computed from objects in the

vicinity of u. Objects are geographically weighted in the calculation of the local

estimates according to their geographic distance from u so that distant objects are

less influential than nearby objects. The distance from u where the weight falls

to zero is referred to as the bandwidth, h. h may be constant (fixed) or spatially

varying (adaptive). In the latter case, h is a function of u and h(u) expands

and contracts depending on the local spatial density of the objects. An adaptive

bandwidth allows h(u) to contract where objects are geographically dense and

expand where there are fewer objects. h(u) is estimated by specifying that each

local estimate must contain a minimum of N nearest neighbours in each category.
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The geographical weighting of local estimates to model spatial non-stationarity

in GWDA is conceptually identical to the other geographically weighted methods

discussed in section 2.2.

Brunsdon et al. (2007) suggest a bisquare kernel weighting function to assign

geographical weights, wi to the objects surrounding the object currently being

classified, x. These are given by

wi(u) =











(1− (di/h)
2) if di < h

0 if di ≥ h
(2.10)

where di is the geographic distance between u and the ith object in the data set.

Using the bisquare kernel weighting function given by equation 2.10, the ge-

ographically weighted category means µj(u), pooled category covariance matrix

Σ(u) and prior probabilities pj(u) can be calculated at each geographical loca-

tion u. Inserting these in the LDA classification functions given by equation 2.7

results in a set of classification functions specific to each location u. These are

the GWDA classification functions.

2.5.3 Geographically weighted discriminant analysis equations

The geographically weighted mean for the jth category, µj(u) is given by

µj(u) =

∑

xi∈j

wi(u)xi

∑

xi∈j

wi(u)
(2.11)

where xi is the ith object belonging to the jth category and wi(u) is the geo-

graphical weight applied to the ith object. There are k geographically weighted

means at each geographical location u.

The geographically weighted covariance matrix for the jth category, Σj(u) is
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given by

Σj(u) =

∑

xi∈j

wi(u)
(

xi − µj(u)
) (

xi − µj(u)
)′

∑

xi∈j

wi(u)
(2.12)

where xi is the ith object belonging to the jth category, wi(u) is the geograph-

ically varying weight applied to the ith object and µj(u) is the geographically

weighted mean for the jth category. There are k geographically weighted covari-

ance matrices at each geographical location u.

The geographically weighted pooled covariance matrix Σ(u) is estimated by

computing a weighted average of the k geographically weighted covariance ma-

trices in equation 2.12 according to equation 2.6.

The geographically weighted prior probabilities for the jth class, pj(u) are

given by

pj(u) =

∑

xi∈j

wi(u)

∑

j

∑

xi∈j

wi(u)
(2.13)

where wi(u) is the geographically varying weight applied to the ith object belong-

ing to the jth category. There are k geographically weighted prior probabilities

at each geographical location u.

Cross-validation is used to identify the optimum number of nearest neigh-

bours, No. This involves calibrating the k GWDA classification functions at each

location u using the set of all objects in the data set, but excluding the object

at u. A range of different N is specified and No is that which maximizes either

the proportion of correct classifications, or the sum of the logs of the posterior

probabilities.

The next section describes how the GWDA output differs from the LDA

output described in section 2.4.3. It also explains how the GWDA output is

used to determine the classification accuracy, classification uncertainty and the

relative importance of each variable in the classification in the context of the

research aims given in section 1.3.
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2.5.4 Geographically weighted discriminant analysis output

The output from GWDA comprises:

1. The n assigned categories.

2. The posterior probabilities P (j|x) for category membership where j ∈

{1, . . . , k}.. There are k of these for each x.

3. The Mahalanobis distance squared Dj(x) from each observation to each

category mean where j ∈ {1, . . . , k}. There are k of these for each x.

4. The spatially varying classification functions parameters. There are m+ 1

of these for each of the k classification functions which gives a total of

(m+ 1)× k parameter surfaces.

5. The spatially varying bandwidth function h(u).

6. The spatially varying category means. There are k of these surfaces.

7. The spatially varying covariance matrix. There are m(m+1)
2 of these surfaces.

The first three items on this list are identical to the LDA output described in

section 2.4.3 in terms of complexity, although they will differ numerically if non-

stationarity is present. The final four items are unique to GWDA and add sig-

nificantly to the complexity of the output.

One way to make sense of complex geospatial data sets is through visualisa-

tion (Keim et al. 2003) and that is the approach followed in this thesis. To date,

the only attempt at visualising the GWDA output is contained in the paper by

Brunsdon et al. (2007). They note that simply following the GWR approach

(Fotheringham et al. 2002) and mapping each of the classification function pa-

rameters as separate univariate choropleth maps is likely to result in information

overload. Instead, they suggest mapping the spatial variation in posterior prob-

abilities for a fixed set of predictor variables. A distinctive hue is assigned to

each category and the map is coloured, either by the hue of the assigned category
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or by a mix of hues in proportion to the posterior probabilities. The difficulty

with the latter approach is perceptual, since it assumes that people are able to

decompose a colour formed by mixture of hues into the original hues and in the

correct proportions. We illustrate this with the following example. Figure 2.1

shows three hues used to represent three categories chosen optimally from the

CIELUV colour space. These hues were chosen to be as far apart and thus as

distinguishable as possible. The CIELUV colour model is a perceptually uniform

Figure 2.1: Using the CIELUV colour space to visualise a three-way proba-
bility vector. Source: Reprinted with permission of Prof. Chris Brunsdon
from Geographically Weighted Discriminant Analysis. Geographical Analysis
2007;39(4):376-396.

colour model developed by the Commission Internationale de l’Eclairage (CIE)

and uses three coordinates: L,U and V to represent colours (Slocum et al. 2009).

Equal distances in (L,U,V) space correspond to how humans perceive the change

in colour (Slocum et al. 2009). The three hues in figure 2.1 are defined for a fixed

value of L (luminance) since Brunsdon et al. (2007) note that zones on a map

with greater luminance values dominate. Thus the three hues in figure 2.1 are

chosen from the (U,V) plane only. Since people with normal colour vision are
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naturally sensitive to only three distinct colours (Slocum et al. 2009), colouring

by a mix of hues in proportion to the posterior probabilities is likely to be difficult

for more than three categories. A different, more general approach is therefore

required.

In a case study to demonstrate the effectiveness of GWDA, Brunsdon et al.

(2007) present another visualisation approach and colour maps by assigned cat-

egory. They fix the predictor variables at three levels: one standard deviation

below the mean, the mean and one standard deviation above the mean and use

small map multiples to show spatial variation in assigned categories for all com-

binations. This spatial variation is used as evidence for non-stationarity. A

disadvantage of the small multiple approach is that comparison of two geograph-

ical areas across a set of attributes is difficult (Slocum et al. 2009). In the case

of GWDA, 3m maps are required. This works for Brunsdon et al. since they use

two predictor variables which requires nine maps. However, the same approach

in our case-study would require 35 = 243 maps. This is not practical and again,

a different approach is required.

To solve these two problems, this thesis suggests a new approach that uses

techniques from the field of geovisual analytics.
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3 Geovisual analytics

3.1 Introduction

This thesis proposes to use techniques from geovisual analytics to investigate the

performance of GWDA. This chapter presents a review of the geovisual analytics

literature in the context of this research. The concept of and motivation for

geovisual analytics is explained and the historical background discussed. Example

applications of geovisual analytic methods from the literature are provided, with

an emphasis on applications that combine geovisual analytics and geographically

weighted methods. Finally, a justification for the use of geovisual techniques to

address the research aims (see section 1.3) is provided.

Geovisual analytics is the sub-discipline of visual analytics that deals with

spatial data (Andrienko et al. 2007). Visual analytics has been defined as com-

bining ‘automated analysis techniques with interactive visualisations for an effec-

tive understanding, reasoning and decision making on the basis of very large and

complex data sets’ (Keim et al. 2010).

Geovisual analytics involves the development of tools and techniques that

combine computational methods with interactive visual representations to make

sense of large complex multivariate spatio-temporal data sets. In this context,

make sense of refers to the transformation of data into information and ultimately

into new knowledge about the processes captured by the data. The transforma-

tion of data into information involves the detection of unexpected and hidden

patterns in the data. These patterns are interpreted by analysts in the context

of background knowledge and these interpretations are used to form new hy-

potheses. Testing these hypotheses results in new knowledge about the processes

captured by the data. The ultimate aim of geovisual analytic methods is to help

users gain insight into the data (Kang et al. 2011).

A very simple example of this is the use of the correlation coefficient with

a two-dimensional scatter plot to identify the strength of the linear relationship
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between two variables. The correlation coefficient is the result of a computational

method and quantifies the extent of a linear relationship between two variables.

However, if the relationship between the two variables is really non-linear the

information provided by the correlation coefficient could be misleading. Instead,

0
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20

25

0 2 4 6 8 10

Y

X

Figure 3.1: Plot of f(x) = x2. The relationship between the variables x and y is
mathematically precise (parabolic) but the correlation coefficient is 0.

a display of both variables on a two-dimensional scatter plot to show the rela-

tionship between them graphically can be used to hypothesize about the actual

mathematical relationship (see figure 3.1).

The motivation for geovisual analytics lies in the information overload prob-

lem posed by the increasingly large and complex multivariate spatio-temporal

data sets generated by researchers and industry. Existing visualisation techniques

are insufficient due to the magnitude and complexity of these data sets as well as

the ill-defined nature of exploratory data analysis (Keim et al. 2004; Andrienko

et al. 2007). Combining automatic methods with interactive visual representa-

tions of the data helps ‘foster new insights and encourages the formation and

validation of new hypotheses’ (Keim et al. 2004).
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3.2 Historical background

Although the terms ‘visual analytics’ and ‘geovisual analytics’ are relatively new

— the term ‘visual analytics’ has only been in use since 2005 (Andrienko et al.

2010), the combination of computational methods with visualization tools is

somewhat older. Shneiderman (2002) proposed combining statistical/data min-

ing algorithms with visual tools for exploratory data analysis. The goal of this

process is hypothesis generation and is very similar to what is today described as

visual analytics. Keim et al. (2003, 2004) proposed combining data mining algo-

rithms with interactive visual tools to search for patterns in large geo-spatial data

sets. Keim et al. (2004) believed that fully automated data mining algorithms

often produced unsatisfactory results and that a synthesis of automatic and vi-

sual methods would not only give better results, but lead to a higher degree of

user confidence in the results. This approach is analogous to geovisual analytics.

Geovisualization, an older term again, also deals with similar issues to geovi-

sual analytics. MacEachren and Kraak (2001) identified the integration of visual

and computational methods, data representation, interface design and cognitive

issues as being crucial themes of the geovisualization research agenda. Dykes et al.

(2005) also stress the interdisciplinary aspect of geovisualization which they de-

scribe as combining the disciplines of cartography, scientific visualisation, image

analysis, information visualisation, exploratory data analysis, and GIScience.

In the United States of America (US), the visual/geovisual analytics research

agenda is dominated by national security concerns as a result of the terrorist

attacks in New York on 11th, 2001. A significant challenge in preventing fu-

ture terrorist attacks lies in the analysis of large multi-dimensional multi-source

temporal data sets. These data sets might include details such as immigration

records, patterns of travel, telephone calls, names, affiliations and locations (for

example). The analytic goal is to identify patterns that might suggest terrorist ac-

tivity. The National Visualization and Analytics Center (NVAC) was established

in 2004 by the US Department of Homeland Security with the goal of helping to
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counter future terrorist attacks (Thomas and Cook 2005). In 2005, NVAC pub-

lished the book ‘Illuminating the Path’ (Thomas and Cook 2005) which defined

the term ‘visual analytics’ and provided a five year research agenda. Although

the research agenda was driven by issues of national security, the authors did

acknowledge that visual analytic techniques would have a significant impact on

other research areas (Thomas and Cook 2005).

The European geovisual analytics research agenda is driven by the VisMaster

consortium (http://www.vismaster.eu) but is not restricted to issues of na-

tional security or disaster management. The European research agenda includes

any problem with a spatial component. It also stresses the importance of both

the temporal and spatial components together (Andrienko et al. 2010). As an

application of geovisual analytics, Andrienko et al. (2007) define spatial decision

support as “computerized assistance to people in the development, evaluation,

and selection of proper policies, plans, projects or interventions where the prob-

lems have a geographic or spatial component”. Spatial decision support includes

more sophisticated multi-criterial decision analysis methods for site selection,

forestry, emergency response or hazard avoidance (Andrienko et al. 2007, 2010).

The European visual analytics research agenda “Mastering the information age:

solving problems with visual analytics” (Keim et al. 2010) was published in 2010.

There are diverse applications of geovisual analytic techniques in the literature

including: archaeology (Huisman et al. 2009), thermography (Danese et al. 2009),

climatology (Steed et al. 2009), remote sensing (Ahmed et al. 2009), textual

analysis (Tomaszewski et al. 2011; Luo et al. 2012) and analysis of geo-tagged

social networking data (Jankowski et al. 2010), to name a few examples.

3.3 Geovisual analytics and spatial statistics

Geovisual analytic methods have been successfully used to interpret the output of

various spatial statistical methods. Demšar et al. (2008a) use a geovisual analyt-

ics environment to identify multivariate spatial and non-spatial relationships and
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patterns in the output of GWR. Their geovisual analytics environment was con-

structed using GeoVISTA Studio (Gahegan et al. 2002) and uses a self-organizing

map, a geographic map and a PCP to identify clusters of observations in param-

eter space. Demšar et al. (2008b) also demonstrate the ability of geovisual ana-

lytics methods to discover expected patterns in the output of STGWR. Demšar

and Harris (2011) use geovisual analytic tools from the GeoViz Toolkit (Hardisty

and Robinson 2011) to evaluate and assess the performance of moving window

kriging, a non-stationary spatial prediction method. Dykes and Brunsdon (2007)

combined geographically weighted local statistics and interactive visualizations

(so-called geowigs) and used them to explore a multivariate spatial data set.

For these reasons, it is anticipated that the application of geovisual analytic

methods to the GWDA output has the potential to improve on the existing

techniques described in section 2.5.4.
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4 Methodology

4.1 Introduction and software

This section describes the interactive geovisual analytic tools that have been

developed to investigate the performance of GWDA (see figure 4.1). These tools

are demonstrated in a case study that is described in chapter 5.

Figure 4.1 consists of the following visualisations (top left to bottom right):

• Interactive legends for the actual categories, assigned LDA and GWDA

categories, the five predictor variables, the GWDA classification uncertainty

and the GWDA classification function parameters.

• A treemap to explore the GWDA posterior probabilities.

• Two thematic maps showing the spatial distribution of categorical or contin-

uous variables. These maps can be used to show the spatial distribution of

the actual categories, assigned LDA categories, assigned GWDA categories

and the five predictor variables.

• A treemap to explore the significance of the GWDA classification function

parameters for each object in the data set.

• A PCP to investigate the relationship between the actual categories and

predictor variables.

• Fluctuation diagrams to visualise the LDA and GWDA confusion matrices.

• A slider to detect outliers at different significance levels.

The design of these tools is based on the structure of the existing geovisual

analytics environments, GeoVISTA Studio (Gahegan et al. 2002) and the GeoViz

Toolkit (Hardisty and Robinson 2011). The geovisual analytic tools developed

for this research use multiple linked views, dynamic interaction with selection

and brushing and additional methodologies for statistical analyses of spatial non-

stationarity, classification uncertainty and detection of outliers. Details of the
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software libraries used to construct the visualisations are provided in the appen-

dices.

These geovisual analytic tools implement the seven basic ‘tasks’ for informa-

tion visualisation as far as possible (Shneiderman 1996):

• Overview: The default for each view is to provide an overview of all objects

in the data set.

• Zoom: Interactive panning and zooming is available on all views.

• Filter: Interactive selection using the mouse is available on all views. Tra-

ditional boolean selection where objects must be either ‘selected’ or ‘uns-

elected’ is restrictive when exploring the conditional distributions of cate-

gorical data. Therefore, a method of ternary selection is proposed instead.

This means an object must be in one of three states:

– ‘Hidden’. These objects do not appear in any view nor are they used

in statistical calculations. This feature is activated using a hot-key.

– ‘Unselected’. These objects are coloured pale grey in all views. They

are equivalent to ‘unselected’ objects using boolean selection.

– ‘Selected’. These objects are in colour and placed above ‘unselected’

objects. They are equivalent to ‘selected’ objects using boolean selec-

tion.

Ternary selection is based on the concept of Degree of Interest (Wills 2008).

Ternary selection allows the user to focus initially on a particular subset of

the data by hiding non-relevant data and create further selections within

this subset. This feature is particularly useful when exploring the nature of

the differences between the correctly classified and misclassified objects for

a specific category.

• Details-on-demand: When objects in different views are brushed with the

mouse, the objects are highlighted and pop-up labels appear with detailed
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information about them.

• Relate: All views are linked and communicate using events. The following

events have been defined; Colour Events, Brushing Events and Degree of

Interest events.

• History: A history type mechanism has not been implemented.

• Extract: It is possible to save high quality pdf images of each view to

capture the visual representation of identified patterns.

In the remainder of this chapter, each of the geovisual analytics tools shown

in figure 4.1 is described in detail, together with the tasks for which they were

developed in the context of GWDA.

4.2 Interactive legends and thematic maps

The interactive legends shown in figure 4.2, together with the dynamically linked

thematic maps in figure 4.4 are used to explore the spatial distribution of the

actual categories, the assigned LDA and GWDA categories and the predictor

variables.

The legend in figure 4.2(a) uses categorical data, in this case the outcome of

the 2004 US presidential election. The five classed legends in figures 4.2(b), 4.2(c),

4.2(d), 4.2(e) and 4.2(f) use continuous data, classified into quartiles. These five

variables are the predictor variables for the LDA and GWDA classifiers used in

the case study that is described in chapter 5.

The system of linked geovisual analytic tools shown in figure 4.1 uses two

thematic maps. One of these is dynamically linked to the categorical legend and

the other is linked to the predictor variable legends. Clicking the Colour button

in the top left-hand corner of each legend updates the linked thematic map with

the associated colour scheme in real time, allowing rapid comparison of the spatial

distributions of the categories and the predictor variables.
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Selection of individual classes within each legend is possible by mouse-clicking

within the class to be selected. This enables analysis of the spatial and non-spatial

distributions of each continuous variable for each category of the categorical vari-

able (Theus and Urbanek 2009). Similarly, classes for continuous variables can be

selected and the spatial and non-spatial distributions of the categories and other

continuous variables can be compared. The height of each legend class changes in

response to selections so that the coloured part of the legend class is proportional

to the number of foreground objects (see figure 4.3).

The legend classes can also be brushed with the mouse. Brushing each class

displays a pop-up label containing the number of selected and unselected objects

in that class. Hidden objects are excluded (see the explanation of ternary selection

in section 4.1).

4.3 Interactive parallel coordinates plot

A PCP is visualisation technique to represent high-dimensional data sets on a

two-dimensional surface (Inselberg 2002). Variables are represented by a series

of parallel axes with either a vertical or horizontal orientation. Objects in the

data set are represented by continuous lines that intersect each axis at a point

corresponding to the value of the associated variable. The PCP is best suited to

represent continuous data although the lines can also be coloured according to

the value of an additional variable which may be either categorical or continuous.

The PCP thus provides both an overview of multivariate relationships in the data

as well as retaining details of each individual object in the data.

The relationship between the categories and the predictor variables is explored

with the interactive PCP shown in figure 4.5. The lines in this PCP are coloured

blue if the associated county was won by George Bush and red if the associated

county was won by John Kerry. This colour scheme is inherited from the legend

in figure 4.2(a).

A difficulty with PCPs is over-plotting when the number of objects is large.
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The PCP in figure 4.5 implements two ways to reduce visual clutter:

1. The axes are automatically ordered so that the sum of the correlations

between adjacent axes is maximized. This means that highly correlated

variables tend to be clustered which minimizes the number of ‘line cross-

ings’. The heuristic OSL2 (Ordering Single Link) algorithm suggested by

Hurley (2004) is used to automatically order the axes. It is also possible

for the user to manually change the axes position using the mouse since the

OSL2 algorithm is not guaranteed to identify the optimal solution.

2. The opacity of the lines can be adjusted using a slider in the PCP menu

bar. This makes it easier to contrast areas of high line density with areas

of low line density (Theus 2008).

The scale for the axes in the interactive PCP shown in figure 4.5 can also

be changed, as suggested by Andrienko and Andrienko (2001). A ‘Scaling’ drop-

down list in the PCP menu bar allows three different scalings to be applied:

1. Minimum-maximum scaling. Each variable is scaled linearly from the min-

imum to the maximum point on each axis (this is the default). The PCP

in figure 4.5 has this scaling.

2. Scaling by median and quartiles. The median of each variable is mapped

to the mid-point of each axis and the first and third quartiles mapped to

the same horizontal lines for all variables. The remaining values are found

by linear interpolation. The PCP in figure 4.11(b) has this scaling. The

median for each variable is represented by a yellow circle superimposed on

the associated axis. The position of the first and third quartiles is marked

by a short yellow horizontal bar and the inter-quartile range, by a vertical

yellow bar.

3. Scaling by mean and standard deviation. The mean of each variable, x̄ is

mapped to the mid-point of each axis and x̄− σ and x̄+ σ are mapped to
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the same horizontal line for all variables. The remaining values are found

by linear interpolation.

Objects within each category (election outcome) can be selected by mouse-

clicking in the interactive categorical legend (figure 4.2(a)). Lines for unselected

objects are coloured grey in the PCP (see figure 4.11(b)).

Since GWDA involves inversion of the covariance matrix, high correlations

between pairs of predictor variables can result in very small determinants and

hence un-invertible matrices. Additionally, the inclusion of two highly correlated

variables results in redundant information in the model and one of them should

therefore be excluded from the analysis. Scatter plot matrices are commonly

used to visually identify correlations between pairs of predictor variables but

they occupy a lot of screen space for even a moderate number of variables. This

thesis suggests using the PCP to identify highly correlated variables as follows:

1. The correlations between pairs of predictor variables are displayed at the

top of the PCP between the associated axes.

2. The PCP axes are automatically ordered so that highly correlated variables

are placed next to each other, as described above.

3. The order of the PCP axes can also be changed by the user using the mouse

to explore the effect of different orderings. Wegman (1990) showed that for

an m dimensional PCP, m+1
2 re-orderings are required to see all adjacencies

between the variables.

Although a multicollinearity analysis should be done prior to classification,

this research proposes using GWDA for exploratory purposes and therefore does

not focus on this issue. If the results indicate multicollinearity, there are two

options. Either one of the highly correlated variables should be omitted from the

model or alternatively, the first few few principal components of the predictor

variables should be used as predictor variables for the model. Brunsdon et al.

(2007) take the latter approach in their case study.
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4.4 Fluctuation diagram

In remote sensing, a well-known method used to assess the classification accuracy

is the confusion matrix (Afifi et al. 2004). This research uses graphical represen-

tations of the LDA and GWDA confusion matrices to assess their classification

accuracies.

The confusion matrix works as follows. If there are k categories, a k×k matrix

is required to tabulate all the possible combinations of actual and assigned cate-

gories. The cell in row i and column j, ci,j of the confusion matrix contains the

number of objects assigned to category i but belonging to category j. Each diag-

onal cell contains the number of correctly classified objects in the corresponding

category. Each off-diagonal cell contains the number of misclassified objects for

that combination of i and j. Summing the rows of the confusion matrix (
∑

i ci,j)

gives the number of objects belonging to each category. Summing the columns

of the confusion matrix (
∑

j ci,j) gives the number of objects assigned to each

category.

Fluctuation diagrams are commonly used in matrix visualisation (Hofmann

2008). In a fluctuation diagram, a r × c matrix is represented by a fluctuation

diagram with r× c tiles so that the area of each tile is proportional to the corre-

sponding matrix cell value. Therefore, fluctuation diagrams are used to represent

confusion matrices in this research.

Interactive fluctuation diagrams were developed to visualise and explore the

LDA and GWDA confusion matrices. Figure 4.6(a) shows the LDA confusion

matrix and figure 4.6(b) shows the GWDA confusion matrix from the case study

data set using fluctuation diagrams (see section 5.2.2). Since there are only

two possible election outcomes for each county, Bush or Kerry, both confusion

matrices are of size 2× 2.

In this implementation, the following novel features have been added to a fluc-

tuation diagram to make it suitable for exploring the LDA and GWDA confusion

matrices:

38



(a
)
L
D
A

co
n
fu
si
on

m
at
ri
x.

(b
)
G
W

D
A

co
n
fu
si
on

m
at
ri
x.

F
ig
u
re

4.
6:

V
is
u
al
is
at
io
n
of

th
e
L
D
A
an

d
G
W

D
A
co
n
fu
si
on

m
at
ri
ce
s
u
si
n
g
in
te
ra
ct
iv
e
fl
u
ct
u
at
io
n
d
ia
gr
am

s.
T
h
e
co
lu
m
n
s
of

th
e
fl
u
ct
u
at
io
n

d
ia
gr
am

s
ar
e
co
lo
u
re
d
ac
co
rd
in
g
to

th
e
le
ge
n
d
in

fi
gu

re
4.
2(
a)

so
th
at

co
u
nt
ie
s
w
on

by
G
eo
rg
e
B
u
sh

ar
e
co
lo
u
re
d
b
lu
e
an

d
co
u
nt
ie
s
w
on

by
Jo
h
n
K
er
ry

ar
e
co
lo
u
re
d
re
d
.

39



• The area of each fluctuation diagram cell is proportional to the number

of objects in the confusion matrix cell, divided by the number of objects

in the corresponding category. This method highlights cells with a high

classification/misclassification accuracy rather than simply cells with a large

number of objects.

• The columns of the fluctuation diagram are ordered by classification accu-

racy from left to right, in descending order.

• The fluctuation diagram cells are coloured according to their actual cate-

gory. The columns of the fluctuation diagrams in figures 4.6(a) and 4.6(b)

are coloured according to the legend in figure 4.2(a). This is a useful per-

ceptual cue to indicate the actual category that each cell represents. The

assigned category labels are shown at the end of each row. If there are

even a moderate number of categories, the category names would overlap if

displayed at the top of each column. Therefore, only one column name is

displayed at a time and this appears when cells are brushed with the mouse.

• Interactivity is permitted through selection and brushing of each cell in the

fluctuation diagram. Brushing each cell displays a pop-up label containing

the expected number of objects assigned to that cell and the assigned num-

ber of objects. All objects in a cell can also be selected by clicking with the

mouse within the cell.

• The actual classification accuracy is shown in the upper right corner of

the fluctuation diagram (first percentage). The figure in parentheses is

the classification accuracy if the classification was based on chance. It is

computed using the observed category frequencies as prior probabilities. If

pj is the prior probability that an object belongs to category j (see section

2.3.2), then pj2 is the probability that an object belonging to category j is

assigned to category j.
∑

j pj
2 is therefore the total probability of correct

classification. This figure provides a benchmark to interpret the actual
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classification accuracy (Afifi et al. 2004).

4.5 Posterior probability treemap

A treemap is a method to visualise hierarchical data using a recursive partitioning

of space (Urbanek 2008). Each node in the hierarchical data set is represented by

a rectangle. Starting with the root node, each rectangle is partitioned so that the

area of each partition is proportional to the value the corresponding child node.

Partitioning ends when there are no further child nodes — these are referred to

as leaves.

In discriminant analysis, each object in a k category data set is characterised

by k posterior probabilities. Although they do not form a traditional hierarchical

data set in the manner described above, the posterior probabilities for each object

represent a hierarchy with a single level. This suggests a treemap approach might

be appropriate. Figure 4.7(a) shows a treemap visualisation an example of the

GWDA posterior probabilities after GWDA was applied to the case study data

set (see section 5.2.2).

The treemap implementation used in this research has only one layer in the

hierarchy. It works as follows:

Each object is represented by a square which is sub-divided into k sub-

rectangles so that the area of the jth sub-rectangle is proportional to the jth

posterior probability (there are k categories). The sub-rectangles are assigned

colours corresponding to the category each posterior probability refers to (see the

legend in figure 4.2(a)). The objects are ordered from bottom left to top right

according to the posterior probability of a particular category which is chosen

using the ‘Ordering’ drop-down list in the menu bar of the treemap. The slider

on the menu bar allows adjustment of the scale at which brushed objects are

drawn. This is useful when there is a large number of objects. When the scale

is greater than one, the square representing the brushed object is magnified and

appears slightly transparent to preserve context.
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(a) Treemap visualisation of GWDA posterior probabilities for 3107 US counties. Each county
is represented by a cell which is subdivided in proportion to the posterior probabilities for that
county.

Figure 4.7: Visualisation of the GWDA posterior probabilities for the 2004 US
presidential results using an interactive treemap. The treemap cells are coloured
according to the legend in figure 4.2(a) so that the areas representing the poste-
rior probabilities for George Bush are coloured blue and areas representing the
posterior probabilities for John Kerry are coloured red.
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(b) A county (Franklin, Massachusetts) from
figure 4.7(a) that was classified with a high level
of uncertainty

Figure 4.7: Visualisation of the GWDA posterior probabilities using an interactive
treemap. The treemap cells are coloured according to the legend in figure 4.2(a)
so that the areas representing the posterior probabilities for George Bush are
coloured blue and areas representing the posterior probabilities for John Kerry
are coloured red.

The posterior probability treemap is used to explore uncertainty in the classi-

fication and to identify objects classified with a low degree of confidence, such as

the object in figure 4.7(b). Because the visualisations in this geovisual analytics

system shown in figure 4.1 are linked, the attributes of these objects can be ex-

plored. This enables the identification of clusters of similar objects in attribute

and geographic space.

In figure 4.7(a) there are two categories and each square is broken into two

sub-rectangles. The squares are ordered according to the posterior probability

for the first category. Figure 4.8 shows a treemap visualisation of the GWDA

posterior probabilities for a data set with five categories and 585 objects. This

shows the nature of the partitioning more clearly than a data set with only two

categories.

Brushing each cell in the treemap highlights it in yellow and displays a pop-up

label showing the category that object is assigned to. When there is sufficient

room, either after zooming or by adjusting the scale slider, the actual posterior
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(a) Treemap visualisation of the GWDA posterior probabilities for five categories and 585 cells.

Figure 4.8: Visualisation of the GWDA posterior probabilities for a five category
dataset using an interactive treemap.
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(b) A cell from figure 4.8(a) that was classified with a high level of uncertainty.

Figure 4.8: Visualisation of the GWDA posterior probabilities for a five category
dataset using an interactive treemap.
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probability values are drawn in the centre of each sub-rectangle for the brushed

object (see figures 4.7(b) and 4.8(b)).
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4.6 Assessing the classification quality

The quality of the classification provided by LDA and GWDA can be compared

in three ways:

• Comparison of the classification accuracies of GWDA and LDA is possible

using two fluctuation diagrams side by side (see figures 4.6(a) and 4.6(b)).

• The classification accuracies of GWDA and LDA will be very similar or

identical if there is minimal non-stationarity. A more subtle approach is

to compute the odds ratio of the GWDA and LDA posterior probabilities

for membership of the actual categories. This is a simple ratio where the

GWDA posterior probability is the dividend and the LDA posterior proba-

bility is the divisor. If the odds ratio is equal to one, both methods predict

membership of the actual category with the same degree of confidence. If

the odds ratio is greater than one, GWDA predicts membership of the actual

category with greater confidence. If the odds ratio is less than one, LDA

predicts membership of the actual category with greater confidence. Figure

4.9 compares the performance of GWDA and LDA using this methodology.

Figure 4.9(a) is an interactive legend showing the odds ratio values assigned

to each object in the data set. A blue-white-red diverging colour scheme

is used so that odds ratio values greater than one are assigned increasingly

darker shades of red and odds less than one are assigned increasingly darker

shades of blue. Odds ratios of one are assigned white. Figure 4.9(b) is a

thematic map showing the spatial distribution of the odds ratio values.

• The GWDA and LDA assigned categories can also be mapped and com-

pared to identify geographical variations between the two models (see figures

4.4(b) and 4.4(c)).
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4.7 Spatial non-stationarity in the classification functions

GWDA models spatial non-stationarity in the relationship between the categories

and the predictor variables through the spatially varying classification function

parameters (see section 2.5.2). If the predictor variables are standardised prior to

the classification, the parameters measure the relative contribution each variable

makes towards the corresponding classification function. The extent and nature

of spatial non-stationarity in the GWDA classification functions is explored by

taking the winning classification function for each geographical area and compar-

ing the parameter values for each variable. The variables are also ordered by the

absolute value of the parameters. This allows the most influential variable(s) to

be determined, in terms of assigned category for each geographical area. Figure

4.10 shows the linked visualisation tools used to analyse spatial non-stationarity

in the classification functions.

Figure 4.10(a) is an interactive categorical legend showing the colours assigned

to each predictor variable and figure 4.10(b) is a thematic map showing the spatial

distribution of the most important variable for each county. Figure 4.10(c) is a

treemap visualisation showing the absolute parameter values for each county.

This treemap is conceptually identical to that described in chapter 4.5 except

that the area of each sub-rectangle is proportional to the absolute contribution

of each variable to the winning classification function at each location instead

of a posterior probability. The treemap is ordered by the contributions of the

variable % white (pink) from most negative to most positive. Counties where

the importance of this variable is strongly negative are shown at the bottom of

the treemap. Counties where the importance of this variable is strongly positive

are shown at the top of the treemap. The case study described in chapter 5

demonstrates how this representation enables a visual analysis of spatial non-

stationarity.

49



(a
)
G
W

D
A

p
ar
am

et
er

le
ge
n
d
.

(b
)
T
h
em

at
ic

m
ap

sh
ow

in
g
th
e
sp
at
ia
l
d
is
tr
ib
u
ti
on

of
th
e
m
os
t
si
gn

ifi
ca
nt

G
W

D
A

cl
as
si
fi
ca
ti
on

fu
n
ct
io
n
p
ar
am

et
er
s.

T
h
is

m
ap

is
co
lo
u
re
d
ac
co
rd
in
g
to

th
e
le
ge
n
d
in

fi
gu

re
4.
10

(a
).

F
ig
u
re

4.
10
:
V
is
u
al
is
at
io
n
of

sp
at
ia
l
n
on

-s
ta
ti
on

ar
it
y
in

th
e
G
W

D
A

cl
as
si
fi
ca
ti
on

fu
n
ct
io
n
p
ar
am

et
er
s.

T
h
e
co
lo
u
rs

as
si
gn

ed
to

ea
ch

p
ar
am

et
er

ar
e
sh
ow

n
in

fi
gu

re
4.
10
(a
).

50



(c) Visualisation of the absolute GWDA classification function parameter values for each county
using an interactive treemap. This treemap is coloured according to the legend in figure 4.10(a).

Figure 4.10: Visualisation of spatial non-stationarity in the GWDA classification
function parameters. The colours assigned to each parameter are shown in figure
4.10(a).

51



(d) A single cell from the interactive treemap in figure 4.10(c) showing the absolute GWDA
classification function parameter values for a single county.

Figure 4.10: Visualisation of spatial non-stationarity in the GWDA classification
function parameters. The colours assigned to each parameter are shown in figure
4.10(a).
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4.8 Outliers

A method to automatically detect multivariate outliers within each category has

also been implemented. The Mahalanobis distance squared from each observation

to its category mean follows a chi-squared distribution with m degrees of freedom

(Manly 2005) and this is used to identify outliers at different significance levels.

Figure 4.11 shows 32 outliers detected at the 1% significance level for counties

won by George Bush in a map (figure 4.11(a)) and a PCP (figure 4.11(b)). The

PCP is scaled so that the median is mapped to the midpoint of each axis and

the horizontal yellow bars mark the position of the second and third quartiles on

each axis (see section 4.3). A slider is provided for users to adjust the significance

level interactively (figure 4.11(c)).
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(a) Thematic map showing the spatial distribution of 32 multivariate outliers in the set of counties
won by George Bush. These outliers were detected at the 1% significance level by adjusting the
interactive slider in figure 4.11(c).

(b) PCP showing the relationship in attribute space between the 32 outliers shown in figure
4.11(a) and all other counties won by George Bush. The PCP is scaled so that the median is
mapped to the midpoint of each axis and the horizontal yellow bars mark the position of the first
and third quartiles on each axis.

(c) Interactive slider to control the significance level of the outliers
displayed in figures 4.11(a) and 4.11(b).

Figure 4.11: Visual analysis of multivariate outliers.
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5 Case study

5.1 Introduction

This chapter describes a case study demonstrating the use of the geovisual ana-

lytic tools described in chapter 4 to investigate the performance of GWDA. The

case study uses GWDA to model the relationship between the 2004 US presi-

dential election results and five socio-economic indicators. Since GWDA won’t

necessarily work well with all categorical spatial data sets, the data requirements

of the method are explained first. Then, the data set used for the case study is

described. Next, the implementation of GWDA used for the case study is ex-

plained. Finally, the visualisation tools from chapter 4 are used to investigate the

performance of the GWDAmodel in terms of classification accuracy, classification

uncertainty and spatial non-stationarity.

5.2 Selecting a data set

5.2.1 Data requirements

As explained in section 1.1, GWDA can only be used for social science applications

since non-stationarity does not occur in the physical sciences. This is because

physical laws do not vary spatially and therefore any apparent variation in the

relationship between the categories and the predictor variables must be accounted

for by additional variables.

As explained in section 2.3.1, discriminant analysis can be used, either to

quantify the relative importance of each predictor variable in determining the

categories or for supervised classification. However, GWDA is much better suited

to analytical/descriptive type applications rather than supervised classification

and Brunsdon et al. (2007) take an analytical/descriptive approach in their case

study. The reason why GWDA is not well suited to supervised classification is

because geographical position is taken into account when calibrating the clas-

sification functions. Training data are required for supervised classification and
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these are used to calibrate the GWDA classification functions. Thus, the resulting

GWDA model reflects the spatial distribution of the training categories. If the

spatial distribution of the training categories does not reflect the spatial distribu-

tion of the actual categories, objects could be misclassified by the GWDA model.

However, the spatial distribution of the actual categories may not be known in

advance and this makes it difficult to choose “good” training data locations. Ad-

ditionally, the number of training data objects tends to be small relative to the

number of unclassified objects. For example, Serra et al. (2007) use a training

data set of area 41.5ha to train a discriminant analysis classifier which is subse-

quently used to classify a data set of area 20, 363ha. It is difficult to approximate

the spatial distribution of the actual categories with so few training data objects.

Although Brunsdon et al. (2007) used fixed and adaptive bandwidths in their

case study, this research found that an adaptive bandwidth approach works better

in most cases. This is due to the nature of discriminant analysis, which requires

k classification functions to classify a k category data set (see section 2.3). If a

fixed bandwidth is used it must be chosen so that data for each of the k categories

is reachable from each geographical location. If the fixed bandwidth is too small,

it will not be possible to calibrate classification functions for all k categories

from some locations. If the fixed bandwidth is too big, the local variations that

GWDA is intended to model could be missed. Choosing a fixed bandwidth under

these circumstances is extremely difficult. If GWDA is to be used with a fixed

bandwidth, the spatial distribution of the categories should be evenly mixed

throughout the data.

An adaptive bandwidth works better since it is specified as the minimum

number of objects in each category required for calibration of the corresponding

classification function, rather than a fixed distance. However, the spatial distri-

bution of the categories also affects the adaptive bandwidth. If the categories

are not reasonably evenly spatially mixed, the resulting adaptive bandwidths can

extend over the entire data set. The principle of local weighting is not applied
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and the GWDA results are virtually identical to the LDA results.

To summarise, GWDA is suited to modelling processes in the social sciences

where the categories are reasonably evenly mixed spatially.

5.2.2 Case study data set: 2004 US presidential election results

This case study uses the sample data set from the Exploratory Spatio-Temporal

Analysis Toolkit (ESTAT) Geovisualization toolkit, developed by researchers at

the GeoVISTA Center, Pennsylvania State University. (www.personal.psu.

edu/users/a/c/acr181/election.html, accessed on the 8th of November 2011).

This data set contains the 2004 US presidential election results at county level

together with a selection of socio-economic variables.

There were three candidates in the 2004 US presidential election: George

Bush, John Kerry and Ralph Nader who failed to win any counties. Although

figure 4.4(a) shows a definite spatial pattern to the election results, and George

Bush won more than four times as many counties as John Kerry (2531 to 576),

the categories are reasonable spatially mixed to some extent (see the data require-

ments described in section 5.2.1). The exception to this pattern is the mid-west

where John Kerry failed to win any counties.

The case study in the original GWDA paper by Brunsdon et al. (2007), uses

GWDA to explore the relationship between the outcome of the 2005 UK general

election and the following six census variables:

1. The percentage of economically active males unemployed.

2. The percentage of the adult population with no qualifications.

3. The percentage of pensioners in the population.

4. The percentage of non-white people in the population.

5. The percentage of owner occupied households.

6. The percentage of lone-parent households.
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This case study uses five socio-economic variables from the ESTAT sample

data set as predictor variables and four of these are similar to the above. They

are:

1. The percentage unemployed.

2. The percentage of adults over 25 with 4+ years of college education.

3. The percentage of persons over the age of 65.

4. The percentage white.

5. The percentage urban.

These first four variables are equivalent to the first four variables used in the

study by Brunsdon et al. (2007). Since the ESTAT sample data set did not

contain similar variables for the percentage of owner occupied households or the

percentage of lone-parent households, these were omitted these from the analysis.

A new variable, % urban was added following a suggestion from the developers

of the ESTAT application.

Four counties: Clifton Forge, Virginia; Mono, California; South Boston, Vir-

ginia and Yellowstone National Park, Montana recorded an equal number or no

votes for Bush and Kerry. These were omitted from the analysis leaving a total

of 3, 107 counties.

Since the ESTAT shape file is in decimal degrees and the version of GWDA

developed for this research requires the computation of Euclidean distances, the

data set was projected with a distance preserving planar projection (US Contigu-

ous Equidistant Conic) in ArcGIS 10 prior to the classification.

Although not all five US socio-economic variables are normally distributed,

which is a theoretical requirement for GWDA (see section 2.4.1), this thesis uses

GWDA as an exploratory method. In this context, the issue of multivariate

normality is outside the scope of the research.
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5.3 Implementation of geographically weighted discrimi-

nant analysis

GWDA was implemented as described in section 2.5.3. However, although the

category means and covariance matrices were allowed to vary spatially, the prior

probabilities were equal and fixed. This was for two reasons. Firstly, there was

no reason to assume a natural bias in the 2004 US election results. Secondly, the

discussion generated by the original GWDA case study of Brunsdon et al. (2007)

concluded that the GWDA classification accuracy is improved by equal prior

probabilities (Johnston and Pattie 2009; Brunsdon 2009), although the reasons

for this are not clear.

The GWDA model was calibrated using an adaptive bandwidth (see section

5.2.1) and a bisquare kernel (see equation 2.10). Cross-validation was used to

choose the optimum number of nearest neighbours by maximizing the proportion

of correct classifications. 500 was chosen as a reasonable maximum number of

neighbours since the total number of counties won by a single candidate was only

576 (John Kerry). The minimum number of neighbours was set at 20 since it was

felt that calculations of the covariance matrices for fewer than 20 counties could

be unstable. The results from the cross-validation are shown in figure 5.1 and the

the optimum number of nearest neighbours was identified as 40 (see the object

marked by the dashed line).

Following this, the GWDA model was calibrated for the same data set using

an optimum number of nearest neighbours of 40 and a bisquare kernel. The

five predictor variables were also standardised prior to classification so that the

classification function parameters could be compared (see section 2.4.3). The

results are discussed in the next section.
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5.4 Results

5.4.1 Introduction

The quality of the GWDA classification was assessed in terms of the classifi-

cation accuracy and classification uncertainty. Then the classification function

parameters were examined for evidence of non-stationarity using the methodology

described in chapter 4.

5.4.2 Assessing the classification accuracy

The fluctuation diagrams described in section 4.4 were used to compare the clas-

sification accuracies of GWDA and LDA.

The LDA confusion matrix is shown in table 5.1 and visualised in the fluctu-

ation diagram in figure 4.6(a).

Table 5.1: LDA confusion matrix

Bush Kerry Total

Bush 1939 229 2168
Kerry 592 347 939

Total 2531 576 3107

The GWDA confusion matrix is shown in table 5.2 and visualised in the

fluctuation diagram in figure 4.6(b).

Table 5.2: GWDA confusion matrix

Bush Kerry Total

Bush 2214 125 2339
Kerry 317 451 768

Total 2531 576 3107

The LDA classification accuracy is 73.58% (see figure 4.6(a)) and the GWDA

classification accuracy is 85.77% (see figure 4.6(b)). If the data were classified

by chance, using the observed categories frequencies as prior probabilities, the
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classification accuracy would be 69.8%. The GWDA classification accuracy is a

significant improvement on both the LDA and chance classification accuracies.

Brushing the fluctuation diagram cells in figure 4.6 revealed that the number of

misclassified counties was 821 with LDA but only 442 with GWDA. The majority

of this improvement is due to a reduction in the number of counties won by Bush

but assigned to Kerry (592 with LDA versus 317 with GWDA).

Examination of the thematic maps in figure 4.4 reveal that the spatial pattern

of the election results is also captured more accurately by GWDA. Comparison

of the map of the actual election results (figure 4.4(a)) with the LDA assigned

election results (figure 4.4(b)) reveals an interesting spatial pattern to the LDA

misclassifications. Counties in California, the South and the East Coast tend to

be assigned to Kerry by LDA while counties in the interior of the US tend to be

assigned to Bush. For example, counties in New England and Minnesota were

won by Kerry but assigned to Bush by LDA, while many counties in California

and the South were won by Bush but assigned to Kerry. The spatial pattern of

the GWDA assigned election outcome (figure 4.4(c)) does not display this trend

and is a closer match to the actual results in figure 4.4(a).

One justification for the use of GWR is when strong spatial autocorrelation

of the residuals is observed in traditional linear regression models (Fotheringham

et al. 2002). If spatial autocorrelation of the residuals is much lower with GWR

this is because geographically weighted models are better able to capture non-

stationarity in the data. In the context of GWDA, the equivalent of regression

residuals are misclassifications. Selection of the LDA and GWDA misclassified

counties is possible by clicking with the mouse in the off-diagonal cells of the

fluctuation diagrams in figure 4.6. Since the fluctuation diagrams are dynami-

cally linked to the thematic maps the spatial patterns of the LDA and GWDA

misclassifications can be seen in figure 5.2.

Figure 5.2(a) shows a clear pattern of spatial clustering in the LDA residuals.

However, significantly less spatial clustering is evident in the GWDA residual map
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(a) The LDA misclassified counties.

(b) The GWDA misclassified counties.

Figure 5.2: Thematic maps showing the spatial distribution of US counties mis-
classified by LDA and GWDA. The counties are coloured according to the legend
in figure 4.2(a) so that counties assigned to George Bush are coloured blue and
counties assigned to John Kerry are coloured red.
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in figure 5.2(b). Following the logic of GWR, this indicates that the relationship

between the election results and predictor variables is indeed non-stationary.

5.4.3 Assessing the classification uncertainty

The posterior probability treemap described in section 4.5 was used to explore

uncertainty in the GWDA classification and further compare the performance of

LDA and GWDA.

The treemap for the GWDA posterior probabilities is shown in figure 4.7(a).

The cells are placed in ascending order from bottom left to top right according

to the value of the posterior probability for Kerry which is coloured red. The

posterior probability for Bush is shown in blue. These colours are identical to the

colours used in the categorical legend for the election outcome in figure 4.2(a).

Cells dominated by red towards the top of the treemap or blue towards the bottom

represent counties classified with a low level of uncertainty. Some cells however

were classified with a high level of uncertainty, such as Franklin, Massachusetts

(figure 4.7(b)). Using the mouse, 183 counties classified by GWDA with a high

level of uncertainty were selected from the middle of the posterior probability

treemap (see figure 5.3(a)). These are counties where the posterior probabilities

for a Bush or Kerry outcome are almost equal and range from 0.46 for Kerry and

0.54 for Bush in the lower left to 0.55 for Kerry and 0.45 for Bush in the upper

right. Figure 5.3(b) shows the spatial distribution of these counties, coloured by

actual election outcome. Two spatial patterns are evident. Firstly, there is general

spatial clustering around counties near the great lakes. Secondly, the counties won

by Kerry within this subset are mostly located in the east of the US. The linked

LDA fluctuation diagram (figure 5.3(c)) and GWDA fluctuation diagram (figure

5.3(d)) reveal that GWDA does not result in an improved classification accuracy

for both Kerry and Bush counties. For the counties won by Kerry, 52 counties

were misclassified by LDA whereas 23 were misclassified by GWDA. However,

for the counties won by Bush, 37 were misclassified by LDA whereas 57 were
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misclassified by GWDA.

(a) 183 US counties classified by GWDA with a high level of uncertainty shown in an interactive
treemap. These are counties with posterior probabilities very close to 0.5.

Figure 5.3: Visual analysis of 183 US counties classified by GWDA with a high
level of uncertainty.

Figure 4.9(b) shows the spatial distribution of a comparison of the GWDA

and LDA posterior probabilities using an odds ratio.

Counties coloured red in figure 4.9(b) are counties where the posterior prob-

ability for the GWDA assigned outcome is higher than the corresponding LDA

posterior probability. Counties coloured blue are counties where the GWDA pos-

terior probability for the actual category is lower than the corresponding LDA

posterior probability. Most counties are almost white indicating that there is

very little difference in the confidence in the prediction, in other words the odds
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ratio is very close to one. Generally, the greatest reduction in uncertainty is seen

in California and the South. Using the mouse, the 80 counties where GWDA re-

sulted in the the greatest reduction in classification uncertainty were selected from

the odds ratio legend in figure 4.9(a). The spatial distribution and classification

accuracy for this subset is shown in figure 5.4.

The linked LDA and GWDA fluctuation diagrams (figures 5.4(d) and 5.4(e))

reveal that all of these counties were misclassified by LDA but only 7 were misclas-

sified by GWDA. It is concluded that the reduction in classification uncertainty

associated with the GWDA model was sufficient to improve the classification

accuracy.
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5.4.4 Exploring the extent of spatial non-stationarity

The techniques described in section 4.7 were used to explore the nature of spatial

non-stationarity in the GWDA classification function parameters. Figure 4.10(b)

shows a thematic map where counties are coloured by the most influential vari-

able from the winning classification function. Spatial clustering is evident in this

map and the link between the parameter values and the corresponding predic-

tor variables was explored using a combination of the GWDA parameter legend

(figure 4.10(a)), two thematic maps and the GWDA parameter treemap (figure

4.10(c). This works as follows:

One of the thematic maps was coloured according to the value of the % white

variable by clicking on the colour button of the legend for this variable in figure

4.2(e). Next, the GWDA parameter treemap was sorted according to the value

of the % white parameter (figure 4.10(c)). Then, all counties where the % white

parameter is most important were selected by clicking on this category in the

GWDA parameter legend (figure 4.10(a)). The results can be seen in figure 5.5.

Note that all other counties are ‘hidden’ which permits further selections within

this subset.

Figure 5.5(a) shows the spatial distribution of the% white variable for counties

where the % white parameter was most important in the classification. Counties

in the northern part of the US tend to have a higher percentage white than

counties in the south. The GWDA parameter treemap in figure 5.5(c) is bimodal.

The bottom half of the treemap shows counties where the GWDA parameter value

for % white is most influential and negative (−8.19 to −0.47) and the top half

shows counties where it most influential and positive (0.3 to 66.97). Selecting

the all counties in the bottom half of the treemap shows the location of counties

where this parameter is negative. These counties are located in the southern

part of the US and are associated with low values of the % white parameter

(figure 5.5(c)). Selecting the all counties in the top half of the treemap shows the

location of counties where this parameter is positive. These counties are located
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in the north-eastern and north-western part of the US and are associated with

high values of the % white parameter (figure 5.5(d)).

The conclusion is that counties where % white GWDA parameter is most

influential and negative tend to be associated with low values of the % white

variable. Conversely, counties where % white GWDA parameter is most influen-

tial and positive tends to be associated with higher values of the % white variable.

Repeating the analysis for the other four predictor variables yielded a similar re-

sult.
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(e) Interactive treemap showing the bimodal distribution of the 1, 912 US counties where the
most influential GWDA parameter is % white. The treemap cells are coloured according to the
legend in figure 4.10(a).

Figure 5.5: Visual analysis of 1, 912 US counties where the most influential
GWDA parameter is % white.
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6 Conclusions & discussion

6.1 Conclusions

GWDA is used to model non-stationary relationships in categorical spatial data.

It is a geographically local version of LDA that allows the relationship between a

categorical dependent variable and a set of continuous predictor variables to vary

spatially. This is referred to as spatial non-stationarity. On the contrary, LDA

assumes that this relationship is fixed or stationary. If spatial non-stationarity is

present in the data, the GWDA model of the relationship between the categories

and the predictor variables should be superior to the LDA model.

The geovisual analytic tools and methodology described in this thesis enable

an assessment of the performance of the GWDA model in terms of classification

accuracy, classification uncertainty and spatial non-stationarity. The LDA model

was used as a benchmark to assess the classification accuracy and classification un-

certainty of the GWDA model. The classification accuracies of LDA and GWDA

were investigated and compared using interactive fluctuation diagrams that vi-

sualised the confusion matrices together with two dynamically linked thematic

maps. The GWDA classification uncertainty was explored using an interactive

treemap visualisation of the posterior probabilities that was also dynamically

linked with two thematic maps. The classification uncertainties associated with

the GWDA and LDA models were compared using an odds ratio of the GWDA

and LDA posterior probabilities for the actual categories that was dynamically

linked with a thematic maps and two fluctuation diagrams. This fulfills the first

research goal (see section 1.3). Finally, the extent and nature of spatial non-

stationarity in the GWDA classification function parameters was explored using

a treemap visualisation of the magnitude of the parameters associated with each

classification function together with a thematic map showing the spatial distribu-

tion of the most significant parameter in terms of magnitude and an interactive

legend. This fulfills the second research goal (see section 1.3).
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The geovisual analytics methodology was demonstrated in a case study that

used GWDA to model the relationship between the outcome of the 2004 US

presidential election results and five socio-economic indicators.

6.2 Discussion

To date, the only previous attempt to visualise the output of GWDA is described

in the paper by Brunsdon et al. (2007). The geovisual analytic tools described in

chapter 4 build on their approach and improve it by adding an uncertainty analy-

sis and enabling an exploration of non-stationarity in the classification functions

for more than two predictor variables.

The results from the case study described in chapter 5 suggest a number of

potential improvements and provide a direction for possible future developments,

as follows.

Scalability to larger data sets is a significant limitation of the treemap visual-

isations described in sections 4.5 and 4.7. As the number of objects in the data

set increases, the area available for each treemap cell will shrink, assuming that

screen space and resolution remain constant. Even if the number of objects is

held constant, increasing the number of categories and/or the number of predictor

variables will result in further subdivisions of the fixed area treemap cells. This

will make the treemap much harder to read. The use of a slider to control mag-

nification of brushed objects is useful but the context provided by surrounding

objects is still lost with larger data sets.

The use of area to represent magnitude in both the treemap and the fluctu-

ation diagram can be difficult for users to interpret and compare. Lewandowsky

and Spence (1989) recommend that length instead of area should be used to rep-

resent magnitude. The treemap layout algorithm used in this thesis is based on

simple recursive splits of space, alternating between the horizontal and vertical

(Urbanek 2008). A slice and dice treemap layout which splits the rectangles con-

sistently along either the vertical or horizontal axis (Wood and Dykes 2008) may
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be an alternative. Using this approach, comparison of posterior probabilities or

classification function parameters would be based on length along only one axis.

The fluctuation diagram could also be modified so that magnitude is represented

by the tile height rather than tile area. These changes could improve readability

of both the treemap and the fluctuation diagram.

The recent work by Slingsby et al. (2011) is noted. They use interactive graph-

ics to understand the nature of uncertainty in the UK output area classification.

Their focus and methodology is different to the approach taken in this research

but their ideas are related to this work. Their use of lightness to encode relative

similarity to the category could be applied to this work to map confidence in

the predicted categories. Additionally, summarizing the distribution profiles of

each category in a PCP is easily understandable and scales much better than the

techniques suggested here.

Another potential improvement would be to integrate additional descriptive

statistics with the visualisations. The development of a statistical measure to

quantify the degree of non-stationarity in the GWDA classification functions

would be an example.

In section 2.5.4, seven different outputs from GWDA were listed. However,

the geovisual analytics methodology described in chapter 4 only uses the first

four of these. Incorporating the spatially varying bandwidth and the geographi-

cally weighted category means and covariance matrix into the geovisual analytics

methodology could add additional insight into the relationship between the cat-

egories and the predictor variables. The spatially varying bandwidth provides

useful information on the geographic scale of spatial variation. Visualising the

spatial patterns for the geographically weighted category means and covariance

matrix might prove useful in understanding the nature of spatial non-stationarity

in the data. The exploratory visualisations of geographically weighted summary

statistics by Dykes and Brunsdon (2007) are noted in this regard.

It was found that screen space is a significant limitation and merging of the vi-
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sualisations could help address this. For example, Steed et al. (2009) successfully

merges boxplots with a PCP.

A history function to capture user’s actions would also be desirable. Jern

(2009) has developed and implemented the concept of a ‘story’ to record the

progress of users in the exploration. This could form a useful starting point.

Finally, in visual analytics, which includes the human aspect of visual data

exploration, it is important to measure the ability of interactive visualisation

systems to assist sense-making. This is challenging (Kang et al. 2011) and outside

the scope of this thesis. However, the design and implementation of an evaluation

experiment involving user testing would provide a more objective validation of

the usability and utility of the tools than the case study.
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Appendices

A short movie demonstrating the geovisual analytics software described in Chap-

ters 4 and 5 can be seen at http://vimeo.com/28954460.

This software has been developed using the Processing 1.5.1 Java Libraries

(http://processing.org/). The following Java Libararies are also used:

• giCentreUtils 3.1 (http://gicentre.org/utils/).

• Apache Commons Math 2.1 (http://commons.apache.org/math/).

• GeoTools 2.7 (http://geotools.org/).

• Java Topology Suite 1.11 (http://www.vividsolutions.com/jts/).

Colours were specified using the ColorBrewer 2 web application (http://

colorbrewer2.org, accessed on Wednesday 8th February, 2012).
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