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Abstract— In this paper we consider the performance of
several well known high speed protocols in environments whe
individual flows experience different probabilities of seéng a drop
in drop-tail buffers. Our initial results suggest the properties of
networks in which these protocols are deployed can be senisi to
changes in these probabilities. Our results also suggestahAQM-
protocol co-design may be helpful in mitigating this sensivity.

rate. For high-speed protocols, however, the manner in
which individual flow synchronisation rates impact net-
work behaviour is currently not clear. If the allocation
of bandwidth amongst competing flows is very sensitive
to synchronisation rate, then one concern is that this may
lead gross unfairness in the throughputs achieved by flows

experiencing different synchronisation rates.
(i) The second important issue is concerned with the short-
term variations in rate that arise when networks are
unsynchronised. For very aggressive protocols, missing a
In recent years, several new TCP congestion control algo- drop may result in an individual flow temporarily seizing
rithms have been proposed for deployment in long-distance 3 |arge proportion of the network bandwidth. As a result,
and high-speed networks. A primary objective in developing while flow throughputs might average out to be fair over
these algorithms has been to achieve improved scaling of long time-scales, they may be very unfair over short time-
performance with increasing bandwidth. In particular, mos  gcgles.
authors have focussed on developing AIMD-like algorithmgi) Thirdly, the interaction of some of these new protcol
whose probing behaviour becomes more aggressive as band- and AQM's is an unexplored topic. The work documented
width increases: BIC-TCP[10], Scalable-TCP[5], HS-TQP[4  here, namely characterising the variation in throughput

and H-TCP[6] all fall into this category. A basic problem  for each flow as a function of synchronisation rate,
with standard TCP, when deployed on such links, is that the represents a first step in this direction.

time taken by a flow to recover after a backoff event can be |, s paper we present initial results on the above topics.

prohibitively long, thereby leading to long data transferes. begin with a basic review of TCP. We then present empir-

The aforementioned protocols all seek to solve this problgy results for a number of well-known protocols. Finailye
by probing more aggressively in high-speed environments. yis.,ss modifications for these protocols to reduce the side
Unfortunately, adjusting the manner in which individualacts of aggressive window growth.

flows probe for available bandwidth serves not only to keep th
time between consecutive congestion events short, busat al Il. PROPERTIES OF NETWORKS EMPLOYING CP
changes the way in which flows compete for available band- i )
width. In fact, the fundamental properties of such networks The s_tanda_rd TCP congestlon control algorl_thm updates the
may be very different to networks of standard TCP flow§Ongestion windowwnd according to an Additive Increase
and while some aspects of their behaviour have been exporlglﬂj',l,t'pl'cat've Decrease (AIMD) 90””0'_'3‘”- In the cong[m;t.
many fundamental questions pertaining to their behaviofﬁ‘o'd"’lnce phase, When_ a sourceeceives a TCP ACK, it
remain unanswered. The purpose of this note is to addreS§rementscwnd according tocund — cwnd + a/cwnd
in part, this basic observation. In particular, our objezis to wheréa = 1 for the s_tandard TCP algorithm. When packet
explore the 'cost of missing drops’ for high speed protox:olgjSS is detected;wnd is reduced by a backoff factgf: thus
Three important questions arise in this context. cwnd — fcwnd, where = 0.5 for standard TCP.
. i . . The properties of networks that employ standard TCP are
(i) The first of these is related to the long-term behawo%

of networks in which different flows have differing syn- ell known and have been reviewed in a number of publica-

hronisati tes. B hronisation rate h tions. In particular, it has been shown by a number of authors
chronisation rates. By synchronisation rateee mean the \X/e'g' see [9], [8]) that:

proportion of network congestion events at which a flo

. . . . (67
experiences packet loss (thus the synchronisation rate is _— Q)

: N\i(1 — B)RTT;

1 when a flow sees a drop at every network congestion
event). It is known[9] that networks of TCP flows are welivhere E(w; (k)) denotes the mean window sizeith flow at
behaved with respect to changes in synchronisation ratiee k'th network wide congestion evenk(7') is the average
namely, long-term relative bandwidth allocation amongsime between network congestion eventsijs the synchroni-
competing flows scales inversely with synchronisatiosation rate of theé'th flow (assumed to be constant) aRd™'T;

|. INTRODUCTION

B(w,) = E(T)



is the round-trip-time of the&’'th flow (again assumed to bereveal a considerable sensitivity of the flow rate allocatio
approximately constant). A number of important properdiess differences in synchronisation rate for all of the high spee
evident. protocols. For examplg\(— = 0.5 induces & : 1 ratio of flow
(i) X unfaimess. It can be seen that, for standard TCHhroughputs for H-TCP, a ratio d¢f0 : 1 for BIC-TCP and a
the long-term unfairness between flows due to differeftio of 30 : 1 for HS-TCP (compared with a ratio af: 1 for
synchronisation factors is an inverse linear function ¢tandard TCP), whilgL = 0.1 induces al10 : 1 ratio of flow
synchronsation rates, see Figure 1. This is independéttoughputs for H- TCP and a ratio of approximatehp : 1
of the AIMD increase parameter (so long asy is same for HS-TCP and BIC-TCP (compared with a rato 4f : 1
for all flows) and is independent of the path bandwidtHfor standard TCP). Thus, differences in synchronisatide ra
delay product. induces very substantial unfairness with HS-TCP, BIC-TCP
(i) Short-term unfairness. Unfairness between flows over aand H-TCP. It can also be seen from Figure 2 that the level of
short time-scale is related to the variance of the windo@dditional unfairness over standard TCP is dependent on the
variables of the network flows. For a given set of synPath bandwidth-delay product (BDP), becoming more severe
chronisation rates, the variance of e flow is directly as the BDP rises .
related to (a) the amount of bandwidth that is released by
the network at each congestion event and (b) to the speed 300 —
at thei'th flow acquires this bandwidth. Intuitively, the \ T heree
variance therefore depends on the network backoff factors 250
and the speed at which flows grab bandwidth from other
sources in the network.
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Fig. 1. Impact on throughput fairness of differences in flomchronisa-
tion factor for standard TCP (150ms propagation delay, BsABottleneck
bandwith, 10 TCP flows.
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IlIl. HIGH-SPEEDPROTOCOLS

We now present preliminary empirical results ox
unfairness and short-term unfairness for H-TCP, BIC-TC# ang. 2. Impact on throughput fairness of differences in flgmchronisation
HS-TCP. We do not present results for Scalable TCP as thisor. Upper plot is for a bottleneck link bandwidth of 2HGand lower plot
pI‘OtOCO| suffers from basic stability issues [12] [11] Adf for bandwidth of 240Mbs. It can be seen that the level of unésis induced by

differences in synchronisation rate grows with the bantlwaklay product.

description of these protocols is given in the Appendixsit i;5oms propagation delay,10 TCP flows).
important to emphasise that all of the results presentetbare
long-lived flows. Hence, for example, when we discuss short-
term unfairness it refers to the level of short-term vaoiasi
in the throughput of competing long-lived flows. Fairnesg gqhort-term Fairness
between short-lived flows, or between flows with different

connection lengths, is not considered here. In this section we present some preliminary results to

illustrate short-term unfairness issues that arise in oesy

_ in which high speed protocols are deployed. All our results

A. X Unfairness are for a network of 10 flows, each operating one of standard
We begin this section by documenting the effect of syiFCP, HTCP, BIC or HS-TCP. First we plot the distribution of

chronisation rate on the long-term average throughputdéas the cund values at network congestion for a single flow, see

between competing flows: see Figure 2. Our measuremehigure 3. It can be seen that while BIC-TCP and standard
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0.25. Network has 10 flows in all, 9 withh = 0.25 and 1 withA =1

(synchronised). (150ms propagation delay, 2.4Gbs bettletbandwith, 10 TCP flows).

TCP have similar distributions of congestion window, the
congestion window distributions for HS-TCP and H-TCP have
significantly longer tails; that is, HS-TCP and H-TCP are enor
liable to large excursions in congestion window under unsytii)
chronised conditions. This accords with our intuition netjiag

the behaviour of the more aggressive increase algorithms
employed by these high-speed protocols when a flow misses
a drop at a network congestion event. While such excursions
have little impact on long-term fairness as they occur in all
flows and their effect on throughput averages out over tirme (a
can be seen from Figure 2, the long-term mean throughput of
flows with the same synchronisation rate and round-trip fgne
the same), they do have an impact on short-term fairness. Thi
can be seen from Figure 4. In this figure we use the ratio at
a network congestion event of the minimum to the maximum
congestion windows of the competing flows as snapshot of the
local unfairness. The measured distribution of this skena  (iii)
unfairness snapshot is shown for standard TCP, HTCP, BIC

are deployed. More aggressive protocols are more prone
to large rate variations. In our experiments, HS-TCP is
the worst offender, with BIC performing best.

For a given protocol, the distribution of rate variatide-
pends on the network backoff factors. This is illustrated,
for example, in Figure 5 for H-TCP but similar results
are obtained for other high-speed protocols. Roughly
speaking, the larger the backoff factors, the smaller the
variation in rate and thus the less short-term unfairness.
This comes at the cost, however, of increased long-term
unfairness with respect to differences in synchronisation
rate, see Figure 6. As noted elsewhere [6], [9], increas-
ing the backoff factor also generally reduces network
responsiveness e.g. for the startup of new flows, thereby
increasing the unfairness between short and long-lived
flows.

More aggressive protocols can lead to an increase in
short-term unfairness.

and HS-TCP. We can see that while standard TCP and BICq¢ js important to note that the actual level of variation and
TCP once again exhibit similar distributions, both HS-TCBhort-term unfairness observed in an actual network is, of
and H-TCP yield a shift to the left in the distribution thanurse, dependent on the degree of unsynchronisation (with
corresponds to an increase in the mean short-term unfairnggyiations becoming smaller as flows become more synchro-
A number of important facts can be discerned from thgised). The degree of unsynchronisation in actual networks

above plots.

remains only poorly understood at present and warrantsdurt

(i) Large variations in the rate of a given long-lived flow arénvestigation. Anecdotal evidence suggests, for exanipb,
often a feature of networks in which high-speed protocoligh levels of synchronisation may in fact be common in high-
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Fig. 4. Short-term fairness as measured by ratio of minimemmaximum congestion windows of competing flows at a netwankgestion event. (150ms
propagation delay, 2.4Gbs bottleneck bandwith, 10 TCP fl@vsith A = 0.25 and 1 with A = 1; results plotted are for the 9 flows with the same

synchronisation rate).

speed networks and this would have a direct impact on theFinally, we note that a particularly worrying aspect of our
present discussion. results is that the protocol behaviours appear to be styongl
dependent on the network capacity. Although, limited rssul
are given here, we have observed that the degree of network
unfairness depends crucially on the network capacity. Henc
In this paper we have studied the effect of synchronisati@ven though the high-speed protocols that we have consid-
rate on network performance. Our findings can be summarise@d achieve their stated goal of scalable network behaviou
as follows. in terms of time-between congestion consecutive congestio

« The long-term stochastic equilibria of the networks usingvents, other basic properties of high-speed networks are

high-speed protocols can be extremely sensitive to tg&rtainly notinvariant with changing network bandwidtii
flow synchronisation rates. is likely to become an issue as network capacities increase

« Large variations in flow rate are a feature of networks iff'rther.
which high-speed protocols are deployed.
« Short-tem unfairness can be a feature of these network
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VI. APPENDIX

In this Appendix we very briefly review the basic operation
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Fig. 6. Impact on throughput fairness of differences in flgmchronisation
factor and backoff factor for H-TCP (150ms propagation yel2.4Gbs
bottleneck bandwith, 10 TCP flows).

A. HSTCP [4]

HS-TCP uses the current TGRynd value as an indication
of the bandwidth-delay product on a path. The AIMD increase
and decrease parameters are then varied as functiansof
That is, HS-TCP proposes that the T€®nd be updated as
follows

fa(cwnd)

cund
Loss: cwnd <« gg(cwnd) x cwnd

Ack: cwnd <+ cwnd-+

In [4] logarithmic functions are proposed fgf,(cwnd) and
gs(cwnd), whereby f,(cwnd) increases withcwnd and
gs(cwnd) decreases. Similarly to Scalable-TCP, HS-TCP
uses a mode switch so that the standard TCP update rules ar
used whercwnd is below a specified threshold.

B. H-TCP [6]

HTCP uses the elapsed tim® since the last congestion
event, rather tharcwnd, to indicate path bandwidth-delay
product and the AIMD increase parameter is varied as a
function of A. Optionally (but these options are not used
in the present paper), the AIMD increase parameter may be
scaled with path round-trip time and the AIMD decrease facto
adjusted to improve link utilisation based on an estimathef
queue provisioning on a path. In more detail, the basic H-TCP
algorithm [7] updategwnd as follows

Ack: cwnd <« cwnd+ T——=
wnd

Loss: cwnd <« [ x cwnd

1 A<AL
fa(A) - {fa(A) A>AL

fa(D)

with

of HS-TCP, H-TCP and BIC-TCP. The reader is referred twhere Ay, is a specified threshold such that the standard TCP

the original literature for more detailed information.

update algorithm is used whilé < Aj,. A quadratic increase
function f,, is suggested in [6], [7], namely,(A) = 1+



10(A—AL)+0.25(A—Ap)2 As in standard TCP, a backoff
factor ¢ of 0.5 is used.

C. BIC-TCP [10]

BIC-TCP employs a form of binary search algorithm to
updatecwnd. Briefly, a variablew; is maintained that holds a
value halfway between the valuesa@ind just before and just
after the last loss event. Thand update rule seeks to rapidly
increasecwnd when it is beyond a specified limity > wy,
and updatewnd more slowly when its value is close 1o;.
Multiplicative backoff of cuwnd is used on detecting packet
loss, with a suggested backoff factérof 0.8.



