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Using Commodity Graphics Hardware for
Real-Time Digital Hologram View-Reconstruction

Lukas Ahrenberg, Andrew J. Page, Bryan M. Hennelly, John BDdfwld and Thomas J. Naughton

Abstract—View-reconstruction and display is an important
part of many applications in digital holography such as com-
puter vision and microscopy. Thus far, this has been an offline
procedure for megapixel sized holograms. This paper intro-
duces an implementation of real-time view-reconstruction using
programmable graphics hardware. The theory of Fresnel-based
view-reconstruction is introduced, after which an implementation
using stream programming is presented. Two different fast
Fourier transform (FFT)-based reconstruction methods are im-
plemented, as well as two different FFT strategies. The efficiency

of the methods is evaluated and compared to a CPU-based

implementation, providing over 100 times speedup for a hologram
size of 2048x 2048.

Index Terms—Digital Holography, View-Reconstruction,
Graphics Hardware (GPU), Fresnel Transform

I. INTRODUCTION

limited memory. Thus, these early contributions receivtl |
attention until a rebirth almost 30 years later when Schnars
and Juptner [5] applied modern CCD cameras and CPUs to
the principle of digital holography. Since then there have
been hundreds of further contributions to the subject. With
continuing advances in the field, holographic recordingeis s
to be an attractive alternative to current industrial nscapy
and vision systems [6]. One crucial feature of any such
system is the ability to render views from optically captlre
digital holograms in real-time. In contrast to optical désp

of digital holograms [7], efficient hologram computatione a
essential for practical implementations of reconstructiased

3D object segmentation and recognition algorithms [8], [9]
[10], [11], [12]. While numerically efficient image reconstr

tion algorithms exist today, the shear amount of computatio
required makes it infeasible on a standard CPU.

N 1948, Gabor proposed a new two step imaging method, The speed and resolution of capturing technology has

which he coined holography [1]. The first step is comadvanced constantly, but reconstruction technology has no
prised of recording, on a photographic material, the intekept pace. As the quality of a digital hologram is directly
ference pattern between an object wavefield and a knowélated to its resolution, a single frame can be in the ordler o

reference wavefield. Gabor recognized that this recorded

#everal gigabytes, and can be expected to grow to terabytes

teqsity contajned indirect information about the phasehef twjth future advancements in imaging technology. Currently
object wavefield. He proposed a second step to recover & only way to provide real-time view-reconstruction is to
phase information and to 'replay’ the object image. Thigecrease the resolution of the images. Reconstructingeisnag

reconstruction step is comprised of illuminating the hotog

from optically captured holograms is thus a computatignall

with the same reference wavefield as was used in recordie@pensive problem. Standard CPU computation rates have
In the ensuing years there were many contributions to tBgagnated, with the focus switched to adding multiple low
science of holography including a milestone paper [2] byth.eipowered cores to a single chip, and thus cannot perform the
and Upatnieks in 1962. They outlined an optical "off-axistequired computations fast enough to allow for real-timawi
architecture, based on carrier frequencies in communitatireconstruction.

theory, to separate the reconstructed object image from theNumerical reconstruction of digital holograms is centred o
unwanted noise-like twin image. A few years later Goodmafigitally computing the Fresnel Transform of the electoatiy

and Lawrence recorded a hologram on a vidicon with thecorded 2DN x N hologram. The Fresnel transform [13]
lens removed [3]. To reconstruct the hologram they usedcan be derived from the Helmholtz equation, which exactly

digital PDP-6 computer, to simulate optical propagatian,

idescribes free space light propagation, by assuming a numbe

lieu of an optical replay. A similar contribution was madeyf approximations. In particular the paraxial approxiroati

independently in [4]. This electronic recording and nurcegri

is applied which assumes that all the rays of light in the

replay of holograms is now known as ‘digital holography.'dw system make small angles with the optical axis of the system.
significant probelms existed with these first steps in digitgvhile the discrete counterpart of the integral Fresnel fans
holography; 1) The electronic recording devices were of o well defined [14], there have been numerous numerical
resolution and poor quality and 2) the computers used fglgorithms proposed in the literature [15] for its compiatat
numerically reconstructing the holograms were slow and h&#ch of these algorithms has advantages and disadvantages
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in terms of 1) accurate approximating the continuous irategr
transform and 2) the time taken to implement the computation
For a discussion on many of the available algorithms and
a framework for their comparison please consult [15]. In
the literature two algorithms in particular have received t
most attention, the convolution method and the direct ndstho
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likely because between them they are sufficient to satisfy / /

the vast majority of digital holographic reconstructiofi$is u

paper is concerned with implementing these two algorithms o ‘, d }

commodity graphics hardware to enable a considerable speed----- B ‘ . >

up over CPU implementations. T
There has been very little research into reconstruction of

optically captured digital holograms beyond the capaédibf

modern CPUs. Page et al. [16] used the spare resources of al— Hologram Plane Reconstruction Plane

loosely—coupled distributed system to .recantru.Ct halog: Fig. 1. Hologram and Reconstruction planes at a distahcEhe distance

However due to the cost of communication this method |Sis measured between each data point pait’oind .

only efficient for large holograms that can not be processed

on a single memory system. Real-time reconstruction of

optically captured holograms for display purposes requif@vidia's CUDA GPGPU library [25].

fast communication and thus a tightly coupled system. Very |, gect. Il we define the theory underlying the holographic

recently Shimobaba et al. [17] presented a software sirlar e construction problem and the algorithms used. The imple-

ours that also utilizes graphics hardware for holograpfée/v mentation is described in Sect. Ill-A. Experimental resaite

reconstruction. Their work is however targeted specificall, esented in Sect. IV and we conclude in Sect. V.
towards digital holographic microscopy and only implensen

one of the two methods described in this paper. In addition
we perform intensity computation and brightness adjustmen |l. METHODS FOR HOLOGRAM RECONSTRUCTION
on the GPU which saves a data transfer operation. ] o

Some work has been presented on utilizing specialized and>Ven @ hologram distributionl/, we can reconstruct the
parallel hardware in computer generated holography (CGHPPIECt image in a plane parallel to the hologram plane and at
lto et al. [18] have built several generations of a specid/Stanced, by modeling the light propagation. The operation
purpose hardware platform for point-based CGH. Masudfdepicted in Fig. 1. Light propagation between parallehgls
et al. [19] and Ahrenberg et al. [20] have presented strafe" be mathematically describe by the Fresnel-Kirchhoff in

gies for accelerated CGH generation on graphics hardwalegra

Reicherter et al. [21] and Haist et al. [22] have shown that p oo o
graphics processing units (GPUs) can be used to efficienthy (u,v) = X// Uz, y)exp { @y, u,v) | dady,
construct optical tweezers. All of these approaches aret poi - 1)

based and deS|gn_ed speuf_lcz_illy for efficiency in CGH, Whe\rN erer(z, y,u,v) — [(x WP (y—v)? dQ]% and \ is

the problem consists of a limited nhumber of points located {ﬁe wavelength of the light source

3D space. Each pointin turn is treated as a light source,rend If the reconstruction distance, i.s large compared to the
contribution over the full hologram from these are Compmergologram size, the Fresnel or paraxial gwherispsubstituted
and accumulated individually. Thi8(N x M) approach is not : ’ i ) o
optimal for optical hologram reconstruction, which typiga by _ghelgneeran_lc_ihqula dr;jatu; t?;ms of its Taylor expansion, 1s
operates on a huge number of samples arranged in a \EB' [13], [26]. This leads to the expression

grid. Treating each hologram fragment as a source point thus ; o Cin
leads to massive computations. However, as the hologram iV (u,v) = — exp < 3 d) exp [ (u® + vz)}

contained is a function on a 2D plane, the Fresnel transform A - : Ad
may be used for light transport. This function can in turn o // Uz, y) exp [—W (« +y2)]
be computed using a@(N log N) algorithm as discussed in —o0 Ad
Section II. 2mi
In this paper we present a method to reconstruct optically X €Xp [)\d (zu + yv)} dzdy. (2)

captured holograms in real-time using a standard commodity

graphics card, which is commonly found in desktop PCs. TH& (u,v) is called the Fresnel Transform of(x, y)

highly parallel nature of the GPU architecture makes themIn digital holography the hologrant/(z,y), will be rep-
attractive for general data processing. While the main afearesented as a real or complex valued array of sizex M
application still lies in computer graphics, the architees elements. Discrete numerical reconstruction methodsddoe!
are now general enough to offer significant performance irhased on Eqgns. 1 or 2. However, these would yiélth?)
provements in many fields, such as numerical computation agemplexity for a full image reconstruction af samples.
simulation. Viewed from a general programming perspedivelnstead, it has been shown, [13], that Eqn. 2 can be rewritten
GPU can be seen as a powerful stream processor [23]. Genérderms of the continuous Fourier transform. By employing a
purpose computation on GPUs (GPGPU) has been facilitatdigcrete Fourier transform operator (which can be impleetkn
by tools which allow a programmer to access the hardwawsing the FFT; with complexityO(nlogn)), denoted asF
outside of a graphics API [24], [25]. As part of the contribubelow, as well as discrete chirp functions, one may easily
tions in this paper we present a stream processor formualatiderive the two algorithms [26], [27], [15].

of the Fresnel transform, and show how to implement it using The convolution approach is described by the following



equation Algorithm 1: Main steps of displaying a hologram as an
intensity reconstruction.

Wa(m,n) = F* []—'(U) exp (27”6[) Data: Hologram: U, of resolution(M, N) and sample
A size (6,n, 0, ). Reconstruction distance:
. m \° n o\’ Wavelength:\. If a sub aperture is used, the size
X exp 4 —midd <M5m> + <N5n) G (s,t) and location(k, 1) is also input.
Result Intensity image of reconstruction.
wherem € [-4, %) andn € [-%, %) are discrete Sub-aperture usethen

coordinates andF denotes the discrete Fourier transform, )
The convolution method is based on the observation th t‘ U — ApertureAtU, (s, 1), (. 1));
the original problem can be formulated as a convolution
between the hologram function and a phase function. Thus the
convolution theorem may be applied to express the operatign
as a multiplication in frequency space.
The direct method is derived from Eqn. 2 by rewriting it as
a Fourier transform of the hologram times a phase factor. It

end

W = Propagatd/, d, A, (6, 0n));
I = Computelntensitig$?’);
Display intensity imagd’;

is expressed by Ty, is an operator that translates the origin of the box aperture
, by (—k, —1) to the optical axis of the hologram. This yields

Wa(m,n) = F <U exp {m [(mém)z i (n5n)2} }) a common image center in the recpngtructions. This o_peratio
Ad will however introduce a phase shift in the holographic data

2mid
X exp {m — miAd

[ m \2 n \2 which in turn will act as a translation of the reconstructed
() +(55) |- @
A

Mo, NG, object. This is counteracted by the exponential in Eqn. 5.

While the direct method requires only one Fourier trans- I1l. | MPLEMENTATION
form, and thus is less computationally expensive than the lorith q i h hod for hol
convolution approach, it effectively changes the size @ th AI90rithm 1 describes a three step method for hologram

reconstructed image. In other words, the output pixel size {ieW-reconstruction. First, a sub-aperture is selectenee
linearly proportional to the distance parameterA larger d sponding to the desired view. Second, the wave field is propa-

results in a larger pixel size in the reconstruction, andetoze gated the reconstruction distanéeFinally, the intensities are
a larger spatial area of the the reconstruction. This ptgper COMPUted and the resulting image is displayed on screen.

sometimes undesirable. The convolution method on the othefO! these operations, propagation is the most computation-
hand will keep the size of each sample constant and thug?y expensive, and the main factor determining perforreanc
more suited for hologram analysis approaches where obj&@Sing an implementation on the convolution (Eqn. 3) and
sizes must be comparable. As each method has its advant%i'isesCt (Ean. 4) methods allows for the operations to be tmoke
we have chosen to implement both in this paper. own into a set of Fourier transforms and multiplicationst F

A hologram encodes both phase and amplitude and V\jmstanc; the convo.IuFion. method is described. as 1) Fourier
thus represent the full light-field at the sensor. This atiayg transform, 2) Multiplication of each element in the spectra
to reconstruct different views of the captured scene. By onpY @ Phase function, and 3) an inverse Fourier transform. The
considering a sub-area of the total hologram, we are effeigti 290rithm has a complexity ad(n log n), if implemented us-
creating a camera with a smaller aperture and consequeﬁ[ﬂg the FFT. In an implementation ona CPU these operations
decreased resolution of the reconstruction. However, niyt o Still Perform slowly due to the massive data sizes.
will this procedure lead to an increased depth of field, it wil AS noted in [16], this operation can be efficiently executed
effectlively reconstruct an image based on light comingrfro©n @ parallel system. In recent years, the stream processor
only certain directions of the scene. Thus, the locatiorhef t Mde! [23] has grown more prevalent with the increasedtili
aperture relative to the optical axis will dictate the viemaiged °f GPUS. Stream processing is based on the observation that,
through it. Therefore, by choosing size and location in tH@" certain algorithms, the same numerical operations need
hologram plane different perspectives can be reconstiucte °€ €xecuted on a very large set of data repeatedly, in a single

The aperture procedure can be written as mstru_cupn multiple datg (SIMD) fashion. This is typloglihe_

case in image processing and computer graphics, which is one
st 2mi 2 2 of the reasons why highly parallellized dedicated hardvirare
Ua = Tia (UA’”) P {)\d (e, + lném)} - ® these areas benef)i/t frgmytr?e model.

The basic principle of stream processing is to use multiple
rocessors to execute the sakeenelof code on a large set of
ata in parallel. Each processor unit executes the same code
but works independently. Thus large datasets can be pexatess
{ 1 if (m—kn-0)e[35) ,[—72 %) as streams much faster than on a serial processor, where it

0 else. would typically be implemented in a loop structure. Stream

(6) processing has the most advantage over single thread pro-

where A3 is a binary valued box aperture function of dimen
sionss x t, with its center located at the discrete coordinat
(k,1) in the hologram plane. It is defined as follows:

A;c';(m, n) =



specially designed for GPU execution has been presented and
implemented [29], [30], [31].
Out of performance concerns we will only consider holo-
e wiendioa s grams where the sides sizes are a power of two. Other sizes are
SemKernel ~ zero-padded to the closest power of two. While this costs some
mPiogFam  amount of additional memory it may allow the FFT algorithm,
Vo ~as well as the kernel planning described below, to optimize
its output. It can be argued that in some special cases the
m m ] = hologram size may differ significantly from a power of two,
I‘(MO) U(m+1)f(m+2)lU(m+3) vomnt) and thus both cause a memory and processing penalty to the

g

algorithm. However we have observed that in reality modern
digital imaging equipment tend to have resolutions that lie
close to a power of two and thus the padding will have little
practical influence.

Returning to the program outlined in Alg. 1, the

L L L l three  functions ApertureAt, Propagate and
0 ¥ovtns 1) Wwima2) Vo (ms3) s 1) Conputelntensities can all be implemented as
| | |

LR stream programs. We will start by discussing propagation
] using the direct and convolution methods. Algorithm 2
and 3 describes the steps needed to perform the convolution
approach and direct approach respectively. In both calses, t
- functions GPUFFT and GPUI FFT denotes GPU-based FFT
and inverse FFT calls.
While multi-dimensional FFTs are supported natively in
= most FFT libraries, the implementation is often more memory
consuming than a set of one dimensional transforms. This is
due to the fact that in order to optimize for speed, the data
Fig. 2. Principles of stream programming. The same kernel codeaded may be rearranged in a more cache friendly manner. For a
to all processorsPy..P,_1j. Each Processor works independently on g5rg|lel implementation, such as the one used in this paper,
stream of fragments from the souréé. The processed results are stored, . . . .
on appropriate indices in the destinatiti. his may prove even more important. While we will opt for
speed in favor of memory, for real-time reconstructionréhe
are situations when processing very large holograms isatksi
cessing if a computationally heavy kernel is to be performétl these cases the source data may take up most of the agailabl
independenﬂy on a |arge dataset. GPU memaory, and a 2D FFT is infeasible. It is thus also of
The kernel is loaded to a set of virtual threads distributdgterest to consider an alternative low memory approach for
between the different processors and the data stream gpliti@rallel implementations, such as the one described in [16]
between them, as illustrated in Fig. 2. This is an efficientlelo ~ This technique basically uses the classic row-column ap-
for problems requiring many arithmetical operations, oeren proach, splitting the full dimensional transform into aisser
the operations can be performed independently on the etsmé¥ 1D FFT calls. However, as the algorithm is executed on a
of the data. parallel architecture, the different data vectors areribisted
Modern GPUs are stream processors, often with tens Rgtween multiple processors. Thus, each processor ontisnee
hundreds of processors capable of advanced arithmetic &@@llocate memory and optimize for a single 1D FFT. We have
logic operations. Up until recently graphics processorsewelmplemented support for both direct 2D FFTs, and the above
0n|y programmab|e using graphics APIs. However, tools Su@wtlined sequential transform in our reconstruction megho
as Brook [24] and CUDA [25] now exist that allow for a moreA comparison can be found in Section IV.
general programming model. The GPU is thus a cost effectiveln both Algs. 2 and 3 x N threads are created to execute

and efficient choice for high speed numerical computing. the non-FFT kernels, performing phase-shift multiplicat
of the data. There is one active thread per data element. As

. ) there are typically fewer processors than data elements eac

A. Implementation on graphics hardware processor will have a queue of kernels waiting to be executed
The main limitation of a pure GPU based approach tan alternative approach would be to proc#selements per

holographic reconstruction has previously been availatdm- kernel, whereD is the total number of samples arfe the
ory. However, the challenge of implementing a general FR®tal number of processors. All data is thus processed in one
method that can perform as well as the highly efficiergo. However, such an approach requires several sequential
libraries for CPUs available has also been a factor [28)perations to be performed in the kernel code by a loop.
Today graphics boards come equipped with enough memoryithile our approach forces some sequential execution, due to
allow reconstruction of digital holograms of sizes matghiine an overhead of data elements, this does not occur within the
current capture technology. In addition, efficient FFT noeth kernel code. This allows the GPU scheduler to plan ahead

1
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Algorithm 2: Pseudocode showing the GPU calls for the
convolution method.

Data: Hologram:U, of resolution(M, N) and sample
size (6., 0,). Reconstruction distance:
Wavelength:\.

Result Complex valued wave fieldl” resulting from

propagatingl a distanced.

W — GPUFFTU) ;

CreateM x N threads ;

Set kernel described in Alg. 4 as active. ;
W «— kerne(W) ;

W — GPUIFFTIW) ;

g A W N -

Algorithm 3: Pseudocode showing the GPU calls for the
direct method.

Data: Hologram:U, of resolution(M, N) and sample
size (6,, 0, ). Reconstruction distance.:
Wavelength:\.

Result Complex valued wave fieldll” resulting from

propagatinglU a distanced.

CreateM x N threads ;

Set kernel described in Alg. 5 as active. ;
W — kernelU);

W «— GPUFFTW);

Set kernel described in Alg. 6 as active. ;
W « kerne(W);

o O A W N P

due to the independence of the kernel operations. The gyrate
also keeps the number of memory operations per kernel to a
minimum, as such operations typically are far more costyth 1

arithmetic operations on a GPU architecture.

Pseudocode for the convolution approach kernel is predente
in Alg. 4, and the two kernels needed for the direct method

Algorithm 4: Kernel performing multiplication of the
phase factors used in the convolution method. The function
Index2Pos returns a unique data element position given a
parallel thread index.

Data: Fourier spectra of holograni¥’;. Hologram
resolution(M, N) and sample Siz¢s,,, 6,,).
Virtual thread index/. Reconstruction distance:
Wavelength:\.
Result One sample of the reconstruction Fourier spectra:
Wy (m’ n)
1 (m,n) < Index2Po§I) ;
2 k<« exp (2“—/\“1) ;
3 Wy(m,n) «— k xWs(m,n)

X exp {—m'/\d {(M’j;)z + (N’gnﬂ } :

Algorithm 5: Kernel performing multiplication of the
inner phase factor used in the direct method. The function
Index2Pos returns a unique sample position given a parallel
thread index.

Data: HologramU. Hologram resolutior{M, N) and
sample sizg4,,, d,,). Virtual thread index.
Reconstruction distance. Wavelength:\.

Result One sample of the hologram — phase factor
product:U (m, n)

(m,n) < Index2Po§I) ;

2 U(m,n) —U(m,n)

fig 2 2 .

X exp {H {(mém) + (ndn) }} ;

are presented in Algs. 5 and 6. The latter method requires two

different kernels as multiplication by a phase factor isuieep

in both frequency and spatial domains. The spatial kernel is
loaded and executed first, after which the FFT is performed,

and finally the frequency space kernel is loaded and executed—— _ e
In all cases the input is a pointer to the hologram, orAlgorlthm 6: Kernel performing multiplication of the

its Fourier spectrum, resolution, sample size, distanog arc

econd, Fourier space, phase factor of the direct method.

wavelength, as well as a virtual thread index. The index ig N® function Index2Pos returns a unique sample position

a unique ID provided by the calling API for each kerne

(given a parallel thread index.

execution. Thus, we do not need to know the specification ofData: Fourier spectra of hologram¥’;. Hologram

the underlying hardware. The functidmdex2Pos simply

maps between the thread index and a sample position in the
data array. As can be seen, the kernels are only concerned

resolution(M, N) and sample siz€d,,,, ,,).
Virtual thread indexI. Reconstruction distancd:
Wavelength:\.

with one specific element, performing one read and one writeResult One sample of the reconstruction Fourier spectra:

to global memory.

B. View computation

As outlined in Section I, different 3D views of the scene
captured can be reconstructed by considering a sub-window,

Wi (m,n)

1 (m,n) « Index2Po§I) ;
2 We(m,n) «— Wyi(m,n)

ot () () )

acting as an aperture, instead of the whole hologram. The cor
of the procedure is described by Eqn. 5. Every sample in the



window is phase shifted by multiplication with an exponehti using thef | oat 2 data type, requiring a total of 8 bytes per

function, and translated to a corresponding window at tlample.

optical axis. After one pass of the main display loop, outlined in Alg. 1,
The kernel implementation is straight forward, and thee will have a floating point intensity image in graphics lzbar

process is performed in two steps: First the output array risemory. We then use CUDA' built-in OpenGL interoperabil-

set to zero. Then the sub-window is copied into the centi&y to copy the data to a frame buffer for direct display. As

region by a kernel that also performs the multiplicationhwitthe whole operation is performed in device memory, there is

the exponential. This will create an windowed version of theo latency due to bus transfer speeds.

hologram, padded out to the original size. These operationgFinally, we have implemented a graphical user interface

are denoted by the functiofpert ur eAt inin Alg. 1, and allowing the user to choose reconstruction method and pa-

can be performed as a preprocessing stage to the propagatiameters, such as distance, aperture and view. Thus, for

the first time enabling real-time interactive numericalwde
C. Intensity computation reconstruction of digital holograms.

After propagation of a given distance, by either the convo- IV. RESULTS AND DISCUSSION
lution or the direct method, the result is an array of complex We have tested our implementation on a Linux PC with

oA o GGAYES system RAM, AVD Abion Dul Core G b
b ' play P fcessor and a GeForce 8800GTX graphics card with 768

brightness values and to map these values to the dynamie raﬁh}
9 P y ytes on board RAM and 128 stream processors. Fig. 3

of the screen. .
. . shows two images reconstructed by our software. Table | show
Intensity values can be directly computed from the square . . ]
. a comparison table of average reconstruction times for both
magnitude as . . .
the direct and convolution approaches and hologram sizes up
I(m,n) = W(m,n)W(m,n)", (7) to 4096 x 4096. The CPU-based methods were implemented

in C++ using the fast FFTW library [32] (v. 3.1.2, single

where x denotes the complex conjugate. However, this mqﬁreaded) on a AMD Athlon 64 X2, 2.3 GHz equipped with
lead to a poor contrast quality, and thus loss of detall, da‘dJsz Ghytes RAM '
directly. Instead, we consider a gamma corrected value As can be seen from the table, our GPU implementation
I(m,n) = [W(m,n)W(m,n)*]", (8) of the convolution approach provides a relative speedup of
. ) roughly 100 times compared to the CPU implementation.
where ~ has the effect of a nonlinear shift of the contrasty,s “our implementation is capable of performing real-
distribution. For instance, a value gf= 0.5 will give us the  {ime view-reconstruction and rendering from modem digita
amplitude image. holographic setups. The GPU version of the direct approach

We also have to consider that the resulting brightness rangestill faster, but this is to be expected, as only one FFT

may be greater than what is representable on screen. ASSUMBeqs to be performed by this algorithm. Note however that
that the display buffer intensities are normalized to t&JEA g, 1o two additional multiplicative steps, the direct noeth
[0,1], we map the reconstructed imaggeto screenS, by on the CPU actually performs slower than the convolution
I(m,n) — Tmin approach in our reference implementation. This leads to a
Tay— T ©) greater relative speedup for the GPU in this case, however
with proper CPU level optimization it can be expected to lie
around the same ratio as for the convolution approach. We
have therefore chosen to compute the relative speedup based
on the convolution approach.

Stm.m) Tmax— Timin
In the above equatiol|y,j, and Tmax are the upper and
lower brightness thresholds, mappedOt@nd 1 respectively.
Changing the thresholds will effectively change the visibl
dynamic range of the output.
Equations 8 and 9 have been implemented in a kér- Reconstruction Time (ms)

nel performing the operations on a complex valued array Resoltion G(g;’”lvogz'f)” lmetg?g = Oi'fe&g‘eltho‘é -
and rendering an mtgnsny image that can be displayeés15 515 53 33 5514 16 5T 3063
on a computer monitor. This is denoted by the stageio24 x 1024 | 7.9 19.8  1060.6 5.5 115  1305.
Corrput el ntensities in A|g 1. Thef}/, Tmln andTmaX 2048 x 2048 47.0 106.8 4550.8 29.4 59.3 5379.
parameters can be changed interactively by the user in or &p90 X 4096 | 204.6 598.6 235304 1262 3223 23648.1

to allow for better on—screen calibration. TABLE |
VIEW-RECONSTRUCTION TIMES IN MILLISECONDS FOR THE

CONVOLUTION METHOD ONGPU (G)AND CPU (C),AND THE DIRECT
D. Implementation details METHOD ON GPU. THE TIMES WERE AVERAGED OVER1000RUNS. THE
NUMBER IN PARENTHESIS DENOTES THE DIMENSIONALITY OF THEFFT.

For the GPU dependent components of our implementation

we have chosen to use CUDA [25], as the API is native to

the NVidia GeForce 8 hardware platform that we are currently Table | also show results from using a set of 1D FFTs

using. We also employ the CUFFT [31] library to perform thénstead of the full 2D FFT. While this approach is slower

Fourier transforms. The hardware supports vector datatype than when using the native 2D FFT, it has the advantage of
tof | oat 4 natively. The complex numbers were implementedonsuming much less memory.
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Fig. 4. Log-linear plot of the execution time of FFT calls affatient
resolutions. The 2D FFT has the over all best performance dultidbe used
on resolutions up tat096 x 4096 due memory constraints. The 1D FFTs
were performed in sequence to achieve a full 2D operation. ntmeber of
threads denote how many rows of the 2D matrix were executegémdiently
and thus in theory in parallel. The experiments were perforositg CUDA
on a NVidia GeForce 8800GTX graphics card, with 768 Mbyted\RA

FFT per row or column of the 2D matrix could be performed
independently. We also plot the result of a native 2D FFT.
Not surprisingly, this method outperforms the 1D approach,
however, on our GeForce 8800GTX with 768 megabytes of
memory, we could only perform FFTs of sizes up4@6 x
4096 before running out of memory. Thus, the approach is
useful for processing large holograms, requiring more ngmo
than currently available on graphics hardware. The method
improves with the number of threads used for individual FFTs
but the plot suggests that this will only be up to a certairlev
dependent on the hardware used, and never as good as a pure
2D transform.

Employing more threads will also cost more memory, as an
individual FFT must be planned for each. Fig. 5 show threads
and FFT memory consumption plotted against execution time
Fig. 3. Two reconstructions by our software. (a) The holoythargeScrew”  for a 2048 x 2048 FFT. The vertical and horizontal line show
T g B ot o o e coNStant memory consumption for a 20 FFT. As can
for both reconstructions. e seen better performance costs some amount of dedicated
memory. It may also be argued, that if using this approach,
there is probably an optimal memory to efficiency relatiopsh

(b)

As described in Section IlI-A the efficiency of our recon-
struction methods is largely dependent on the FFT imple- V. CONCLUSIONS

mentation. We Currently use the CUFFT |ibl’al’y, and while We have shown that it is possib|e to perform real-time
the 2D FFT is very fast, it is also quite memory demandingeconstruction of digital megapixel holograms using strea
We have observed that, as a rule of thumb, the FFT planigbcessing on graphics hardware. The GPU-implementation
allocates three times the hologram size of additional M¥MOE|early outperforms a single CPU; with execution times in
ThUS, as described abOVe, we have implemented an altana‘iﬁe millisecond range, and a Speedup of oM&) times for a
sequential approach based on a series of 1D FFTs. While thigital hologram resolution of today’s standag{8 x 2048).
approach is much less memory intensive than the direct Zi3r display purposes, rendering directly to the GPU menmry i
FFT, it does not yield the same processing speeds. very beneficial, and avoids unnecessary copying of the frame
In order to evaluate the efficiency of both approaches vimiffer data over the system bus.
measured for a range of resolutions. Fig. 4 shows a graph offThe main limiting factor for our reconstruction method is
the execution time for a single 2D FFT for different resau8 the memory requirements of the CUFFT library. The current
and settings. The number of threads denotes how many parallersion uses an additional memory allocation of three times
1D FFTs that is using the CUFFT library. In practice one 1Ehe input array size for 2D complex FFTs. A single hologram
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Fig. 5. Log-linear plot of additional memory usage vs. exerutime for a
2048 x 2048 2D FFT using sequential 1D FFT calls. The lower horizontas ax
shows memory consumption in kilobytes, while the upper denb&esumber
of potential parallel 1D FFTs executed. The thick horizbatad vertical line
denote reference values in the form of memory usage and esrdirtie of a
2D FFT. The experiments were performed using CUDA on a NVidiadsee
8800GTX graphics card, with 768 Mbytes RAM.

(6]
(7]

8]
of size4096 x 4096 require 128 Megabytes which amounts to
one sixth of the total GPU memory we have at our disposg$)
on our current card. Its 2D FFT plan would thus require 384
Megabytes using CUFFT. 10]

We also investigated the alternative of using several 1[D
FFTs as an alternative to the faster 2D approach. From our
tests we conclude that although the native 2D FFT is t
method of choice for our main real-time implementation, the
row-column method of 1D FFTs is a much less memor
demanding alternative. Thus, it is useful for rapid prooeps
of large holograms at interactive, but not real-time, rates

Real-time hologram inspection has many attractive appli-
cations in areas such as digital holographic microscopy a!
computational holography. As shown in [17] on-line viewing
from a holographic recording setup by reconstructing views
from a digital video signal in real-time is possible with &yss  [1°]
technology. Our software would be quite suitable for such
an application, and while we expect the performace to be
limited by the CPU to GPU memory transfer speed, ariéf!
thus ultimately by the PCl-express bus, it can be expected
to perform in real-time to interactive rates as only a single7]
transfer per frame is necessary.

Finally, we note that there are numerous 'ping-pong’ Frbsrﬁs]
based algorithms appearing in the literature mainly witpliap
cations to phase retrieval or twin image reduction [33],][34
[35], [36]. Often these algorithms are not employed becadise
their time intensive nature. Due to the fast speed of ourrfales
transform calculations we believe that the ideas preseinted20]
this paper will have widespread application in these areas.

[21]

(19]
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