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Abstract—Stemming has commonly used in some research 

about text mining, information retrieval, and natural language 

processing. However, there is an indication that stemming does not 

deliver significant influence toward accuracy in text classification. 

Hence, this research attempts to investigate the influence of the 

stemming process on Indonesian tweet sentiment analysis. 

Furthermore, this work examines about the difference effect 

between two conditions by involving stemming and without 

involving stemming on pre-preprocessing task. The experiments 

show that the accuracy difference for SVM using stemming in pre-

processing acquired 0.67% and 1.34% higher than pre-processing 

without stemming, whereas, Naive Bayes obtained 0.23% and 

1.12%. Finally, this research proves that stemming does not raise 

the accuracy either using SVM or Naive Bayes algorithm.  

Keywords—pre-processing; stemming; sentiment analysis; tweet 

classification 

I. Introduction  

Pre-processing is very important and critical in text mining 
and information retrieval because of the unstructured data from 
natural language (Torunoğlu, Çakırman, Ganiz, Akyokuş, & 
Gürbüz, 2011). Pre-processing has a purpose to set up and clean 
the text data before further processing in classification [2]. In pre-
preprocessing, there is a step called stemming, which is a basic 
step in handling textual data [3]. However, there is an indication 
that stemming does not hand over significant influence toward 
accuracy in text classification [4] [5]. Hence, this research 
attempts to investigate the influence of stemming on Indonesian 
tweet sentiment analysis. 

Stemming has commonly used in some research about text 
mining, information retrieval, and natural language processing. 
The purpose of stemming is to alleviate various gramatical form 
and find the root of words by removing affixes and suffixes [6] 
[7] [8].  

The words in Bahasa Indonesia have the special and complex 
morphological structure compared with the words in other 
languages. Generally, they consist of both inflectional and 
derivational structure [9]. Inflectional is a collection of suffixes 
which does not alter the form and does not affect the meaning of 
the root word. Derivational structure in Bahasa Indonesia can be 
composed of prefixes, suffixes, and also a couple of combination 
of the two.  

This research uses Nazief and Adriani algorithm in stemming 
process to obtain the root of the words. This algorithm uses 
morphological rules to remove affixes, including prefixes, 
suffixes, infixes (insertions) and confixes (composite between 
prefixes and suffixes) [10]. 

The data in this research are gained from tweet which contain 
the sentiment about politician in Indonesia. This work examines 
those data and investigate what will be happened when stemming 
does not carried out in pre-processing task, whether stemming 
will increase the accuracy and give some benefits on classifying 
Indonesian tweet or not. If stemming does not give more effect or 
advantages in Indonesian sentiment analysis, then stemming task 
can be removed from pre-processing task. In the other hand, 
suppose that stemming is still giving advantages such as 
increasing the accuracy, then stemming must be carried out and 
continue to develop better stemming process in pre-processing 
task for better attainment. 

The rest of this paper is organised as follows. Section 2 
describes about several works correlated with stemming. In 
section 3, there is a proposed method for this work. Section 4 
explains the result and discussion of this research. Finally, the 
conclusion of this work is described in Section 5. 

II. Related Works 

A lot of research about stemming has been carried out before. 
Jivani [7] tried to compare the English stemming algorithms and 
the difference between stemming and lemmatizing. This research 
discussed about the different methods of stemming and their 
comparisons in terms of usage, the benefits and also the 
restrictiveness. Based on the experiment, there are a lot of 
similarity between the stemming algorithms and they are good 
enough to be used on text mining, NLP, or information retrieval.  

Asian, et al. [10] compared the performance of stemming 
algorithm as well, but this research focused on Indonesian 
stemmings algorithm. Based on the result, good stemmer is 
complex. It also need thorough combination of several features, 
such as support for complex, morphological rules, progressive 
stemming of words, dictionary checks after each step, trial and 
error combinations of affixes, and recording support after prefix 
removal. This research concluded that Nazief and Adriani 
approach should be performed for Indonesian stemming.  
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Different to [7] and [10], Toman, et. al [4] focused on the 
comparison of various lemmatization and stemming algorithms 
which are regularly utilized in Natural Language Processing 
(NLP). Moreover, this research also worked through the 
influence of the word normalization on general classification task 
using two datasets, English and Czech dataset. However, this 
research summarized that the word normalization does not affect 
significantly in text classification.  

Another research that also examine the influence of stemming 
done by Wahbeh, et. al [5]. This research,  investigated the effect 
of stemming as part of the pre-processing tasks on Arabic text 
classification. Based on the experiment using Support Vector 
Machine (SVM), applying text classification without stemming 
has reached 87.79% and 88.54%. On the contrary, stemming has 
decreased the accuracy, where the two test modes using SVM 
dropped down to 84.49% and 86.35%. However, Basnur and 
Sensuse [11] have difference result concerned with the effect of 
stemming toward accuracy. The research classified news article 
in Indonesian Language using ontology by observing two 
aspects, stopwords and stemming. The research concluded that 
using stopwords and stemming in classifying document could 
enhance the accuracy. 

III. Proposed Method 

The proposed method in this paper consists of four tasks such 
as text pre-processing, term weighting, classification method, and 
performance evaluation. Fig. 1 shows the detail experimental 
design in this work.  

 

Fig. 1. Experimental Design 

A. Dataset 

The tweet dataset used in this research is almost the same 
with the dataset that used by Hidayatullah [12]. The data consist 
of tweets about Indonesian public figure sentiment, especially a 
politician. This work examines 1345 tweets which labelled 
manually into positive and negative. Table I shows that the 
number of positive tweet is 743 and negative is 602. 

TABLE I.  DETAIL NUMBER OF TWEET POLARITY 

Tweet Polarity Quantity 

Positive 743 

Negative 602 

B. Text Pre-processing 

There are some tasks in pre-processing proposed in this 
research such as removing URLs, changing emoticon, removing 
special characters of Twitter, removing symbols, tokenization, 
removing public figure name, case folding, changing slangword, 
stemming, removing stopword, and concatenating negation. 

1. Removing URLs task handles the URLs that sometimes 
found in tweet, for example http://www.website.com, 
name@address.com, etc.  

2. Changing emoticon step replaces the emoticons that 
present in tweet by transforming the emoticon into 
representative words. The conversion could be seen on 
Table II.  

TABLE II.  EMOTICON CONVERSION 

Emoticon Conversion 

:) :-) :)) :-)) =) =)) Senyum (smile) 

:D :-D =D Tawa (laugh) 

:-( :( Sedih (sad) 

;-) ;) Berkedip (wink) 

:-P :P Mengejek (stick out tongue) 

:-/ :/ Ragu (hesitate) 

     
3. Twitter has some special characters such as hashtag 

(#hashtag), username or target (@username), and RT that 
refers to retweet from users. Removing special characters 
of Twitter is done by removing those characters that 
mentioned before. 

4. Tweet usually also contains symbols or numbers (e.g. !, #, 
$, *, 1234, etc.), therefore those symbols and numbers 
will be removed. 

5. Tokenization is the methodology of separating a stream of 
text  into phrases, words, symbols, or other significant 
components called tokens [13]. 

6. The public figure name which appears in the tweet will be 
omitted in this step.  

7. Case folding is the process to transform words into similar 
form, uppercase or lowercase. In this research, all letters 
are transformed into lowercase. 

8. There are many slangwords used when people post their 
tweet. So, slangword will be changed into standard word 
based on dictionary. 

9. Stemming is used to reduce the affixes and suffixes in the 
word. 
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10. Removing stopword task removes the stopword (i.e. ‘dan’ 
(and), ‘or’ (atau), etc.) that occur in the tweet. 

11. This work also proposes the task to concatenate negation. 
This task recognises negation in tweet for example when 
there is a term ‘tidak’ (not) then the word ‘tidak’ will be 
concatenated with the next word. 

C. Nazief and Adriani’s Algorithm 

The steps of Nazief and Adriani’s Algorithm are described as 
follows [10] : 

1. Firstly, find the current word in the dictionary.  The word 
will be considered to be a root word if it found and the 
process stops. 

2. The inflection suffix (“-lah”, “-kah”, “-ku”,“-mu”, or “-
nya”) will be removed. If it succeeds and the suffix is a 
particle (“-lah” or “-kah”), then remove the inflectional 
possessive pronoun suffix (“-ku”, “-mu”, or “-nya”). 

3. Remove the derivation suffix (“-i” or “-an”). If this 
succeeds, then go to the step 4. Otherwise, if step 4 does 
not succeed, do these steps : 

a. If “-an” was removed, and the last letter of the word is 
“-k”, then the “-k” is also removed and try again Step 
4. If that fails, Step 3b will be carried out. 

b. The removed suffix (“-i”, “-an”, or “-kan”) is brought 
back.  

4. Remove the derivation prefix, as “di-”,“ke-”,“se-”,“me-
”,“be- ”,“pe”, “te-” by attempting these steps : 

a. If a suffix was eliminated in Step 3, then check the 
dissalowed prefix-suffix combinations which is listed 
in Table III.  

TABLE III.   DISSALLOWED PREFIX-SUFFIX COMBINATIONS 

Prefix Dissallowed Suffixes 

be- -i 

di- -an 

ke- -i, -kan 

me- -an 

te- -i, -kan 

se- -an 

 
b. The algorithms returns if the latest word appropriates 

with any previous prefix. 

c. The algorithms returns if three prefixes have 
previously been deleted. 

d. The prefix type is recognised by one of these 
following actions : 

i. If the prefix of the word is “di-”, “ke-”, or “se-”, 
then the prefix type is “di”, “ke”, or “se” 
successively. 

ii. When the prefix is “te-”, “be-”, “me-”, or 
“pe-”, an extra process of extracting character sets 
to determine the prefix type is needed. For 
example, the word “terlambat” (late) will be 
stemmed. After the prefix “te-“ removed to obtain 
“-rlambat”, the first collection of characters are 
extracted from the prefix as initiated by the “Set 1” 
rules in Table IV. This example the letter after the 
prefix “te-“ is “r” and this is appropriate with the 
first five rows of the table. The letter “r” is 
followed by “l” and match with third to fifth rows 
(Set 2). The next after the letter “l” is “ambat” and  
this is exactly with the fifth row (Set 3), so the 
prefix type in the word “terlambat” is “ter-“.  

 

TABLE IV.  DETERMINING THE PREFIX TYPE FOR  
WORDS PREFIXED WITH “TE–” 

Following Characters Prefix 

Type Set 1 Set 2  Set 3 Set 4 

“-r-” “-r-” - - None 

“-r-” Vowel - - Ter-luluh 

“-r-” not (“-r-” or 
vowel) 

“-er-” vowel ter 

“-r-” not (“-r-” or 

vowel) 

“-er-” not 

vowel 

none 

“-r-” not (“-r-” or 
vowel) 

not “-er-” - ter  

not (vowel 

or “-r-”) 

“-er-” vowel - none 

not (vowel 
or “-r-”) 

“-er-” not 
vowel 

- te 

  

iii. The algorithm returns when the first two characters 
do not match with “di-”, “ke-”, “se-”, “te-”, “be-”, 
“me-”, or “pe-”. 

e. If the prefix type is “none”, then the algorithm returns. 
For not “none” prefix type, it is found in Table V and 
the prefix will be removed from the word. 

TABLE V.  DETERMINING THE PREFIX FROM THE PREFIX TYPE 

Prefix type Prefix to be removed 

di di- 

ke ke- 

se se- 

te te- 

ter ter- 

ter-luluh ter- 

 

f. Step 4 will recursively endeavoured when the root 
word has not been found until the root word found. 

g. Perform the recoding step which is depending on the 
prefix type. It is only shown the prefix type “ter-luluh” 
in Table IV and V. In this case, the letter “r-“ is added 
to the word after removing the prefix “ter-“. If the new 
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word is not found in the dictionary, then Step 4 is 
carried out again. The “r-“ is removed and “ter-“ 
restored when the root word is still not found. The 
prefix is is set to “none” and the algorithm returns. 

h. The algorithm will return the authentic word after 
failed in all steps. 

D. Term Weighting 

Term weighting represents documents as vectors in the vector 
space model [14]. In this paper, we conduct two methods to 
represent documents, there are TF (Term Fequency) and TF-IDF 
(Term Frequency-Inverse Document Frequency).Term frequency 
is the standard idea of frequency in corpus-based natural 
language processing (NLP). It calculates the quantity of times 
that a type (term/word/n-gram) shows up in a corpus [15]. The 
term frequency of a term t in a document d can be utilized for 
record particular weighting and denoted as tft,d. It is just a 

measure of a term hugeness inside a document [16]. 

TF-IDF is a method which combines both TF and IDF to 
determine the weight of a term [14]. The TF-IDF weight scheme 
of a term t in a document d given by [17], 

tf-idft,d = tft,d × idft  (1) 

The weight of term t in document d is denoted as tft,d, 

whereas idft is inverse document frequency of term t which 
derived from 

idft = log
N

dft
 (2) 

In the equation 2, the number of all document represented as 
N and dft is the quantity of document d which contains term t. 

E. Classification Method 

This research uses Naive Bayes and Support Vector Machine 
which are the most famous text classification method [18] [19]. 
Furthermore, both of those methods also have good performance 
in classification. 

1) Multinomial Naive Bayes 

This research uses Multinomial Naive Bayes to classify the 
tweet data. Multinomial Naive Bayes is a probabilistic learning 
approach [17]. The likelihood of a document d being in class c is 
processed as, 

P(c|d) ∝ P(c) ∏ P(tk|c)

1≤k≤nd

 (3) 

P(tk|c) is the probability of term tk occuring in a document 
of class c whereas P(c) is the prior probability of a document 
occurring in class c. Variable nd is the number of token in 
document d.  

The best class in Naive Bayes Classification is the most 
probability that procured from Maximum a posteriori (MAP) 
class cmap: 

cmap =
argmax
c ∈ C

P̂(c|d) =
argmax
c ∈ C

P̂(c) ∏ P̂(tk|c)

1≤k≤nd

 (4) 

 
The value of P̂(c) is calculated using equation (5) by dividing 

the number of document in class c (Nc) with all number of 
document in training data (N’). 

P̂(c) = 
Nc

N'
 (5) 

 

2) Support Vector Machine (SVM) 

SVM finds a hyperplane with the highest possible margin to 
separate between two categories [20]. The hyperplane is 
represented by vector w. The Support Vectors are the items 
which determine the margin (H1 and H2), shown by Fig. 2. 

 
Fig. 2. Separating Hyperplane in SVM 

F. Evaluation 

The purpose of evaluation is to measure how good the system 
works [11]. In this research we choose confusion matrix model 
for two classes prediction shown by Table III. 

TABLE VI.  CONFUSION MATRIX FOR TWO CLASSES PREDICTION 

 
Actual Class 

Class-1 Class-2 

Predicted 

Class 

Class-1 True positive (TP) False negative (FN) 

Class-2 False positive (FP) True negative (TN) 

 
The confusion matrix above is used to calculate the accuracy 

of the proposed methods. Accuracy is the total validity of the 
model that calculated as the sum of true classifications divided by 
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the total number of classifications. The formula to obtain 
accuracy is described below, 

 

Accuracy =
TP + TN

(TP + TN + FP + FN)
 (6) 

  

G. Experiment 

This research proposes two different approaches in pre-
processing task. The first approach uses stemming in pre-
processing steps and the second does not use stemming. The 
stemming rules in this research is using Nazief and Adriani 
approach based on dictionary. Fig.3 shows the two different 
approaches in pre-processing task. 

 
Fig. 3. Two Different Approaches in Pre-processing 

To examine the influence of stemming, there are four 
combinations such as TF-IDF with stemming, TF-IDF without 
stemming, term frequency (TF) with stemming, and term 
frequency (TF) without stemming. The classification methods 
used in this research are SVM and Naive Bayes. In addition, 

rapidminer is used in this work to analyse the data. The main 
process in rapidminer shown by Fig. 4 below. 

 
Fig. 4. Main Process in Rapidminer 

There are four steps carried out using repidminer such as read 
database, process document, set role, and validation. Read 
database retrieves tweet data from database. Then, process 
document generates word vectors from string attributes. Set role 
is used to change the attribute role (e.g. regular, special, label, id, 
etc). Validation randomly splits up the data into training and test 
set, then evaluates the model. The Validation process using SVM 
shown by Fig. 5. 

 
 

Fig. 5. Validation Process Using SVM 

The validation process using Naive Bayes shown by Fig. 6.  

 

Fig. 6. Validation Process Using Naive Bayes 

Furthermore, the model will be applied using apply model 
then measure the performance.  

IV. Result and Discussion 
The experiments using rapidminer shows that stemming in 

pre-processing task does not enhance the accuracy. The accuracy 
achieved 87.72% when stemming performed for Naive Bayes 
combined with TF-IDF. In the other hand, the accuracy increased 
up to 88.84% when stemming does not included in pre-
processing. In addition, the accuracy using Naive Bayes and term 
frequency is 91.96% for pre-processing with stemming, and 
92.19% for pre-processing without stemming.  
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The accuracy gained from SVM and TF-IDF when stemming 
does not performed is 93.75%. On the contrary, the accuracy 
gained 92.41% when stemming carried out in pre-processing. 
Furthermore, the accuracy using SVM and term frequency 
attained 93.53% for pre-processing without stemming, and 
92.86% for pre-processing which involved stemming. The clear 
result of this research shown by Fig.7. 

 
Fig. 7. Accuracy Results 

V. Conclusion and Future Works 

This research discussed about the influence of stemming on 
Indonesian tweet sentiment analysis. The investigation of this 
work has compared between two pre-processing steps, the first 
pre-processing steps involved stemming and the other one does 
not involve stemming. Based on the experiments, this work 
concluded that stemming does not give significant influence on 
Indonesian tweet sentiment analysis. Stemming task does not 
raise the result accuracy either using SVM or Naive Bayes 
algorithm. However, the accuracy difference between pre-
processing which involve stemming and does not involve 
stemming is not too high. The accuracy difference for SVM using 
stemming in pre-processing acquired 0.67% and 1.34% higher 
than pre-processing without stemming, whereas, Naive Bayes 
obtained 0.23% and 1.12%. 

For the future works, it is better to use data which have more 
variation, not only tweet data which talk about politician, but also 
about sport, commodity review, consumer satisfaction, etc. 
Moreover, it is also important to combine with another new pre-
processing technique in order to enhance the result accuracy. 

References 
[1]  D. Torunoğlu, E. Çakırman, M. C. Ganiz, S. Akyokuş and M. Z. Gürbüz, 

“Analysis of Preprocessing Methods on Classification of Turkish Texts,” 

in Innovations in Intelligent Systems and Applications (INISTA), 2011 
International Symposium on. IEEE, 2011.  

[2]  E. Haddi, X. Liu and Y. Shi, “The Role of Text Pre-processing in 

Sentiment Analysis,” Procedia Computer Science, vol. 17, pp. 26-32, 
2012.  

[3]  B. Sarumathi and R. Jayanthi, “Identification of Legitimate Words for 

Text pre-processing Using K-Means Clustering Algorithm,” International 
Journal of Engineering Research & Technology (IJERT), vol. 3, no. 1, pp. 

2903-2907, 2014.  

[4]  M. Tomana, R. Tesara and K. Jezeka, “Influence of Word Normalization 
on Text Classification,” in Proceedings of InSciT (2006), 2006.  

[5]  A. Wahbeh, M. Al-Kabi, Q. Al-Radaideh, E. Al-Shawakfa and I. Alsmadi, 

“The Effect of Stemming on Arabic Text Classifiation:An Empirical 
Study,” International Journal of Information Retrieval Research, vol. 1, 

no. 3, pp. 54-70, 2011.  

[6]  B. Liu, Web Data Mining Exploring Hyperlinks, Contents , and Usage 
Data, Springer, 2007.  

[7]  M. A. G. Jivani, “A Comparative Study of Stemming Algorithms,” Int. J. 
Comp. Tech. Appl, vol. 2, no. 6, pp. 1930-1938, 2011.  

[8]  C. Ramasubramanian and R. Ramya, “Effective Pre-Processing Activities 

in Text Mining using Improved Porter’s Stemming Algorithm,” 
International Journal of Advanced Research in Computer and 

Communication Engineering, vol. 2, no. 12, pp. 4536-4538, December 

2013.  

[9]  F. Z. Tala, “A Study of Stemming Effects on Information Retrieval in 

Bahasa Indonesia,” 2003. 

[10]  J. Asian, H. E. Williams and S. Tahaghoghi, “Stemming Indonesian,” in 
Proceedings of the 28th Australasian conference on Computer Science, 

2005.  

[11]  P. W. Basnur and D. I. Sensuse, “Pengklasifikasian Otomatis Berbasis 
Ontologi untuk Artikel Berbahasa Indonesia,” MAKARA Journal of 

Technology, vol. 14, no. 2, 2010.  

[12]  A. F. Hidayatullah, “Analisis Sentimen dan Klasifikasi Kategori Terhadap 
Tokoh Publik Pada Data Twitter Menggunakan Naive Bayes Classifier,” 

2014. 

[13]  T. Verma, Renu and D. Gaur, “Tokenization and Filtering Process in 
RapidMiner,” International Journal of Applied Information Systems 

(IJAIS), vol. 7, no. 2, pp. 16-18, 2014.  

[14]  V. Srividhya and R. Anitha, “Evaluating Preprocessing Techniques in Text 
Categorization,” International Journal of Computer Science and 

Application Issue, pp. 49-51, 2010.  

[15]  M. Yamamoto and K. W. Church, “Using Suffix Arrays to Compute Term 
Frequency and Document Frequency for All Substrings in A Corpus,” 

Computational Linguistics, vol. 27, no. 1, pp. 1-30, 2001.  

[16]  S. T. Wu, “Knowledge Discovery Using Patern Taxonomy Model in Text 
Mining,” 2007. 

[17]  C. Manning, P. Raghavan and H. Schutze, Introduction to Information 

Retrieval, Cambridge University Press, 2009.  

[18]  D. Li Guo, D. Peng dan L. Ai Ping, “A New Naive Bayes Text 

Classification Algorithm,” TELKOMNIKA Indonesian Journal of 

Electrical Engineering, vol. 12, no. 2, pp. 947-952, February 2014.  

[19]  P. Y. Zhang, “A HowNet-based Semantic Relatedness Kernel for Text 

Classification,” TELKOMNIKA Indonesian Journal of Electrical 

Engineering, vol. 11, no. 4, pp. 1909-1915, 2013.  

[20]  C. Horn, “Analysis and Classification of Twitter Messages,” 2010. 

[21]  A. Pak and P. Paroubek, “Twitter as a Corpus for Sentiment Analysis and 

Opinion Mining,” in Proceedings of the Seventh conference on 
International Language Resources and Evaluation (LREC'10), 2010.  

[22]  X. Hu, J. S. Downie and A. F.Ehmann, “Lyric Text Mining in Music 

Mood Classification,” in 10th International Society for Music Information 
Retrieval Conference, 2009.  

[23]  B. Liu, “Sentiment Analysis: A Multi-faceted Problem,” IEEE Intelligent 

Systems, 2010.  

 

92.41%

93.75%
92.86%

93.53%

87.72%
88.84%

91.96% 92.19%

84.00%
85.00%
86.00%
87.00%
88.00%
89.00%
90.00%
91.00%
92.00%
93.00%
94.00%
95.00%

TF-IDF +

Stemming

TF-IDF +

Without

Stemming

Term

Frequency +

Stemming

Term

Frequency +

Without

Stemming

SVM Naive Bayes


	Abstract—The phenomenon of big data is currently a growing topic in the world of information technology. From some of the literature mentioned that manage big data can create significant value for the world economy, improving productivity and competit...
	Keywords—Information Technology, Big Data,  data analytic, NoSQL, MongoDB
	Introduction
	LITERATURE STUDY
	RESEARCH METHOD
	RESULT
	Open a Command Prompt Administrator
	Create Directory
	Create Configuration File
	Create the MongoDB service.
	Starting and Stopping Service MongoDB

	CONCLUSION
	References

	background
	research Methods
	Introduction
	Mango Physiological Properties
	The Measurement System
	Results and Discussion
	Conclusions
	Acknowledgment
	I.  Introduction
	II. The assumption
	III. The Preparation
	IV. Pairing and counting the differences
	V. Testing the correlation in Pearson-R
	VI. Building Markov Chain Process
	VII. Conclusion
	References

	Introduction
	Caputo’s Implicit Finite Difference Approximation
	HALF-SWEEP GAUSS-SEIDEL ITERATIVE METHOD
	numerical experiments
	Conclusion
	References

	I.  Introduction
	II. research method
	iii.  proposed method and tool
	Prioritizing Usability Goal
	Designing of User Interface Following Pre-determined Usability Goal
	Evaluating and Selecting the Best Prototype

	IV. result and discussion
	V. conclusion
	Acknowledgment
	We would like to thank all the software engineering students in Year 2 who had taken the subject User Interface Design in semester 2 (2013/2014) as well as lecturers and industry experts for their cooperation and feedbacks throughout the study. Withou...
	References

	I. Introduction
	II. Literature Review
	COBIT 4.1 Framework
	Doman Deliver and Support (DS)
	The Model of the Maturity Level
	The Maturity of Information Technology Governance
	The Analysis of the Maturity Gap
	Implications of Managerial Aspects
	Recommendations of Information Technology Governance on DS4

	Conclusion and Perspective
	References

	VI. implication of reseach
	Figure 2: Flow Chart for Software Development
	Introduction
	Research Methodology
	RESULT AND DISCUSSION
	CONCLUSIONS
	Introduction
	Methods
	Data Mining
	Clustering
	K-Means Algorithm
	Forecasting
	Multiple Linear Regression
	WEKA Data Mining Tool
	Data Analysis Techniques
	Technique of K-Means Clustering
	Forecasting Technique Using Multiple Regression Linear


	Result
	The results of the K -Means clustering
	Member Value of 1st cluster (C1) :
	Member value of 2nd cluster (C2) :
	Member value of 3rd cluster (C3) :

	The results of the multiple linear regression forecasting
	Testing Clustering with WEKA

	Discussion
	Conclusions
	ACKNOWLEDGMENT
	REFERENCES

	I.  Introduction
	II. HANDWRITING FEATURES DESCRIPTION
	III. PROPOSED METHODS
	A. Data Aquisition
	B. Segmentation
	C. Wavelet Extraction
	Where  and  are wavelet functions for low frequency component and high frequency component respectively. Using (3) signal can be decomposized into j scale level with narrower frequency interval, either for high frequency or low frequency groups. Daub...
	a) Coefficient Function Scale (low-pass filter).
	b) Coefficient Function of Wavelet (high pass filter)

	D. Recognition of Handwriting System

	IV. Result and Discussion
	V. CONCLUSION
	REFERENCES
	A. Obstacle Avoidance Function
	B. Testing

	I. BACKGROUND
	II. SYSTEM DESCRIPTION
	III. HOMER SOFTWARE
	IV. CONCLUSION
	Acknowledgements
	REFERENCES

	Introduction
	Overhead Lines 132 KV SSWT-BBST  brief description
	Methodology
	Result and Discussion
	Conclusion
	Acknowledgment
	References
	A. Original Model
	B. Model by fixing αj and βj
	The model was adapted from .
	C. Model by fixing αj and varying  βj

	I.  Introduction
	II. System Architecture
	A. Sensor Nodes
	B. Coordinator Node
	C. Computer Client

	III. Implementation
	A. Hardware Spesification
	1) Arduino Uno: As the heart of the node, we use Arduino Uno R3 board which has microcontroller chip ATmega328. It is controlled by the computer using USB connection. It has 14 digital inputs/outputs (6 pins can be used as PWM outputs), 6 analog input...
	2) Xbee Shield: Xbee Shield is used to connect Xbee module to the Arduino board. It can directly plug in with Arduino/IFLAT-32 board, and use any pin of the basic board to connect with the Xbee module serail port. It has double shields interfaces in t...
	3) Xbee S2: As for communication task, Xbee S2 module is used in the system. It is designed to operate within Zigbee protocol and support the unique needs for low cost and low power of WSNs. The module operates within 2.4 GHz frequency band with 250 K...
	4) Sensors: For the environmental data monitoring, LM35DZ and DHT11 are used to read temperature and humidity, respectively. LM35DZ is an analog sensor device that displays the measurement in the voltage form with 10mV/0C sensitivity [13]. Its accurac...

	B. Network Specification
	1) Peer-to-peer connection: This connection is simply consisted of two nodes. The first one responsibles as a coordinator node that manages the network. The other is configured as an end device or sensor node.
	2) Star topology: In this topology, all nodes are connected directly to the coordinator node. Messages transmiting from all end devices have to pass through this center node, which is responsible for decision making, routing and controlling the networ...
	3) Mesh topology: In this topology, the network allows transmission between neighboring nodes. Mesh topology is a more robust system, therefore it is more realible for large scale sensor networks. In this topology, one node can have many nodes as neig...

	C. Software Specification

	IV. Testing Results
	A. Sensor Testing
	1) Temperature Sensor: The accuracy of temperature sensor (LM35DZ) is calibrated by comparing its output to that of thermometer Testo 925 [15]. We put the sensor and the thermometer near the electric solder as the heat source. By changing the distance...
	2) Humidity Sensor: In order to test the accuracy of humidity sensor (DHT11) in measuring environmental humidity, its output is compared to that of hygrometer of HTC-1 [16]. We put both instruments near to the water with heat source. When the temperat...

	B. Communication Testing
	1) Peer-to-peer communication: In this configuration testing, the sensor device transmitted several data packets to the coordinator in various distances as seen in Fig. 6. From the testing results, as seen in Table II, we can see when the distance is ...
	2) Star topology: In this toplogy testing, three sensor nodes are located within range distances to the coordinator node as seen in Fig. 7. All three sensor nodes transmitted 100 data apckets to the coordinator.  As seen in Table III, similar to the p...
	3) Mesh topology: In this topology testing, the network has one router node to relay data packets from sensor node to the coordinator as illustrated in Fig. 8. The testing result as shown in Table IV, indicates that our sensor node is able to perform ...

	C. Energy Consumption Prediction

	V. Conclussions and Future Works
	ACKNOWLEDGMENT
	REFERENCES

	Introduction
	Methodology
	Electronic System Design
	Embedded Software Design

	Results
	Conclusion
	Acknowledgment
	References
	Introduction
	Simulation of spiral-phased ring Modes
	Results and Discussion
	Fig. 7  Relative group delay versus DMG (green) and power coupling coefficient versus DMG (red)  for Channel 3 output  for different HG mode:  (a) HG02  (b) HG04 (c) HG20 (d) HG40
	Conclusion
	References
	Introduction
	Wireless Sensor Network
	Principle of WSN
	PEGASIS Routing Protocol
	Enviromental Factors of Palm Oil [5]

	RESEARCH METHODOLOGY
	The First Phase: The Hardware Design
	The Second Phase: The Software Design
	The Third Phase: The Integration

	Results and Discussions
	CONCLUSIONS
	References

	I. Introduction
	II. Related Works
	III. Proposed Method
	A. Dataset
	B. Text Pre-processing
	C. Nazief and Adriani’s Algorithm
	D. Term Weighting
	E. Classification Method
	1) Multinomial Naive Bayes
	2) Support Vector Machine (SVM)

	F. Evaluation
	G. Experiment

	IV. Result and Discussion
	V. Conclusion and Future Works
	Introduction
	MDM System Description
	Results and discussion
	Conclusions
	REFERENCES

	I.  Introduction
	II. Concept of Social Force Model
	III. Literature Review
	IV. Conclution
	REFERENCES
	REFERENCE
	[1]  Şahin and A. Winfield, “Special issue on swarm robotics,” Swarm Intell., vol. 2, no. 2–4, pp. 69–72, 2008.
	[2]  C. Eng and M. East, “A Review of Studies in Swarm Robotics ˙,” Turk J Elec Engin, vol. 15, no. 2, pp. 115–147, 2007.
	[3]  C. Pinciroli, R. O’Grady, a. L. Christensen, and M. Dorigo, “Self-organised recruitment in a heteregeneous swarm,” 2009 Int. Conf. Adv. Robot., 2009.
	[4]  M. Dorigo, M. Birattari, and T. Stutzle, “Ant colony optimization,” IEEE Comput. Intell. Mag., vol. 1, no. 4, 2006.
	[5]  G. Lee and N. Chong, “Flocking controls for swarms of mobile robots inspired by fish schools,” … Adv. multi Robot Syst. A. Lazinica, …, no. May, pp. 53–69, 2008.
	[6]  J. a. Shapiro, “Bacteria are small but not stupid: cognition, natural genetic engineering and socio-bacteriology,” Stud. Hist. Philos. Sci. Part C Stud. Hist. Philos. Biol. Biomed. Sci., vol. 38, no. 4, pp. 807–819, 2007.
	[7]  N. Correll and A. Martinoli, “Towards optimal control of self-organized robotic inspection systems,” IFAC Proc. Vol., vol. 8, no. PART 1, 2006.
	[8]  S. Ubstation, “D Esign of E Arthing S Ystem for Hv / Ehv Ac,” vol. 6, no. 6, pp. 2597–2605, 2014.
	[9]  L. E. Parker, “ALLIANCE: An architecture for fault tolerant multirobot cooperation,” IEEE Trans. Robot. Autom., vol. 14, no. 2, pp. 220–240, 1998.
	[10]  A. Jacoff, B. Weiss, and E. Messina, “Evolution of a performance metric for urban search and rescue robots (2003),” Perform. Metrics Intell. Syst., 2003.
	[11]  D. M. Carroll, C. Nguyen, H. R. Everett, and B. Frederick, “Development and testing for physical security robots,” Def. Secur., pp. 550–559, 2005.
	[12]  R. Simmons, S. Singh, D. Hershberger, J. Ramos, and T. Smith, “First Results in the Coordination of Heterogeneous Robots for Large-Scale Assembly,” Proc. Int. Symp. Exp. Robot. (ISER 2000), p. 10, 2000.
	[13]  L. E. Parker, “Handbook of Robotics Chapter 40 : Multiple Mobile Robot Systems.”
	[14]  Y. Q. C. Y. Q. Chen and Z. W. Z. Wang, “Formation control: a review and a new consideration,” 2005 IEEE/RSJ Int. Conf. Intell. Robot. Syst., no. 435, pp. 3664–3669, 2005.
	[15]  Y. Mohan and S. G. Ponnambalam, “An extensive review of research in swarm robotics,” 2009 World Congr. Nat. Biol. Inspired Comput. NABIC 2009 - Proc., pp. 140–145, 2009.
	[16]  T. Balch and R. C. Arkin, “Behavior-based formation control for multirobot teams,” IEEE Trans. Robot. Autom., vol. 14, no. 6, pp. 926–939, 1998.
	[17]  L. C. a Pimenta, G. a S. Pereira, N. Michael, R. C. Mesquita, M. M. Bosque, L. Chaimowicz, and V. Kumar, “Swarm coordination based on smoothed particle hydrodynamics technique,” IEEE Trans. Robot., vol. 29, no. 2, pp. 383–399, 2013.
	[18]  J. S. J. Shao, G. X. G. Xie, J. Y. J. Yu, and L. W. L. Wang, “Leader-Following Formation Control of Multiple Mobile Robots,” Proc. 2005 IEEE Int. Symp. on, Mediterrean Conf. Control Autom. Intell. Control. 2005., no. Id, pp. 808–813, 2005.
	[19]  A. Benzerrouk, L. Adouane, L. Lequievre, and P. Martinet, “Navigation of multi-robot formation in unstructured environment using dynamical virtual structures,” IEEE/RSJ 2010 Int. Conf. Intell. Robot. Syst. IROS 2010 - Conf. Proc., pp. 5589–5594,...
	[20]  M. A. Lewis and K. Tan, “High Precision Formation Control of Mobile Robots Using Virtual Structures,” vol. 403, pp. 387–403, 1997.
	[21]  R. Palm, “Particle Swarm Optimization of Potential Fields for Obstacle Avoidance,” pp. 117–123, 2013.
	[22]  E. G. Hernández-martínez and E. Aranda-bricaire, “Convergence and collision avoidance in formation control: A survey of the artificial potential functions approach,” … -Modeling, Control. …, no. 1997, 2011.
	[23]  L. Barnes, M. a. Fields, and K. Valavanis, “Unmanned ground vehicle swarm formation control using potential fields,” 2007 Mediterr. Conf. Control Autom., pp. 3–10, 2007.
	[24]  L. Barnes, W. Alvis, M. Fields, K. Valavanis, and W. Moreno, “Heterogeneous swarm formation control using bivariate normal functions to generate potential fields,” Proc. - DIS 2006 IEEE Work. Distrib. Intell. Syst. - Collect. Intell. Its Appl., ...
	[25]  C. C. Cheah, S. P. Hou, and J. J. E. Slotine, “Region-based shape control for a swarm of robots,” Automatica, vol. 45, no. 10, pp. 2406–2411, 2009.
	[26]  B. Calli, W. Caarls, P. Jonker, and M. Wisse, “Comparison of extremum seeking control algorithms for robotic applications,” IEEE Int. Conf. Intell. Robot. Syst., pp. 3195–3202, 2012.
	[27]  D. V Dimarogonas, C. Ebenbauer, and K. H. Johansson, “Obstacle Avoidance for an Extremum Seeking System using a Navigation Function,” pp. 4068–4073, 2013.

	I. Introduction
	II. Design of System
	A. Hardware Design
	B. Software Design

	III. System Testing
	A. System Interface Testing
	B. Line of Sight Testing
	C. Testing with Obstacle

	IV. Result
	1) Controlling multiple mobile robot by using 40 MHz and 315 MHz is possible
	2) Microcontroller router can receiver 8 bit ASCII code from multi robot system well, switching by transmitting commands to robot using 40 MHz and 315 MHz using general purpose input output
	3) Multiple mobile robots can be controlled well by transmitting commands through computer application with the result as following:
	a) 40 MHz robot can receive command in LoS environment using general purpose input output with a maximum range of 4 meters.
	b) 40 MHz robot can receive command in obscured environment using general purpose input output with a maximum range of 3.6 meters.
	c) 315 MHz robot can receive command in LoS environment using general purpose input output with a maximum range of 10 meters.
	d) 40 MHz robot can receive command in obscured environment using general purpose input output with a maximum range of 13,4 meters.
	Acknowledgment
	References



	I. Introduction
	II. methodology
	III. Experimental result
	The accuracy of the system can be determined by calculating the value of TP, TN, FP and FN of Table 4. TP= 32 + 70 + 15                = 117 TN= (70 + 15) + (32 + 15) + (32 + 70)  = 234 FP= (8 + 2) + (8 + 6) + (1 + 1)= 26 FN= (8 + 1) + (8 + 1) + (2 +...
	IV. Conclusion
	Acknowledgment
	Appendix A
	Appendix B
	References

	I.  Introduction
	II. Problem Statement
	A. System description
	B. Classical PI Observer

	III. PD/PI Extended State Observer
	A. Observer Algorithm
	B. Observer Structure

	IV. Simulation Results
	V. Conclusions
	References

	Introduction
	Methodology
	results
	conclusion
	References

	I.  Introduction
	II. Salient Object Detection
	III. The Weakness of The Salient Object Detection Results
	IV. Salient Object Detection Optimization
	A. Mean Shift Color Segmentation
	B. Chain code Detection
	C. Analyze Color Around Chain Code (Optimization Process)

	V. Result & Discussion
	VI.   ConcluSion
	References
	INTRODUCTION
	METHODOLOGY
	EXPERIMENTAL ASSEMBLY
	COMPARISON OF MATHEMATICAL MODEL WITH EXPERIMENTAL EVIDENCE Setup
	Conclusion
	References

	I. Introduction
	II. Antenna Configuration
	A. Octagon Microstrip Yagi Antenna (OMYA)
	B. One-Dimension Photonic Crystal (1-D PCs) Cover

	III. Simulated Results
	IV.      Conclusion
	References

	I.  Introduction
	II. Related works
	III. Research Methodology
	A. Developing Climate and Electrical Data Recording System
	B. In Situ Measurement
	C. Analyzing Data using Correlation

	IV. Result and discussion
	A. Temperature of Module and Output Power
	B. Hummidity and Output Power
	C. Wind Speed and Output Power
	D. Solar Irradiance and Output Power
	E. Ambient Temperature and Output Power

	V. Conclusion
	ACKNOWLEDGMENT
	REFERENCES

	Abstract - Songket shawl is handcrafted hereditary in South Sumatra, but is also a manufacture shawls for songket which is also typical of Palembang. Songket shawls  device consists of makers crutch, stick motif maker, dividers, and bobbin. Furthermor...
	Semi-automation weaving machines are expected to contribute the craftsmen to improve results weaving  it’s , such as looms and supplies sensors and application programs that can be used and then will make the craft of weaving typical areas of South Su...
	This research will measure  are performance of semi-automatic by showing  results of measurement of the strength or speed DC motor to throw and pull the threads, be it gold thread and yarn.
	Limar, regulated Pulse Width Mudulation (PWM) so that the performance of motor speed can be adjusted, from measurement results are known in the hurling thread from a distance of 0 - 30 cm. When a thread already determined the maximum distance that the...
	I. Introduction
	Songket shawl woven from South Sumatra is the result of craft which came down of hereditary. This songket shawl scarf is typical of Palembang. A lot of crafts done by the mother-housewife and her daughter.
	Introduction
	PULSE OXYMETRY
	RESEARCH METHODOLOGY
	RESULT AND DISCUSSION
	CONCLUSIONS
	REFERENCES

	Abstract-This paper proposes The Use of KPI in Group Decision Support System Model of ICT Projects Evaluation at Local Government Agency in Indonesia. This study is a part of the attempt to improve local government performance in Indonesia, especially...
	With an assumption that ICT Projects in the government is a part of public policy, then the policy should be public interest-oriented. Practically, a good governance practice requires that the management and public management decision must be open by ...
	This particular study is a part of attempt to improve the local goverment performance, particularly Local Government Agency (SKPD) involved in Decision Support System, which is optimized through Information Technology. A Group Decision Support System ...
	Generally, this paper is divided into several parts, the first part describes how to make a performance indicator which can synchronize between technical indicator and project management concept of an ICT project, so that output of an ICT project prod...
	3. RESEARCH METHODOLOGY
	At the initial stage, the first thing to be studied is how to make a performance indicator of ICT project, so that the output of a ICT project product can result the expected outcome, benefit, and impact. This stage identifies what variables needed in...
	4. PROPOSED MODEL
	4.1. Classification of ICT Project Types
	4.2. Performance Indicators and the Measurement
	4.3. GDSS Method Employed
	In the proposed model, hybrid method in MADM in GDSS will be developed based Analytical Hierarchy Process (AHP) method, Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) and Simple Additive Weighting (SAW) as the basic model, whi...
	5. CONCLUSION AND FUTURE WORK
	6. REFERENCES
	I. INTRODUCTION
	D. Arduino Uno
	E. SENSOR HALL EFFECT
	F. SENSOR KOMPAS CMPS03
	G. REAL TIME CLOCK DAN DATA LOGGER


