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Abstract— In this paper, we describe a research project that autonomously localizes and recognizes non-standardized Malaysian’s car 
plates using conventional Backpropagation algorithm (BPP) in combination with Ensemble Neural Network (ENN). We compared the 
results with the results obtained using simple Feed-Forward Neural Network (FFNN). This research aims to solve four main issues; 
(1) localization of car plates that has the same colour with the vehicle colour, (2) detection and recognition of car plates with varying 
sizes, (3) detection and recognition of car plates with different font types, and (4) detection and recognition of non-standardized car 
plates. The non-standardized Malaysian’s car plates are different from the normal plate as they contain italic characters, a 
combination of cursive characters, and different font types. The experimental results show that the combination of backpropagation 
and ENN can be effectively used to solve these four issues. The combination of BPP and ENN’s algorithm achieved a localization rate 
of 98% and a 97% in recognition rate. On the other hand, the combination of backpropagation and simple FFNN recorded a 96% 
recognition rate.   
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I. INTRODUCTION 

Automatic Number Plate Recognition (ANPR) has gained 
much popularity over the years. Researchers were looking 
for a very flexible and easily maintained vehicle access 
control and vehicle identification system. ANPR are used for 
automatic toll collection, traffic law enforcement, real-time 
monitoring, and security and management for parking areas. 
However, there is no international common standard for car 
plates which makes the task of automatic car plate’s 
recognition very challenging. Furthermore, some countries 
such as Korea, China, and Japan, used their own language to 
represent the English alphabets and numbers for their car 
plates. As a result, these countries have to develop their own 
automatic recognition system as the existing system cannot 
be used. 

In Malaysia, the Malaysian Road Transport Department 
(JPJ) (in Malay language: Jabatan Pengangkutan Jalan 
Malaysia) is the government body in charge of issuing car 

plate licenses [1]. The current standard for Malaysian license 
plates was derived from the early iterations of license plate 
designs in the United Kingdom. Detail of Malaysian license 
plate designs and algorithm could be obtained from [1]. 
Malaysian license plates consist of English alphabets and 
numbers and so designing ANPR for Malaysia license plates 
is straightforward and easy. However, there are a number of 
memorial plates or plates with distinctive prefixes that are 
made available by the JPJ. These types of license plates are 
sold at a higher cost [2]. These special plates are used to 
denote the manufacturer of the car. For example “Proton 
Malaysia introduced “Proton Waja” cars,  a special event car 
plate BAMbee was issued in 2000 for Thomas and Uber Cup 
which was held in Kuala Lumpur in that particular year. 
Recently, JPJ sold the “G1M” (“1 Malaysia Cluster”), and 
“iM4U” (“1 Malaysia for youth”) license plates [3]-[4]. 
Hence, designing an accurate ANPR system for such license 
plates is challenging. Some Malaysian car plates have the 
same colour with the vehicle making it difficult to localize 
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the license plates. Some car owners also prefer to use 
different font sizes and font types for their car and this can 
also complicate the car plate recognition process. 

Since the last decade, many approaches have been 
proposed to localize car plate such as edge detection [5], 
morphology-based method [6], wavelet transform [7], colour 
extraction [8], and horizontal and vertical analysis [8], to 
name a few. In some cases, thinning algorithm was used in 
the pre-processing for the enhanced images [9]-[11]. The 
Omhining rough set theory [12], self-organizing feature map 
(SOFM) neural network [12], novel character classification 
[10], modified Hausdorff distance template matching [13] 
and another hybrid method [14], were used to recognize 
extracted characters from license plates. However, none of 
the algorithms have been tested for Malaysia license plates 
thus far. [11], [15] proposed stroke extraction and analysis, 
and pixel compactness, angles, and projection histogram [15] 
to localize and recognize car plates. However, the proposed 
method had to manually localize and detect the characters.  

In this research, we propose image deblurring technique 
to automatically locate the alphanumeric characters from the 
number plate instead of manually searching the region of the 
plate. This technique can solve the car plate size variation 
and the different font types and sizes. Then, a thinning 
algorithm is applied to reduce the weightage of the pixels 
without removing any important features. Furthermore, 
Backpropagation Feed-Forward Neural Network (BPNN) is 
used to perform character recognition. The result is then 
compared to the Ensemble BPNN (ENN).  

 

The remainder of this paper is organized as follows. In 
Section II, the difference between BPNN and ENN is 
discussed. This section also describes the pre-processing 
steps in localizing the license plate and the experimental 
setup. Results and discussions are discussed in Sections III. 
And finally, the conclusion and future work are described in 
Section IV. 

II. MATERIAL AND METHOD 

The proposed method is divided into four stages namely 
the image pre-processing, the license plate localization, the 
character segmentation and finally the character recognition 
step. 

A. Image Pre-Processing 

This is a two steps process: image binarization and noise 
filtering. The main objective of this process is to remove 
most of the noises or unwanted object in the captured images. 
In the image binarization, the images are converted into 
binary images that consist of black and white colours. The 
license plate images are turned into a binary image with 0.7 
threshold value. Those values above the threshold are 
classified as white, otherwise, it is classified as black. Then 
in the noise filtering process, any detected objects with less 
than 30 pixels coverage are removed automatically. The 
noise filtering removed most of the unwanted small objects 
such as dirt or leaves. Fig. 1 shows samples of the captured 
images Fig. 2 shows the binarized images and Fig. 3 shows 
the filtered images. 

 
 

   
(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 1  Captured images 

 

   
(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 2  Binarized images 
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(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 3  Noise removed images 
 
Fig. 1 shows three different categories of images taken 

using a digital camera. The images consist of 1080 HD 
resolution and saved in jpeg format in order to reduce the 
storage whilst still maintain the quality. Fig. 1(a) shows one 
of the standard Malaysia license plates which consists of a 
combination of alphabets and numbers. Fig. 1(b) shows a 
special event/commercial license plate with the words 
“PERODUA” and the number “1640”. The most challenging 
part of this license plate is the symbol “O” that is not an 
exactly an “O”, but rather a symbol that looks similar to “O”. 
Fig. 1(c) shows a commemorative license plate with the 
words “Putrajaya 1166”, with a capital letter “P. The words 
“Putrajaya” is in italic format.  

B. License Plate Localization 

The license plate localization process is quite challenging 
as a light reflection on the license plate surface, car logo, the 
name of the car, and other objects may increase the difficulty 
in localizing the license plate. The proposed method first 
removed the large objects from the processed images. It 
removed structure of the car and any objects surrounding the 
car. However, the algorithm sometimes failed to remove 
some of the objects in certain cases as shown in the Fig. 4 
and Fig. 5. Fig. 4 shows unwanted objects and Fig. 5 shows 
the results after the removal of large objects. 
 
 

 

   
(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 4  Unwanted objects (objects surrounded with red box) 
 
 

   
(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 5  Large objects have been removed successfully 
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Fig. 5(a) shows that there are some objects that were not 
removed after implementing the noise filtering algorithm. 
These objects are not large objects but they are a 
combination of small objects. Hence, they remained 
unchanged in the filtered images. The images are deblurred 
after the filtering process. The purpose of deblurring is to 

create an area so that the letters can be bounded by the 
bounding box as one object. Then, these unwanted objects 
will then be removed using the filtering process again. Fig. 6 
shows the deblurred images and Fig. 7 shows the bounding 
box applied to the images. 

 
 

 

 
 

 

 
 

 
(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 6  Deblurred images 
 
 

   
(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 7  Bounding objects 
 
Fig. 6 and Fig. 7 show most of the small objects have 

been combined to become a large object after the deblurring 
process. The filtering process is again applied in order to 
remove these unwanted objects. Then, the remained objects 
are bounded in order to compare its properties. The last step 
of localization involves the creation of a small bounding box 
and properties comparison. This is to check whether the 
bounded object consists of numbers or alphabets or other 
unwanted objects. This can be validated by comparing the 

properties of characters and the properties of the bounded 
objects. Initially, most of the bounded objects are almost 
similar in size and properties. If there is a match, then the 
bounded object is assumed to be a license plate. Otherwise, 
it could be the car’s logo or other unwanted objects. The 
bounded object is then extracted from the images and saved 
separately. Fig. 8 shows the extracted license plates. 

 

 
 

 

 
 

 

 
 

 

(a) Normal license plate (b) Special event license plate (c) Commemorative license plate 

Fig. 8  Extracted license plates 
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C. Character Segmentation 

Fig. 8 shows all the letters are bounded successfully with 
a red bounding box. Every single bounded object is selected 
and compared its sizes. If all the bounded objects are similar 
in size, then this license plate is considered as a normal 
license plate. Otherwise, it is either a commemorative 
license plate or a special event license plate. Each detected 
object is then extracted and saved in a file for thinning.  

The thinning algorithm is used to remove selected 
foreground pixels from the binary images. It maintains the 
topology of the original region whilst removing most of the 
unwanted foreground pixels. Usually, this algorithm reduces 
all lines to a single pixel thickness for better data 
representation and used for further processing. We use a 
conventional thinning algorithm proposed by [16]. Detail of 
the thinning algorithm could be obtained from [16]. The 
thinned images are then saved separately for NN training. 
Fig. 9 shows the thinned images. 
 

 
(a) Normal license plate 

 

(b) Special event license plate 

 

(c) Commemorative license plate 

Fig. 9  Thinned images 
 

D. Character Recognition 

This section describes two algorithms: (1) 
Backpropagation Feed-forward Neural Network (BPNN) 
and (2) Backpropagation Ensemble Feed-forward Neural 
Network (ENN). BPNN is a supervised learning algorithm 
used to find an objective function that best scales a set of 
inputs to its correct output [17]. The BPNN algorithm 
calculates the gradient of a loss function in the network. The 
gradient is saved as weight in the network. The gradient is 
then fed to the neural network which is then used to update 
the BPNN weights. The updated process is to minimize the 
loss function. BPNN is a well-known technique and is 
considered as supervised learning algorithm as it requires a 
set of input and output values in order to calculate the 
gradient of the loss function. BPNN can be divided into two 
phases. The first phase refers to the propagation of the 
neurons and the second phase involves weight update. In the 
first phase, the training input data first forward propagates 
through the NN in order to generate output activations. Next, 
the output activation backward propagates through the NN 
using the generated training pattern target. The deltas of all 
output and hidden neurons are generated during the 
backward propagation. The second phase of the training 
involves multiplying the generated output delta and input 
activation to obtain the gradient of the weight. Then, the 
process continues with a subtraction of a ratio of the gradient 
of the weight. The ratio is also named as learning rate and it 

influences the quality and speed of the network. The greater 
the learning rate, the faster the network trains; the lower the 
learning rate, the more accurate the training is [17]. Phases 1 
and 2 are repeated until the performance of the network is 
satisfied.  

In this research, the BPNN involves a single layer feed-
forward NN. It consists of one input layer, one hidden layer, 
and one output layer. Such a simple network is easy to 
design and have been proven to be efficient and highly 
effective [18]-[19]. Fig. 10 below shows the BPNN’s 
process. 

 

 
Fig. 10  The BPNN’s process 
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The ENN is similar to BPNN and it is also a learning 
paradigm but it is a combination of more than one neural 
networks that are used to solve a single problem. It is a 
process of joining multiple NN models to produce the 
desired output. Usually, an ensemble model has better 
performance than any individual model because the 
adjustment and update of weights are based on averaged 
output [20]. Ensemble a number of neural network means 
training many neural networks and then combining their 
predictions and then make the decision based on the 
averaged output. Due to the remarkably good results 
performed by the ensemble neural network, it has become a 
very hot topic in both neural network and machine learning 
communities [21]. Nevertheless, the training for ENN is 
costly compared to a single layer NN. In this research, the 
ENN used is a combination of two FFNN models. The 
outputs of the NN is based on the averaged output from both 
FFNN models. Weights are assigned to minimize the mean 
square error of the ensemble. The mean square error is 
calculated separately with the dataset. Then, the weights are 
updated according to the averaged mean square error. The 
ENN formula is represented as below. 

 

 

(1) 

  
where i and j represent the number of NN involved. The ω 
represents the output of the NN. 

 
The BPNN consists of one input layer, one hidden layer, 

and one output layer. The input layer consists of 35 neurons, 
the hidden layer has 52 neurons + 1 bias, and the output 
layer consists of 43 neurons + 1 bias. The goal of the neural 
network is set as 0.01 whilst the learning rate of the NN is 
0.001. High learning rate could result in an unstable network 
and in turn oscillate the result. Besides that, the neural 
network epoch is set to 2000 so that the mean square error 

can be dropped to the minimum. The binary sigmoid 
function is used during the training. The training samples 
used 200 images w the testing samples used 300 images. 
Biases were included in both the input and hidden layers in 
order to finely tune the weights of the NN. Table 1 shows 
the summary of the experimental setting used in this 
research. 

 

TABLE I 
EXPERIMENTAL SETTING USED FOR BPNN AND ENN 

 BPNN ENN 
Input Neurons: 35 35 

Hidden Neurons:  52 + 1 bias 52 + 1 bias 
Output Neurons:  43 + 1 bias 43 + 1 bias 

Learning rate:  0.001 0.001 
Goal of Mean Square 

error:  
0.01 0.01 

Function:  1/(1 + e-x) 1/(1 + e-x) 
Training Samples:  200 200 

Testing Samples:  300 300 
Maximum Number of 

Epoch:  
2000 2000 

Bias:  1.0,1.0 1.0,1.0 
Number of NN One FFNN Two FFNN 

ENN Method - Averaged output 
 

III.  RESULTS AND DISCUSSION 

A. License Plate Localization 

For license plate localization, the proposed approach 
achieved 99% success rate using 300 samples. These 
samples consist of  85% normal license plates, 10% of 
Malaysia Taxi license plates, and 5% of commemorates 
license plates. The quality of the sample images is a major 
factor that caused the failed results. Fig. 11 shows some two 
examples of failed results. 

 
 

 

 

 

 
(a) Quality of sample (b) Large object found on car plate 

Fig. 11  Failed results in localizing the license plates 

 
 

B. Character Recognition 

The BPNN testing result showed the network model was 
able to recognize the majority of the characters, with 100% 
recognition rates. However, the BPNN model only achieved 

91% success rate for character “J”, 86% for character “M”, 
and 97% for both characters “7”, and “8”. The training result 
also showed that BPNN learnt very fast in the early stage of 
the optimization process. Fig. 12 shows the mean square 
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error was reduced significantly during the first 1000 epochs. 
The NN model was able to achieve the goal at 9233 epochs.  

The ENN testing result performed slightly better 
compared to the BPNN testing result. It achieved 97% of 
success rate for character “S”, 98% for character “3” 
and100% for other characters. The training result shows in 
Fig. 13 represents that ENN learnt slightly faster than BPNN. 
The ENN training was completed with 9121 epochs and the 
BPNN training completed with 9927 epochs. The mean 
square error was reduced to 0.0618 at epoch 1210, and 
0.0277 at epoch 1712. It was able to achieve the goal at 
epoch 8768. However, the model took 7000 epochs to 
reduce from 0.0277 mean square error to 0.1012. 

 

 
Fig. 12  BPNN training result 

 

 
Fig. 13  ENN training result 

 

IV. CONCLUSION  

In this paper, we proposed pre-processing steps for 
localizing license plates. The localization process is simple 
as it involves only a few steps: binarization, noise filtering, 
deblur, object filtering, bounding box, and detection. The 
result is quite promising as the localization success rate 
achieved 99%.  

We also compared the performance of the BPNN and 
ENN in the training and testing phases. The ENN testing 
result performed slightly better compared to the BPNN 
testing result. The ENN model was not able to achieve a 
100% success rate in recognizing the characters “S” and “3”. 
On the other hand, BPNN was not able to achieve a 100% 
success rate in recognizing the characters “J”, “M”, “7”, and 
“8”. 

In the future, we plan to increase the sample size to 1000 
instead of 300, with particular attention to the commemorate 
license plate. The current approach analyses still image only. 

In the future, we intend to test our proposed approach with 
moving images. We will also perform further 
experimentation on images that are captured from various 
angles as well as images that are taken when it is raining or 
foggy. 
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