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Abstract— Research in the field of health, especially treatment of wart disease has been widely practiced. One of the research topics 
related to the treatment of wart disease is in order to provide the most appropriate treatment method recommendations. Doctors 
widely use treatment methods for the treatment of patients with wart disease that is the method of cryotherapy and immunotherapy. 
Previous research has been done on cryotherapy and immunotherapy datasets, which resulted in two different prediction methods, 
but the accuracy level has not been satisfactory. In this study, two datasets are combined to produce a single prediction method. The 
method uses the C4.5 algorithm combined with Random Forest Feature Weighting (C4.5+RFFW) used to select the relevant features 
to improve accuracy. Experimental results show that the proposed method can improve performance with accuracy and informedness 
are 87.22% and 71.24%, respectively. These results further facilitate physicians in determining treatment methods for patients with a 
single predictive method and better-predicted performance. 
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I. INTRODUCTION 

Data mining techniques can be used to study and infer 
relationships between data. This analysis can find patterns 
that are not previously known to the database. The results of 
the analysis of the data are required in various fields, one of 
which is in the medical field [1]–[3], e.g., skin cancer 
detection, tumor detection, Malign Melanoma analysis [4], 
and others.  

Research in the field of health, especially of skin disease 
to date is still possible to be developed [5]. This is indicated 
by not too much research that discusses this disease, 
especially research in the field of wart disease treatment. 
There are several treatment methods of wart disease, but 
doctors have not yet known the most effective treatment 
method for each patient [6]. 

Previous studies have been conducted on immunotherapy 
method using candida antigen and cryotherapy method using 
liquid nitrogen. Both of these treatment methods were 
selected for study because they were the best method [7]. 
The study was conducted on 180 plantar patients, and 
common warts refer to the dermatology clinic of Ghaem 
Hospital, Mashhad, Iran. This study looked at two treatment 
methods for plantar and common warts [8], namely: 
cryotherapy and immunotherapy methods using candida 
antigen. Both methods use a separate dataset that produces 

two different rules. The rules were developed using rule-
based fuzzy system [9]–[11]. A researcher optimized fuzzy 
variables using state-of-the-art Adaptive   Network-based 
Fuzzy Inference System (ANFIS) [12]. The rules are 
combined with Information Gain-based classification 
algorithms and with Feature Selection. The process then 
proceeds with the Apriori algorithm to extract the rules and 
methods as Prior research (IGFS+Apriori+ANFIS). The 
results of the accuracy achieved by the study in predicting 
plantar and common wart treatments were 83.33% using 
immunotherapy treatment method and 80% using 
cryotherapy method. The research has succeeded in 
recommending choosing the best method for the treatment of 
wart disease. The rules generated by the study have also 
been able to reduce the time and cost of patient treatment. 
Nevertheless, the accuracy of the model proposed in 
previous studies is not good enough. Thus, there is still a 
chance to improve on the existing model. 

One standard method of data mining in classification is 
the C4.5 algorithm [13]. The C4.5 algorithm is capable of 
handling nominal and numerical attributes, handling training 
data with missing attribute values, and improving 
computational efficiency [14].  

However, a problem of C4.5 is irrelevant features, 
because the decision of the node/feature positions is based 
only on the entropy values. Irrelevant features eventually 

1858

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by International Journal on Advanced Science, Engineering and Information Technology

https://core.ac.uk/display/296919491?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


lead to a decrease in accuracy [6]. Thus, the purpose of this 
study is to improve the accuracy of the C4.5 algorithm. 

One way to achieve the aim is by performing features 
selection. Features selection is an essential step in the 
classification process because the selected features 
significantly affect the accuracy of the classification [15]. 
Classification of datasets that have many features requires a 
process to reduce non-essential features. The method used to 
reduce the features is Random Forest Feature Weighting. 
Hence, this research proposes the C4.5 algorithm combined 
with Random Forest Feature Weighting (RFFW) method to 
improve the accuracy of C4.5 Algorithm. 

II. MATERIAL AND METHOD 

A. Dataset 

The study uses two datasets from the University of 
California at Irvine's (UCI) machine learning repository: 
cryotherapy and immunotherapy datasets [7]. Cryotherapy 
dataset consists of 90 records and each record consist of 
seven features: sex, age, and time, number of warts, type, 
area, and response to treatment. While immunotherapy 
dataset consists of 90 record and each record consists of 
eight features: sex, age, and time, number of warts, type, 
area, induration diameter, and response to treatment. Table I 
presents cryotherapy and immunotherapy datasets along with 
their feature names and descriptions. 

 

TABLE I 
CRYOTHERAPY AND IMMUNOTHERAPY DATASETS 

Method Feature name Description 
Cryotherapy 1. Result of treatment  1 or 0 

 2. Sex 47 Man 
  43 Woman 
 3. Age  15-67 (year) 
 4. Time 0-12 (month) 
 5. Number of warts 1-12 
 6. Type 1-Common (54) 
  2-Plantar  (9) 
  3-Both (27) 
 7. Area 4-750 (mm2) 

Immunotherapy 1. Result of treatment 1 or 0 
 2.  Sex 41 Man 
  49 Woman 
 3. Age  15-56 (year) 
 4. Time 0-12 (month) 
  5. Number of warts 1-19 
 6. Type 1-Common (47) 
  2-Plantar  (22) 
  3-Both (21) 
 7. Area 6-900  (mm2) 
 8. Induration diameter 5-70  (mm) 

 
This study is intended to select the appropriate treatment 

methods based on the two datasets. Hence, both datasets are 
merged. The merging process is conducted by removing 
unequal features between the two datasets. The induration 
diameter feature on the immunotherapy dataset is removed 
because the induration diameter feature has a value below 
the RFFW weighting threshold. Thus, this feature is not a 
significant feature. Afterward, we categorize the merged 

dataset into two labels, i.e. cryotherapy and immunotherapy 
as shown in Table II. 

The merged records are derived from cryotherapy and 
immunotherapy datasets whose values of the result of 
treatment features are 1. The merged dataset has 119 records 
consisting of 59.66% for cryotherapy and 40.34% for 
immunotherapy. From the proportion of each class, it can be 
said that this merged dataset is balanced because the 
proportions of the two classes are not far apart from one 
another. The merged dataset can be seen in Table II. 

 

TABLE II 
THE COMBINATION BETWEEN CRYOTHERAPY AND IMMUNOTHERAPY 

DATASET 

Number Feature name Description 
1 Therapy (label) 1 (Cryo) or 2 (Immuno) 
2 Sex 59 Man 
  60 Woman 
3 Age  15-54 (year) 
4 Time 0.25-11.75 (month) 
5 Number of warts 1-19 
6 Type 1-Common (54) 
  2-Plantar  (9) 
  3-Both (27) 
7 Area 4-900 (mm2) 

 
In Table II, the merged dataset consists of 59 male 

patients and 60 female patients. The patients' ages are of at 
least 15 years and a maximum 54 years. The merged dataset 
is used to compare the performance of several classification 
methods. The first performance comparison is between the 
C4.5 algorithm and the proposed method (C4.5 + RFFW). 
The second performance comparison is between Prior 
research and C4.5 + RFFW. 

B. Proposed  Method 

The proposed method in this research is classification 
method using C4.5 algorithm combined with Random Forest 
Feature Weighting method (C4.5+RFFW). The order of the 
classification method is shown in Fig. 1. 

 

 
Fig. 1. Block Diagram of the Proposed Method 

 

1859



Fig. 1 describes the sequence of processes from the 
proposed research. The processes consist of dataset 
preparation, feature weighting, classification using C4.5 
Algorithm, model generation, and testing. In the preparation 
stage, the dataset is divided into two parts: 90% for training 
and 10% for testing. The division of this dataset uses Cross 
Validation Techniques. The relevant features contained in 
the training dataset are determined by weighting techniques 
using Random Forest Feature Weighting (RFFW) method. 
This method has advantages, among others, can produce 
lower errors, provide good results in classification, can 
handle the training data in large numbers efficiently, 
effective to estimate the missing data, and can help select the 
relevant features using weighting features on classification 
process. The feature selection is made by giving weight to 
each feature. Features with weight values below the 
threshold would be removed. Features with weight values 
greater than the threshold are considered as relevant features 
[15], [16]. 

The result of determining the relevant features on the 
training dataset using RFFW method would be continued 
with the classification process using the C4.5 algorithm. 
C4.5 is an algorithm which is used to build a decision tree 
[17]. This method transforms extensive facts into a decision 
tree that are represented as rules [18]. The next process 
would be the evaluation of the generated rules using the 
testing dataset. 

C. Evaluation   

This research performs several evaluations to show the 
performance of each method. The performance evaluations 
include accuracy, sensitivity, specificity, Area Under Curve 
(AUC), f-measure and informedness. 

The accuracy value shows the proximity of the measured 
result to the true value. This value describes how accurate 
the results of the classification process. The value of 
sensitivity is also called the true positive level that is 
measuring correctly the proportion of positive value 
identified. In contrast, specificity is also called the actual 
negative level, which measures correctly identifiable 
negative proportion [19]. Sometimes there is an imbalance 
between sensitivity and specificity, so a compromise (trade-
off) is required. Power [20] introduced informedness as a 
compromise between sensitivity and specificity. 
Informedness evaluation is how information predicts a given 
condition. 

Area Under the Curve (AUC) is a measure of the 
suitability of the method. The AUC represents the value of 
sensitivity and specificity with a boundary value of 0 to 1. 

Furthermore, the results of this evaluation are categorized 
based on the value obtained from each measurement. 
Gorunescu [21] categorizes the classification results based 
on the AUC values as follows: 

• 0.90 – 1.00 = excellent classification; 
• 0.80 – 0.90 = good classification; 
• 0.70 – 0.80 = fair classification; 
• 0.60 – 0.70 = poor classification; 
• 0.50 – 0.60 = failure. 

This categorization would be used for other performance 
evaluations such as accuracy, sensitivity, specificity, f-
measure, and informedness. 

III.  RESULTS AND DISCUSSION 

In this study, the proposed method is C4.5 algorithm 
combined with Random Forest Feature Weighting 
(C4.5+RFFW) that would be compared to previous research 
using Information Gain-Based classification algorithm 
combined with Feature Selection and ANFIS. We refer to 
this proposed method as IGFS+Apriori+ANFIS. 

This study conducts six experimental models. The first 
experiment is to evaluate the performance of C4.5 Algorithm 
and the second experiment is to measure the performance of 
the proposed method (C4.5+RFFW). Each experiment uses 
two datasets, i.e., cryotherapy dataset and immunotherapy 
dataset separately. While an experiment to measure 
performance comparisons between C4.5 and C4.5 + RFFW 
is a third experiment using cryotherapy and immunotherapy 
datasets. The fourth experiment used a combined dataset 
(cryotherapy and immunotherapy). Furthermore, an 
experiment to compare performance between C4.5 + RFFW 
and IGFS + Apriori + ANFIS is the fifth experiment using 
Cryotherapy and Immunotherapy datasets. While the sixth 
experiment using the merged dataset. 

This experiment uses RapidMinner. This software is used 
to model every data processing experiment from the feature 
determination process, classification, to the evaluation stage. 
This experiment uses hardware having the following 
specifications: Intel Core i5, with 8 GB of RAM. 

A. Classification Result Using C4.5 Algorithm 

The experiment is classified cryotherapy datasets and 
immunotherapy using the C4.5 algorithm. The result of 
dataset classification can be seen in Table III. 

 

TABLE III 
CLASSIFICATION RESULTS USING C4.5 ALGORITHM 

Evaluation Cryotherapy Immunotherapy 
Accuracy 91.11 % 80.00 % 
Specificity 92.50 % 30.00 % 
Sensitivity 90.00 % 92.86 % 
AUC 0.775 0.546 
f-measure 91,54 % 40 % 
informedness 82.50 %  22.86 % 

 
It can be explained from Table III that the classification 

results using the C4.5 algorithm on cryotherapy dataset 
achieves first classification (AUC = 0.90 – 1.00) for three 
measurements: accuracy, specificity, and f-measure. While 
immunotherapy dataset only achieves an excellent 
classification (AUC = 0.90 – 1.00) for sensitivity. The 
informedness measurement on immunotherapy dataset is 
categorized into failure (AUC = 0.50 – 0.60). The problem is 
caused by an imbalance value between specificity and 
sensitivity, i.e. 30.00 % and 92.86 % respectively.  

Meanwhile, the measurement of informedness on 
cryotherapy dataset is categorized into proper classification 
(AUC = 0.80 - 0.90). This is because the value of specificity 
and sensitivity is quite balanced.  

Overall, it can be argued from Table III that classification 
results in cryotherapy dataset are better those of 
immunotherapy dataset except for sensitivity.  
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B. Classification Result Using C4.5+RFFW 

In this experiment, the classification is performed using 
C4.5 + RFFW. The number of trees and the maximum 
weighting threshold of RFFW are 66, 0.11 for cryotherapy, 
86, and 0.165 for immunotherapy datasets. Details of the 
experiment result can be seen in Table IV. 

 

TABLE IV 
CLASSIFICATION RESULTS USING C4.5+RFFW 

Evaluation Cryotherapy Immunotherapy 
Accuracy 93.33 % 86.67 % 
Specificity 98.00 % 95.71 % 
Sensitivity 88.50 % 50.00 % 
AUC 0.617 0.636 
F-measure 91.94 % 62.50 % 
Informedness 87.00 % 45.71 % 

 
The classification results in Table IV show that the 

informedness measurement on immunotherapy dataset is 
minimal and thus cannot be categorized. The problem is 
caused by an imbalance value between specificity and 
sensitivity, i.e. 95.71 % and 50.00 % respectively. The 
measurement of informedness on cryotherapy dataset is 
categorized into good classification (AUC = 0.80 - 0.90). 

Almost all measurements of cryotherapy dataset are 
superior to those of immunotherapy dataset, except for AUC 
measurement.  

C. Comparison Between C4.5 and C4.5+RFFW on 
Cryotherapy and Immunotherapy Datasets 

The experiment compares the classification results 
between C4.5 and C4.5 + RFFW. The datasets are similar to 
the previous classification experiment using C4.5 Algorithm 
(see Sub Section III.A), i.e. cryotherapy and immunotherapy 
datasets. The classification results can be seen in Table V. 

 

TABLE V 
COMPARISON BETWEEN C4.5 AND C4.5+RFFW 

Evaluation 
Cryotherapy Immunotherapy 

C4.5 C4.5 
+RFFW 

C4.5 C4.5 
+RFFW 

Accuracy 91.11 % 93.33 % 80.00 % 84.44 % 
Specificity 92.50 % 98.00 % 30.00 % 91.43 % 
Sensitivity 90.00 % 88.50 % 92.86 % 55.00 % 
AUC 0.775 0.617 0.546 0.707 
F-measure 91,54 % 91.94 % 40 % 61.11 % 
Informedness 82.50 % 87.00 % 22.86 % 46.43 % 

 
It can be explained from Table V that each method has its 

advantages. Classification using C4.5+RFFW on 
cryotherapy dataset outperforms in four measurements, i.e. 
accuracy, specificity, f-measure, and informedness. The 
C4.5 win in two measurements, i.e. sensitivity and AUC.  

Classification results using C4.5+RFFW on 
immunotherapy dataset outperforms in five measurements: 
accuracy, specificity, AUC, f-measure, and informedness. 
Tthe classification using C4.5 on immunotherapy dataset 
only outperforms in sensitivity measurements. 

C4.5+RFFW is almost superior in all measurements using 
either cryotherapy dataset or immunotherapy dataset, except 
for the sensitivity measurements in both datasets and AUC 

on cryotherapy dataset. Thus, it can be concluded that the 
performance of C4.5 + RFFW is superior to C4.5.  

The superiority of the classification results using C4.5 + 
RFFW over C4.5 method is obtained from the selection 
process of the dataset’s relevant features. The result of 
feature weighting process is shown in Table VI. 

 

TABLE VI 
FEATURE CRYOTHERAPY AND IMMUNOTHERAPY DATASET 

Feature Cryotherapy Immunotherapy 
No. 
of 

trees 

Weight Remark No. 
of 

trees 

Weight Remark 

Age 66 0.382 Selected 86 0.182 Selected 
Time 66 0.327 Selected 86 0.392 Selected 
Area 66 0.084 Removed 86 0.179 Selected 

Number 
of Wart 

66 0.109 Removed 86 0.152 Removed 

Sex 66 0.043 Removed 86 0.035 Removed 
Type 66 0.055 Removed 86 0.061 Removed 

 
Table VI explains the values of the weights for each 

feature such as age, time, and area, number of warts, sex, 
and type of both cryotherapy and immunotherapy datasets. 
For example, the weights of age feature of cryotherapy and 
immunotherapy datasets are 0.382 and 0.182, respectively. 
These weights are obtained using RFFW and are then 
selected/filtered using a maximum weighted threshold of 
RFFW, i.e. 0.11 for cryotherapy dataset and 0.165 for 
immunotherapy dataset. As a result, features with weights 
more than the threshold are selected and features with 
weights less than the threshold are removed. Hence, only 
two features among the six features available on cryotherapy 
dataset are selected, i.e., age and time. While only three 
features from immunotherapy dataset are selected, i.e., age, 
time and area. 

D. Comparison Between C4.5 and C4.5+RFFW on Merged 
Dataset 

The experiment compares the classification results using 
C4.5 and C4.5 + RFFW. The number of trees in C4.5 + 
RFFW classification is 8, and the maximum weighted 
threshold of RFFW is 0.13. The dataset used in this 
experiment is the merge of cryotherapy and immunotherapy 
datasets. The experiment results can be seen in Table VII.  

 

TABLE VII 
COMPARISON RESULTS MEASUREMENT BETWEEN C4.5 AND C4.5 + RFFW 

ON THE MERGED DATASET 

Evaluation C4.5  C4.5+RFFW 
Accuracy 84.44 % 87.22 % 
Specificity 89.92 % 90.76 % 
Sensitivity 73.57 % 80.48 % 
AUC 0.747 0.830 
f-measure 73.88 % 79.85 % 
informedness 63.49 % 71.24  % 

 
In Table VII, it can be explained that the classification 

results using C4.5 + RFFW achieves excellent classification 
(AUC = 0.90 - 1.00) for specificity measurement and 
achieves good classification (AUC = 0.80 - 0.90) for 
accuracy, sensitivity, and AUC. Whilst classification using 
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C4.5 achieves good classification (AUC = 0.80 – 0/90) for 
specificity measurement and fair classification (AUC = 0.70 
– 0.80) for AUC measurement. 

C4.5+RFFW is almost superior in all measurements, so it 
can be concluded that the performance of C4.5 + RFFW is 
better than C4.5. The superiority of C4.5 + RFFW is due to 
the process of selecting relevant features of the merged 
dataset. 

E. Comparison Between IGFS+Apriori+ANFIS and  
C4.5+RFFW on Cryotherapy and Immunotherapy 
Datasets 

This experiment is conducted to see the comparison of 
classification results between IGFS+Apriori+ANFIS and 
C4.5+RFFW. The datasets used in this research are 
cryotherapy and immunotherapy datasets. The classification 
results of this experiment can be shown in Table VIII. 

 

TABLE VIII 
COMPARISON BETWEEN IGFS+APRIORI+ANFIS AND C4.5+RFFW ON 

CRYOTHERAPY AND IMMUNOTHERAPY DATASET 

Evaluation 

Cryotherapy Immunotherapy 
IGFS+ 

Apriori+ 
ANFIS 

[7] 

C4.5 
+RFFW 

IGFS+ 
Apriori+ 
ANFIS 

[7] 

C4.5 
+RFFW 

Accuracy 81.67 % 93.33 % 85.57 % 84.44 % 
specificity 74.00 % 98.50 % 97.22 % 91.43 % 
Sensitivity 84.50 % 88.50 % 42.50% 55.00 % 
AUC 0.860 0.617 0.657 0.707 
f-measure - 91.94 % - 61.11 % 
informedness 58.50 % 87.00 % 39.72 % 46.43 % 
 
Based on Table VIII, the result shows that the 

performance of C4.5+RFFW on cryotherapy dataset 
achieves first classification (AUC = 0.90 - 1.00) for three 
measurements: accuracy, sensitivity, and informedness. 
However, the classification using IGFS+Apriori+ANFIS 
only outperforms in AUC measurement. Therefore, the 
performance classification of C4.5+RFFW is superior 
compared to IGFS+Apriori+ANFIS on cryotherapy dataset. 
Classification results using C4.5 + RFFW in immunotherapy 
datasets is superior on sensitivity, AUC, and informedness 
measurements. The IGFS+Apriori+ANFIS is superior on 
accuracy and specificity measurements. Thus it can be 
concluded that the performance classification of 
C4.5+RFFW is relatively superior compared to 
IGFS+Apriori+ANFIS. 

F. Comparison Between IGFS+Apriori+ANFIS and 
C4.5+RFFW on Merged Dataset 

The experiment compares the classification results 
between IGFS + Apriori + ANFIS and C4.5 + RFFW. The 
dataset used in this experiment is the merge of cryotherapy 
and immunotherapy datasets. The category of the merged 
dataset are class 1 (cryotherapy) and class 2 
(immunotherapy).  This means that if a treatment record is 
categorized into class 1, then the record is in the cryotherapy 
dataset, also meaning that the patient is healthy (1). If a 
treatment record is categorized into class 2, then the record 
is in immunotherapy dataset that makes the patient healthy 
(1). Healthy (1) and sick (0) are values of the result of the 

treatment feature. Note that the merged dataset has a 
proportion of 59.66% in class 1 and 40.34% in class 2 that 
shows the balance of the merged dataset. The comparison of 
classification results between IGFS + Apriori + ANFIS and 
C4.5 + RWWF can be seen in Table IX. 

The result of Table IX explains that the classification 
results using IGFS + Apriori + ANFIS excel in sensitivity 
and AUC. While C4.5 + RFFW excel in accuracy, 
specificity, and informedness. 

 

TABLE IX 
COMPARISON RESULTS MEASUREMENT BETWEEN IGFS+APRIORI+ANFIS 

AND C4.5 + RFFW ON THE MERGED DATASET 

Evaluation IGFS+Apriori+ANFIS 
[7] 

C4.5+RFFW 

Accuracy 81.67 % 87.22 % 
Specificity 74.00 % 90.76 % 
Sensitivity 84.50 % 80.48 % 
AUC 0.860 0.830 
f-measure n/a 79.85 % 
Informedness 58.50 % 71.24 % 

 
Almost all measurements using C4.5 + RFFW achieve good 
classification (AUC = 0.80 - 0.90), even the specificity 
achieves excellent classification (AUC = 0.90 - 1.00). Whilst 
the specificity measurement using IGFS + Apriori + ANFIS 
reaches fair classification (AUC = 0.70 - 0.80).  

Other classification results show that the measurement of 
informedness on IGFS + Apriori + ANFIS reaches the 
classification of failure (AUC = 0.50 - 0.60). Whilst the 
measurement of informedness on C4.5 + RFFW reaches fair 
classification (AUC = 0.70 - 0.80). The low informedness 
measurements on IGFS + Apriori + ANFIS are caused by an 
imbalance value between specificity and sensitivity. 

Based on the classification results, the accuracy and 
informedness values of C4.5 + RFFW are greater than in 
previous research. Thus, it can be said that the proposed 
method (C4.5 + RFFW) outperforms previous research 
(IGFS + Apriori + ANFIS). 

The high values of accuracy and informedness 
measurements using C4.5 + RFFW are also caused by the 
selection of the relevant features of the merged dataset. The 
feature weighting results using RFFW on the merged dataset 
can be seen in Table X. 

 

TABLE X 
MERGED DATASET FEATURE WITH NUMBER OF TREE= 8 

Feature Weight Remark 
Age 0.294 Selected 
Time 0.288 Selected 
Area 0.175 Selected 

Number of Warts 0.108 Removed 
Type 0.059 Removed 

Therapy 0.041 Removed 
Sex 0.034 Removed 

 
Table X explained the values of the weights for features 

such as age, time, and others from the merged dataset. These 
weights are obtained using RFFW and are then 
selected/filtered using the maximum weighted threshold of 
RFFW that is 0.13 for the merged dataset. As a result, 
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features having weights more than the threshold are selected 
and features having weights less than the threshold are 
removed. Hence, only three features among the seven 
features available on the merged dataset are selected, i.e., 
age, time, and area. In this study, feature weighting using 
RFFW selects consistent features for the merged dataset. 
This can be interpreted that feature weighting using RFFW 
on the combined dataset is effective. Merging dataset does 
not affect the classification performance so that this merger 
can be used in other studies. 

IV.  CONCLUSION  

The method proposed in this research (C4.5+RFFW) 
classification consists of decision tree C4.5 algorithm 
combined with Random Forest Feature Weighting selection 
method. Random Forest Feature Weighting does the feature 
selection then the classification process is done using 
Algorithm C4.5. 

Accuracy and informedness measurements from the 
previous methods (IGFS + Apriori + ANFIS) were 81.67 % 
and 58.50 %. While for C4.5 + RFFW is 87.22 % and 
71.24 %. Thus, it can be concluded that the classification 
using C4.5 + RFFW method shows improved accuracy than 
the previous research methods (IGFS + Apriori + ANFIS).  

C4.5 + RFFW has been able to classify merged datasets of 
cryotherapy and immunotherapy dataset, thus producing a 
model that can recommend physicians to determine the most 
appropriate method in the treatment of wart diseases. 

In future work, feature selection methods can be used for 
improving classifier performance. 
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