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Resumo

Neste trabalho, descrevemos um ambiente para medição de consumo de energia e
tempo de redes neurais convolucionais (CNNs) em dispositivos móveis. Medimos o con-
sumo de um dispositivo enquanto ele realizava múltiplas inferências através do Tensor-
Flow Lite (TFL) executando modelos CNN pré-treinados. Também exploramos técnicas
de aproximações que podem ser implementadas na camada convolucional, comparando
sua perda de acurácia com a acurácia original do modelo, bem como o ganho de desem-
penho em tempo e energia correspondente a cada camada aproximada. Projetamos o
ambiente e desenvolvemos as ferramentas que o compõem, incluindo programas para co-
letar e analisar os valores de corrente elétrica; ferramentas para combinar tais valores aos
timestamps providos pelo nosso TFL modificado, programas para modificar camadas de
CNNs existentes no formato flatbuffer, introduzindo camadas aproximadas; e ferramentas
para avaliar a acurácia e desempenho de modelos aproximados. Observamos que, apesar
de nem todas as camadas poderem ser aproximadas sem um impacto significativo na acu-
rácia, identificar as camadas que podem ser sujeitadas à estratégia escolhida possibilita
economia de tempo e energia que ultrapassa até 40% por camada aproximada. Em pelo
menos um caso, conseguimos reduzir o consumo de energia em 5%, mantendo a perda de
acurácia abaixo de 1%.



Abstract

In this work, we describe an environment for evaluation of execution time and energy
consumption of Convolutional Neural Networks (CNNs) on mobile devices. We profile
the performance and energy consumption of a device while it performs multiple inferences
running a TensorFlow Lite (TFL) executable and select pre-trained CNN models. We then
investigate approximations for the convolutional layer kernels, comparing their accuracy
loss on the overall accuracy to their performance gain in time and energy on the device.
We designed the environment, and developed the software that comprises it, including a
tool to collect and parse electrical current output and match it to custom TFL timestamps,
a tool to modify flatbuffer model files to replace layers with approximate versions, and
the custom approximate kernels used to compare performance. We found that, whereas
not all layers can be approximated without a significant impact on accuracy, identifying
the layers that can be subject to the selected strategy can yield gains in time and energy
that surpass 40% per approximated layer. In at least one case, we were able to reduce
energy consumption by 5%, keeping accuracy loss under 1%.
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Chapter 1

Introduction

1.1 Initial Considerations

Convolutional Neural Networks (CNNs) make powerful image classifiers [18], image
“upscalers” that enlarge images while minimizing loss of quality [32], and can even be used
for signal processing [24] and graph signal processing [13]. While their training may not be
feasible for mobile devices due to performance, memory, and energy constraints, inference
is not only possible [26], but an excellent choice for the backend of many applications,
especially those that identify and classify characters, faces [36], food [22], pets, wild
animals, and other elements in an image from the camera. This type of application,
called "image classification", is the subset of CNN tasks that we target in our work.

In the context of neural networks, a generally good model may turn out to not be good
enough for a certain application. For instance, strict timing demands may have to be met.
That is, each inference must finish before a set amount of milliseconds have elapsed. As an
example, if one were to integrate machine learning as part of the frame-rendering process
of some Virtual Reality apparatus, they would have to finish the computation in at most
11.11 ms, lest the framerate will drop below 90 Hz, and the user may begin to experience
nausea [27]. Additionally, one must be wary of energy consumption to allow a phone
users’ batteries to last through their day.

On the other hand, while neural networks are expected to not be 100% accurate, we
still expect them to perform well under the scenarios they were trained for. Simplifying
existing models may lead to gains in computational performance, but can we always afford
the possibility of lowering accuracy, and the cost of re-training the network?

With these considerations in mind, we set out to identify the main sources of delay and
battery drainage in popular CNNs, and to explore how approximate computing can be
employed to shave off some milliseconds and millijoules from the execution of an inference.

1.2 Contributions

This project’s goal is to profile and optimize energy consumption of a mobile device
running inferences using a convolutional neural network model. We extended TensorFlow
Lite to support profiling the time taken by each operation and, by matching timestamps
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of the profiled times with power measurements, we were also able to profile energy con-
sumption. We also explored ways to approximate a convolution operation, trading off
accuracy for efficiency.

First, we present our findings regarding time and energy consumption of existing
networks. We argue that optimizing the convolution kernel is at the core of speeding up
inference on mobile devices. Then, we show the results of applying selected approximate
computing techniques from literature that we implemented in TensorFlow Lite.

We decided to focus on the implementations available in TensorFlow Lite (TFL) [39], a
lightweight counterpart to TensorFlow (TF) [8] that is designed to only run inferences on
previously trained networks, and not to train the models from scratch. TFL implements
a subset of TF’s operators, whose implementations are also referred to as "kernels". This
subset is sufficient to support a large number of popular models, if not always directly, at
least by converting operators or sequence of operators into other operators or sequence of
operators, a task performed by the TensorFlow Lite Converter (TOCO).

We show opportunities to reduce power consumption by replacing an operator that
causes great impact on battery usage with computationally cheaper versions, specifically
by approximating the kernel for convolution using algorithms from linear algebra (Chapter
3) to the weights that were learned by image classification networks. We both evaluate
the impact in model accuracy after the optimizations are applied, and argue for the upper
bound in savings that can be achieved with the best strategy that we found, and how to
achieve it. This strategy, in its current implementation is able to save up to roughly 40%
of the energy consumed per layer, and keeping the accuracy drop within 1%, we obtained
a 5% reduction to energy consumption of a model

We hope to not only inspire other researchers to build upon our results, but to share
the tools that we used to obtain them. We were satisfied to hear that both the inference
profiler and the modules that comprise the approximation pipeline have seen use in other
research projects that feature CNNs and TFL at their core. The code is available at
https://github.com/SusinMat/Convolution-Profiling-and-Approximation

https://github.com/SusinMat/Convolution-Profiling-and-Approximation
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Chapter 2

Related Work

In this chapter, we summarize what has been presented in papers that relates to
designing efficient CNNs; improving or profiling the efficiency of machine learning frame-
works; and optimizing or approximating operations commonly found in CNNs. We also
briefly explore the extent of our project, comparing it to existing work.

2.1 Efficient convolutional networks

Our work focuses on Convolutional Neural Networks designed for image classification.
While powerful tools for this task exist, achieving acceptable latency on less powerful
devices still proves challenging. In this section, we present the basic ideas behind the three
CNN architectures which spanned the seven models that we selected for our benchmarks.

SqueezeNet [20] achieves the same level of accuracy as AlexNet [25], the breakthrough
network that won Large Scale Visual Recognition Challenge 2012 (ILSVRC2012) [6] with
a large margin over its competitors. SqueezeNet has 50x less parameters, and the ability
to be compressed to 0.47 MB, 510x smaller than AlexNet. This is done by using more
1x1 filters while reducing the number of 3x3 filters, while also decreasing the number of
channels passed to 3x3 filters, and delaying downsampling to preserve accuracy. In [16],
a drop in accuracy of less than 1% was observed when using 8-bit data types instead of
32.

MobileNet [19] is a CNNs that aims to reduce latency of the inference, and the tech-
niques employed also reduced its size in comparison to AlexNet, not necessarily at the
expense of accuracy. The main pillar of its architecture is replacing what would be 3x3
convolutions with a 3x3 depthwise convolution that applies the same filter to all chan-
nels in one layer, followed by another lawyer that performs 1x1 convolution that linearly
combines the outputs of the depthwise convolution. It then uses batchnorm and ReLU
for non-linearity at the end of each sequence of convolutions, except for the last one, in
which softmax is used. There are also hyper-parameters for linearly reducing the number
of input and output channels of each layer. One of the targets of our work are the first
and the second [35] versions of MobileNet.

Inception [38] is the codename to the architecture that set the new state of the art
for classification and detection in the ImageNet Large-Scale Visual Recognition Challenge
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2014 (ILSVRC14), submitted by the team known as GoogLeNet. It was designed to in-
crease depth and width while maintaining a computational budget, in this case, measured
in multiply-and-accumulate floating point operations (MACs). For most of the experi-
ments, the budget was set to 1.5 billion MACs. The module of the original Inception
architecture has one 3x3 max pooling operation, one 3x3 convolution, one 5x5 convolu-
tion, and four pointwise (1x1) convolutions, which are then concatenated before the next
layer or module. In our work, we analyzed and targeted with approximations later ver-
sions of Inception, which replaced some max pooling operations with average poolings.
This proved an interesting choice, since, in contrast with Mobilenet, whose modules are a
3x3 depthwise convolution followed by a 1x1 convolution, Inception features 3x3 and 5x5
convolutions that we can apply approximations to.

2.2 Software-level optimizations

This section presents strategies designed to speed up CNNs without the need for
specialized hardware. Applications that use such models already expect an accuracy that
is significantly lower than 100% due to the nature of machine-learning, making them good
candidates for the approximation of certain operations. As such, we chose to focus on
works that put emphasis on approximate computing strategies for convolutions.

The algorithms presented by Manne et al. [30] approximate the multiplication of two
equal-sized square matrices. The algorithms designed by the authors run in quadratic
time, and the Frobenius norm of the error matrix can be made arbitrarily small. This
is done by reducing the problem to that of solving a set of linear equations, for which
approximations are known. However, this algorithm typically requires a large matrix
multiplication to justify its overhead, whereas, convolutions in CNNs tend to use 3x3 and
5x5 kernels.

Jaderberg et al. [21] devised schemes to speed up the evaluation of a convolutional
neural network by exploiting redundancies between different filters and feature channels.
The authors provide two schemes to construct filters that are rank 1 in the spatial domain.
Unlike the previous technique, this one works well for small filters. Combining the two
schemes presented in their paper, the authors achieved up to 2.5x speedup with no loss
in accuracy.

The approach by Baboulin et al. [9] shows that mixing 32-bit and 64-bit representa-
tions can accelerate scientific computations with no loss in accuracy. In particular, they
solve linear systems for dense and sparse matrices using LU decomposition and Newton’s
algorithm, which can be extended to find eigenvalues.

The usage of memoization in convolution is explored by Khalvati et al. [23]. In
their strategy, the results from the multiplication followed by a sum of the square sliding
window (kernel) on a grayscale image are stored in memory, so they can be retrieved later
if the window is slid over a similar (rather than identical) submatrix. The cache must
be small enough to fit into the faster, lower levels of the physical cache, while also being
large enough to provide enough hits. It is also worth noting that in order to increase
the hit rate, the authors map the 256 levels of gray to only 16. This leads to the final
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result being approximated with a loss of accuracy of at most 2.2% in the 3 convolutional
operators that were tested. The speedup varied from 1.30x to 6.27x, and was higher on
images that had lower average local entropy (the detailedness metric used in the paper).

An efficient softmax approximation has been proposed by Grave et al. [14]. The au-
thors attempt to model the computation time of matrix multiplication, acknowledging
that it is not trivially linear in the dimensions of the matrices. Despite the results having
shown the potential of approximate computing, the focus was on desktop GPU archi-
tectures rather than mobile ones, and the target to approximate were language models,
rather than image classification.

Halide [33] [31] is a language and compiler that decouples the lower level implementa-
tion of image processing operations, which must be optimized, from the actual description
of the algorithm, the processing pipeline. It makes it easier for the programmer to exper-
iment with multithreading, tiling, locality, caching vs. recomputation, and other settings
whose optimal values may differ according to the architecture and application. What we
take away from Halide is that, whenever the choice space is large, exploring different set-
tings should be as simple as possible, without needing to rewrite modules of the program
that are not directly related to the knobs we want to turn.

XNOR-Net [34] explores Binary Weights Networks, in which 32-bit floating point
weights are approximated to just one bit, resulting in 32x memory saving and roughly 2x
speed-up, and XNOR Networks, in which both the filters and the input to convolutional
layers are binary, reducing the number of high-precision operations by a factor of 58x.
Binary networks had been experimented with before, but only on small datasets, such as
CIFAR-10, MNIST, SVHN. XNOR-Net trains on the ImageNet dataset. At the time of
its publication, running CNNs designed for ImageNet in real time was a task generally
feasible only on GPUs, whereas XNOR-Net could run in real time on a desktop CPU.
The first approach achieved up to 56.8% top-1 accuracy and 79.4% top-5 accuracy, and
the second approach achieved up to 44.2% top-1 accuracy and 69.2% top-5 accuracy.

Denton et al. [11] attempt to optimize convolutional layers by applying approxima-
tions. Their strategies, by design, reduce the amount of computation by exploring the
redundancy between channels and filters, using theorems from Linear Algebra. Note that
the actual performance of the layer is not trivially linear on the amount of computation,
so real world results may differ greatly from the analytical reduction in model size and
computation. In our work, we select a few of these approximation methods to test their
viability on modern CNNs running on mobile devices, comparing approximate networks
to their original counterparts in accuracy, speed, and energy consumption.

Zhang et al. [40] employ the decomposition used by [21] with a different optimization
strategy, while simultaneously implementing a strategy to decide by how much should
the rank of the convolution be reduced to maintain good accuracy. To further contain
the accuracy drop, the networks were re-trained using the approximate weights as initial
values, and the authors observed that, with a small enough learning rate, the speed in
which the training converges to a solution of a certain achievable level of accuracy is
faster than with the original model being initialized to random values. This suggests that
retraining an approximate network is faster than retraining a new network from scratch.
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2.3 Hardware-level optimization

Gupta et al. [15] train deep neural networks with 16-bit fixed-point number represen-
tations that use stochastic rounding, and compare its performance with a standard IEEE
32-bit floating-point representation, with little to no degradation in accuracy. They also
demonstrate the energy efficiency of a hardware accelerator that implements the former,
with very promising results in savings and throughput.

Ristretto [16] is a 2016 open-source framework for CNN approximation that uses highly
optimized routines that run on the GPU. It extends Caffe, and offers conversion of network
data types from 32-bit float to quantized unsigned integer of 8 or 16 bits, and 6-, 8-, and
12-bit minifloat. These converted models are simulated, and their accuracy is evaluated.
In some cases, especially when 12-bit minifloat or 16-bit quantized unsigned integer are
being used, relative accuracy drops by no more than 1%. This work also provides insights
on and means to determine how to quantize parameters, given a desired data size, allowing
different operations to use different quantizations, focusing on minimizing accuracy loss.
Its biggest flaw, in our opinion, is not comparing power usage, even though it claims to
be one of its major concerns.

2.4 CNN performance analysis

DeepSense [29] is a framework designed specifically for mobile devices with a GPU.
The authors explore the differences between server-class and mobile-class GPUs, and
study the effectiveness of various optimization strategies (e.g. branch divergence elimina-
tion, memory coalescing, memory vectorization), and even approximation strategies, such
as converting weights to 16-bit floating points number to double the bandwidth when
offloading data to the GPU, resulting in decent performance gains for minimal accuracy
trade-off.

NeuralPower [10] shows how polynomial regression can be used to model computa-
tional performance of a CNN by breaking it down into layers, and training a polynomial
model to predict time, power, and energy consumption of the neural network. Such
model defeated state-of-the-art performance predictors that were not specifically trained
for CNN inference. While network performance prediction is out of scope for our project,
we developed tools that allow models such as NeuralPower, which was only tested on a
GTX 1070 (a desktop GPU), to use data collected from inferences ran on mobile devices.
The authors report 88% accuracy in time and power prediction, and 97% accuracy in
energy prediction.

Another study on energy efficiency of (Deep) Convolutional Neural Networks was per-
formed by Li et al. [28]. Their work is interesting in that it compares several frameworks
(e.g. TensorFlow, Caffe, Torch, Nervana), running inferences on CPU and on GPU,
and with different settings enabled (e.g. Hyper-Threading, Error Correction Code in the
RAM, Dynamic Voltage and Frequency Scaling). The authors present the average power,
average completion time, and average energy consumed per image, and breaking it down
into the operations of each layer, in a similar fashion to our analysis here. They found
that convolutional layers consume about 87% of the energy required per inferece, fully
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connected layers need 10%, and activation layers less than 5%. However, their focus was
on desktop setups, using an Intel Xeon CPU and an NVidia Titan X GPU, very powerful
hardware that differ immensely from the mobile platforms that we target in our work.

2.5 Our project

In a similar direction to the aforementioned works, we intend to optimize the cost
of running an inference on a convolutional neural network. Given that proposing new
or modified hardware is beyond the scope of this project, we will focus on software op-
timizations. The ability to profile the energy consumption of inferences on TensorFlow
Lite is also a contribution of this work. Our instrumentation can be used to provide
energy-aware scheduling, or to assist in designing networks according with specific time
and power constraints, which are out of scope for this project.
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Chapter 3

Hypotheses

We hypothesize that a trained a network contains some amount redundancy in its
filters, and that it may be possible to achieve better time and energy performance on
mobile devices, without a significant loss of accuracy, by reducing such redundancies in
certain layers that may contain them. We follow the strategies proposed in [11], and build
upon TensorFlow Lite (TFL).

3.1 Approximation strategies

In the following subsections, we describe the strategies that we employed to approxi-
mate the convolution operator.

3.1.1 SVD factorization

This strategy is centered around the application, or rather, two successive applications,
of the Singular Value Decomposition (SVD) to the weight tensors of certain convolution
layers. The goal is to reduce the number of floating point operations performed by that
single layer, and this strategy also shrinks the size of the layer, reducing the size of the
final model file.

To understand how SVD can be applied to approximate an operator, consider the
example of a convolution layer that takes as input a 35x35 matrix, 64 channels deep, and
outputs another 35x35 matrix, this one being 96 channels deep. The tensor of weights,
which we will call W, is a 96x3x3x64 matrix, where 3x3 is the shape of the window, 64
is the number of input channels, and 96 is the number of output channels, as previously
described.

In summary, we perform a small number of pointwise convolutions with a certain,
configurable number of filters each, which we call “phase C”. We then perform “phase Z”,
a small set of 3x3 convolutions on the output of phase C, which contains less operations
than the full 3x3 convolution of the original weight matrix W, and finally, we combine the
outputs of phase Z through another small set of pointwise convolutions, which we call
“phase F”.

The algorithm we used to decompose matrix W has, in total, 4 parameters, or "knobs",
that can be adjusted according to the desired levels of accuracy and and computational
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Figure 3.1: A visualization of how this approximation operates after being implemented.
Note that this shows the behavior of the function during the inference, not how we com-
pute its weights.

cost that are desired. Two knobs are iclust and oclust, which determine how many
clusters of input channels and of output channels we will have. The two other knobs
are iratio and oratio, which determine the factors (in the [0.0, 1.0] range) that
we will multiply the rank of the input and the output clusters by, reducing the total
computational cost of the convolutions.

As part of the example, assume the following settings: iclust = 2; oclust = 2;
iratio = 0.4; oratio = 0.4; .

The first step is to take the 96 filters of the W matrix, and fold the other (64x3x3)
dimensions, resulting in a matrix of shape 96x576. We run a modified k-means clustering
algorithm, which is identical to the well-known k-means, but with an added restriction of
all clusters being of the same size. Note that the value for iclust must divide the number
of input channels, and the value of oclust must divide the number of filters (channels in
the output).

After clustering, we are left with 96 / 2 == 48 output filters in each cluster.
We perform the same procedure for the input channels, folding W into a matrix of

shape 64x864, clustering with the same implementation of k-means, resulting in iclust
clusters with 64 / 2 == 32 input channels in each. Note that iclust must divide the
number of input channels.

The second major step is where we apply SVD. In summary, after the input channels
and output filters have been clustered, we apply SVD to each pair of input and output
cluster, removing the singular vectors that correspond to the smallest singular values, such
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Figure 3.2: A visual representation of how folding works. Unfolding is the inverse of this
reshaping operation.

that only oratio * 48 == 19 values remain from each output cluster, and only iratio
* 32 == 12 remain from the input cluster.

To understand how this works, and how we can compute an approximation for the
original convolution using matrices of lower ranks, consider three matrices, initialized to
0, named after the three phases of computation, and the following shapes:

C – (32, 12, iclust, oclust) == 32x12x2x2
Z – (19, 3, 3, 12, iclust, oclust) == 19x3x3x12x2x2
F – (48, 19, iclust, oclust) == 48x19x2x2

We want a total of three stages, described below:

• Transform 1 (phase C) ⇒ a total of iclust * oclust (4) pointwise convolutions,
each with an input of size 35x35x32, where 32 is the number of input channels that
it will take, according to the input cluster that it is derived from. The output of
these 4 pointwise convolutions is 4 35x35x12 matrices.

• Convolution (phase Z) ⇒ a total of iclust * oclust (4) convolutions with filters
of the original height and width, 3x3 in our case, 12 input channels and 19 filters
each. Note that this convolution, plus the two transforms in this list, are replacing
the original 96x3x3x64 convolution with 6 pointwise convolutions, and 4 19x3x3x19
convolutions.

• Transform 2 (phase F) ⇒ a total of oclust (2) pointwise convolutions, each with
an input of size consisting of the concatenation (in the channel dimension) of the
iclust (2) corresponding 35x35x19 matrices. The output of each of these convolu-
tions is a 35x35x48 matrix, which are merged into a single 35x35x96 matrix, that
approximates the result of the original 96x3x3x64 convolution.
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Figure 3.3: First step of taking a slice from two cluster indices: a 2-D array.

Figure 3.4: Second step: select every input channel that was assigned to input cluster i
== 0, shown in white.
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Figure 3.5: Third step: delete the remaining input channels, previously shown in gray.

Figure 3.6: Fourth step: select every filter that was assigned to output cluster o == 0,
shown in white.

Figure 3.7: Fifth step: delete the remaining filters, previously shown in gray.
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Figure 3.8: Repeat steps for all 4 possible combinations of (i, o).

Consider the algorithm fresh out of the modified k-means clustering process. There,
we can index the input clusters with integers from the {0, ... iclust - 1} range, and
output clusters with the {0, ... oclust - 1} range. In our example, this leaves us
with two input indexes, two output indexes, and a total of four possible pairs of indexes,
(0, 0), (0, 1), (1, 0), (1, 1). For each of these pairs, we perform two successive
SVD decomposition, as explained in the following paragraphs.

Singular Value Decomposition, available in the NumPy module for Python3
as numpy.linalg.svd, takes as input an MxN matrix of real values that we will call A,
and decomposes it into U, S, and V, where U is a square MxM matrix, V is a square NxN
matrix, and S is a rectangular diagonal matrix with shape MxN. The non-zero elements of
S, called “the singular values of A”, are the square root of the non-zero eigenvalues of both
the product of AAT and the product of ATA. Additionally, we have that A = USV T .

For a formal and more detailed description of SVD and its early history, read [37].
Note that we can apply SVD recursively to V, further decomposing the original matrix,

and for this algorithm, we do exactly that, after reducing the rank of the input.

Now we turn back to our example. For every pair of input cluster and output cluster
(i, o), we create a slice of the original weight matrix, with only the filters and input
channels that were assigned to each cluster. In our example, this results in slices of shape
48x3x3x32. We proceed to fold this slice into a 48x288 matrix. To the folded matrix,
we apply SVD, obtaining U, S, and V, as described in the previous paragraphs. We delete
matrix columns and rows from S to keep only 19 singular values in S, leaving it as a matrix
with shape 19x19, and also remove columns from U to make it 48x19.
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Figure 3.9: A visualization of how we apply the Eckart-Young theorem to approximate a
matrix.

This is an application of the Eckart-Young theorem [12]. We can approximate matrix
M with another matrix M ′, said to be “truncated”. Which has a specific rank r. To
minimize the Frobenius norm of the difference between M and M ′, we can compute the
U , S, V matrices, and replace all except the r largest singular values in S with 0. The
product USV T now gives us M ′. A visualization of this application of the theorem is
represented in Figure 3.9.

Note that U and S can still be multiplied, resulting in a 48x19 matrix that we save
into F[:, :, i, o].

We turn back to matrix V that resulted from the first SVD decomposition of the (i,
o) slice. We first delete columns from V such that the product SV T is still valid and
USV T still results in a 48x288 matrix, but of lower rank than the original folded slice.
We then unfold V into 19x3x3x32, permute its shape into 32x19x3x3, and fold it again,
this time into shape 32x171, so that SVD can be applied again.

Once again, we run SVD, which outputs factors U, S, and V. We repeat the steps of
deleting entries to reduce the size of U and S, this time keeping 12 singular values in S,
rather than 19. We store the product of US in C[:, :, i, o].

From V, we once again remove columns, such that V is converted into a 171x12 matrix.
We unfold V into a 19x3x3x12 matrix and save it into Z[:, :, :, :, i, o]. Note that
V is a weight matrix for a 3x3 convolution with 12 input channels and 19 filters. Each
C[:, :, i, o] and F[:, :, i, o] element can be unfolded into a 12x1x1x32 and a
48x1x1x19 weight matrix, respectively, adequate for a pointwise convolution.
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The previous steps, which produce the matrices for the three phases, only needs to be
computed once per layer of the model that we wish to apply the approximation to. Once
we have C, Z, and F, we can compute an approximation to the output of this layer during
inference as follows:

For every (i, o) pair of input, output clusters, take element C[:, :, i, o] of matrix
C and unfold it into 32x1x1x12. Perform a pointwise (1x1) convolution on the input that
uses the unfolded element of C as kernel, and only the input channels that are in cluster
i as input. Note that, due to there being iclust * oclust possible (i, o) pairs, of this
process is repeated 4 times if both these knobs are set to 2.

Now for each result of the previous step, take element Z[:, :, :, :, i, o] and
perform the corresponding 3x3 convolution.

Finally, for every output of the previous step, we take element F[:, :, i, o] of
matrix F, unfold it into shape 48x1x1x19, and perform pointwise convolutions. Note that
of the 4 inputs to this phase, 2 are assigned to each input cluster, and 2 are assigned to
each output cluster. This means, while each output cluster contains 48 channels, there
are two intermediate results whose convolutions will produce values assigned to these
channels. Therefore, we will accumulate the result of both (i=0, o=0) and (i=1, o=0)
into the 48 channels of the output cluster of index 0, and also accumulate the result of
both (i=0, o=1) and (i=1, o=1) into the 48 channels of the output cluster of index
1. This completes the main computation of the layer. If there are any biases to add,
and activation functions to compute, we can perform them normally on the output of the
approximate convolution.

The C, Z, and Fmatrices that we computed can then be used to compute an approxima-
tion to convolution layer of weights W. The previously described “phases” are how we can
effectively reduce the number of computations required by this layer during the inference,
but we can also construct a matrix Wapprox of the exact same shape as W that emulates
the precision of an approximate operation that uses the 3 phases, so we can experiment
with the accuracy drop without implementing the approximate operation itself into the
accuracy benchmark.

To calculate Wapprox, we initialize a matrix with the same shape as W with all
zero values. For every (i, o) pair, we take the corresponding slice from C (32x12),
Z (19x3x3x12), and F (48x19). We fold the Z slice into 171x12, and multiply that and
CT to obtain ZC of shape 171x32. We unfold ZC into 19x3x3x32, and fold it into 19x288.
Finally, we multiply the F slice and ZC, resulting in an array of shape 48x288, which can
be unfolded into 48x3x3x32. Notice that 48 refers to the number of filters in an output
cluster, and 32 refers to the number of channels in an input cluster. We add each 3x3
window to its corresponding position in the Wapprox matrix. At the end of the process,
we have completed a weights matrix that emulates the behavior of the approximation on
accuracy using the exact implementation.

3.1.2 Monochromatic approximation

This strategy replaces a normal 2D Convolution operation with 2 operations: the first
being a pointwise convolution, that is, a linear combination of input channels, and the
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second being a depthwise convolution with high depth multiplier. This seeks to exploit
similarities between different filters of the first convolutional layer, as evidenced by the
clustering of output channels.

Assume, for the purpose of this explanation, that the number of input channels is 3
(RGB), the number of output channels (filters) is 32, the vertical and horizontal strides
are both 2, and that the window of the convolution is 3x3. This is the case for the first
layer of MobileNet version 1.

The monochromatic approximation takes as input a weight matrix of shape W and the
desired number of intermediate channels, which is a configurable knob called num_colors,
and returns the following data:

Wapprox New weight array of the same shape as the input. By replacing the weights
of the original layer with this, we can construct a model that emulates the impact
that the approximation will have on the layer, while the computational cost remains
unchanged. That is, we can determine if the approximation is viable from a network
accuracy standpoint before we even begin to measure its benefits to execution time
and energy consumption.

Wmono New weight array for the Depthwise Convolution. By applying one of the filters
in Wmono to its respective intermediate channel, we obtain an approximation of an
output channel.

colors An array of linear combinations that are used to compute the intermediate chan-
nels/colors. For instance, if we have num_colors == 4, the colors array will map
each of the 4 intermediate channels to a triple (r, g, b). The pointwise convolution
of an input image by a weight matrix of shape 1x1x3 yields one of the (4, in this
example) intermediate channels.

perm A list that assigns each of the (32, in this example) output channels to an inter-
mediate channel.

num_weights This is the number of numeric values required by the approximate compu-
tation. Comparing this to the size of the original W matrix provides the compression
ratio.

The ‘colors’ array will be the core of the first sub-layer that approximates the target
layer, and a combination of the ‘perm’ list and the ‘Wmono’ weight array will be the core
of the second, more expensive sub-layer.

It should be noted that, ideally, we want an even clusterization, that is, we want to clus-
ter the filters such that the number of filters assigned to each intermediate channel/color
is identical – and therefore, equal to channel_outputs / num_colors. This allows the
implementation of the operation to take more advantage of GPU and CPU parallelism.
However, such constraint does not exist in kmeans, in which case two alternatives may
be exploited: the quickest one, which is implementing an even clustering algorithm, with
possible impact on accuracy, and the laborious one, which is implementing a custom op-
eration that allows for an uneven depth multiplier, preventing the accuracy drop caused
by introducing evenness as a constraint to the clusterization.
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Figure 3.10: Original layer. Each output channel uses all input channels to process results.

The latter alternative would be to replace the depth_multiplier parameter, which
defines how many output channels are calculated from each input channel, from being an
integer to being an array of integers, each indicating how many filters will be applied to
each input channel. Due to how vectorized instructions and memory/cache management
work, it is possible that some clusterizations would be less efficient than the even variant.

Figures 3.10 and 3.11 represent the approximation process. In the original configura-
tion, each output channel processes information from all input channels. In the approxi-
mate version, intermediate channels are generated from linear combinations of the input
channels, and each output channel processes information from a single intermediate chan-
nel. Figure 3.10 output channels are generated, with each one processing information from
3 input channels (e.g. the RGB channels from the image in the first layer of the network).
In the approximate version (Figure 3.11), the structure of the network is preserved, with
32 output channels being generated from 3 input channels. In the approximate version,
however, 4 intermediate channels are generated as linear combinations of the original three
input channels. Each output channel uses a single one of these intermediate channels to
produce its results.

In order to calculate the Wmono, colors, and perm matrices, we perform the following
steps:

We initialize two important matrices, C, of shape (filters) x (channels) (32x3 in
our case), and M, of shape (filters)x(height * width) (32x9 in our case).

We start by transposing the input matrix of weights from its original (filters) x
(height) x (width) x (channels) shape into (filters) x (channels) x (height)
x (width).

Then, we iterate over each filter from the resulting matrix, of shape 32x3x3x3. and fold
the last 3 dimensions, obtaining an array of shape (channels) x (height) x (width)
(3x9). We perform an SVD factorization on this array, obtaining USV T . We take the
first colum of U, of shape (channels), and assign it to its corresponding (according to
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Figure 3.11: Approximate layer. Each output channel uses a single intermediate channel
to process results.

iteration) line of C. Finally, we multiply the first eigenvalue in S with the first column of
V, obtaining an array of shape (height * width), (9 in our case), and assign it to its
corresponding line in M.

Once we have iterated over all filters, we transpose C, and feed it into a kmeans
clustering algorithm. The result is an assignment of each filter to one of num_colors
(4, in our case) intermediate channels, as well as a list of num_colors centroids, each
of shape (channels) (3, in the case of RGB). This list can be reshaped into an array
of shape (num_colors) x 1 x 1 x (channels) (3x1x1x4), which serves as a filter for
a pointwise convolution that computes num_colors intermediate channels from an RGB
input channel. This is our colors matrix. From this execution of kmeans, we also obtain
a list that assigns each filter to a centroid. We use this same list to assign output channels
to intermediate channels, returning it as the perm matrix.

The matrices perm and colors are not sufficient to compute an approximate convolu-
tion. Recall from when we performed the SVD factorization, and filled matrix M with the
product of values from S and VT. This matrix can be reshaped to (filters) x (height)
x (width) x 1 (32x3x3x1). According to the perm matrix, we can assign each of the
slices shaped 1 x (height) x (width) x 1 to an intermediate channel, which will then
be the weight matrix of a depthwise convolution that takes that intermediate channel as
input, and produces one of the output channels, according to the number of filters that
the original convolution had. We therefore perform this reshaping of M to return it as
Wmono.

We are then ready to compute num_weights, which is the sum of the number of
dimensions weights of the three matrices that are necessary to compute the approximate
version of the convolution.

Finally, we can also provide Wapprox, which can simulate the effect of the approx-
imation on accuracy without changing the operation used by the first layer. To com-
pute it, we iterate over the lines in M. For every line index f, we compute the prod-
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uct colors[perm[f]] * M[f], that is, the product of the weights that take the input
image’s channels to the intermediate channel that corresponds to f by the weights in
Wmono that will be applied to f. We unroll this product into 1 x (height) x (width) x
(channels), which is 1x3x3x3 in our case, and assign it to a line of Wapprox. At the end
of this process, Wapprox will be an tensor of shape (filters) x (height) x (width)
x (channels) (32x3x3x3) that simulates the impact on accuracy of having each output
channel (filter) approximated by this method.

3.2 Complexity analyses

In the following subsections, we describe the intuition behind why an approximate
convolution operator, constructed as we described in the previous section, may be com-
putationally cheaper than the exact convolution operator.

3.2.1 SVD factorization

Consider the three phases. We will count the number of floating-point multiply and
accumulate (MAC) operations in each phase.

Additionally, consider the following values:
in_s the height and width of each input channel, which we also call a “pixel”, 35 in

our example;
out_s the height and width of each output channel, which we also call a “pixel”, 35 in

our example;
iclust the number of input clusters, 2 in our example;
iclust_sz the size of each input cluster, 32 in our example;
oclust the number of output clusters, 2 in our example;
oclust_sz the size of each output cluster, 48 in our example;
idegree the number of channels in each intermediate input cluster, after rank reduc-

tion, 12 in our example;
odegree the number of channels in each intermediate output cluster, after rank re-

duction, 19 in our example.
w_height and w_width, the height and width of the convolution window in phase Z,

the only one wherein the convolutions are not pointwise, 3 in our example.

• Transform 1 (phase C) ⇒ For every input cluster and output cluster, we iterate
over input pixels in the clustered input channels, applying idegree 1x1 filters. The
cost of this phase is, therefore, iclust * oclust * in_s * in_s * iclust_sz *
idegree.

• Convolution (phase Z) ⇒ For every input cluster and output cluster, we iterate
over input pixels in the reduced number of output channels, applying odegree 3x3
filters. The cost of this phase is, therefore, iclust * oclust * out_s * out_s *
idegree * odegree * w_height * w_width.
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• Transform 2 (phase F) ⇒ For every input cluster and output cluster, we iterate
over output pixels in reduced number of output channels, applying oclust_sz 1x1
filters. The cost of this phase is, therefore, iclust * oclust * out_s * out_s *
odegree * oclust_sz.

Additionally, as a model compression strategy, we replace an array of size (filters)
* (w_height) * (w_width) * (channels) with an array that assigns input channels to
clusters, one that assigns output channels to clusters, and a few arrays being used by
convolutions. Namely:

• phase C ⇒ iclust * oclust * iclust_size * idegree.

• phase Z ⇒ iclust * oclust * idegree * odegree * w_height * w_width.

• phase F ⇒ iclust * oclust * odegree * oclust_sz.

3.2.2 Monochromatic approximation

Depending on the number of input channels generated, the approximate layer may
require a number of operations significantly smaller than the original computation. The
number of operations to produce a convolution layer C may be estimated as:

C =
h

sh
× w

sw
× c× k × f (3.1)

where h is input height, w is input width, sh is vertical stride, sw is horizontal stride, c
is the number of input channels, k is the number of outputs (filters), and f is the size of
each filter.

As an example, the first layer of MobileNet v1 uses three input channels, 32 output
filters, each with size equal to 9, and a horizontal and vertical stride of 2, with the following
complexity in the original network:

Co =
h

2
× w

2
× 3× 32× 9 = 216× h× w (3.2)

The approximate layer divides computation into two internal layers. The first layer
uses a stride of one to generate a number of intermediate channels (four in our example),
each using a filter size of one. Complexity for the first approximate layer may be estimated
as:

Ca1 = h× w × 3× 4× 1 = 12× h× w (3.3)

The output layers rely on a single intermediate channel, generating 32 output channels,
each with a filter size of 9, and using stride 2.

Ca2 =
h

2
× w

2
× 1× 32× 9 = 72× h× w (3.4)

Total complexity for the approximate layer is:

Ca = Ca1 + Ca2 = (12 + 72)× h× w = 84× h× w (3.5)



30

Compared with the original first layer of MobileNet v1, the approximate layer using
four intermediate channels reduces the total number of operations by a factor of ∼2.6x.
Note that this first order estimation ignores any potential overheads and optimizations.

Additionally, as a model compression strategy, we replace an array of size (filters) *
(window_height) * (window_width) * (channels) with an array that assigns output
channels to intermediate channels, and a few arrays being used by convolutions. Namely:

• colors ⇒ num_colors * channels.

• Wmono ⇒ num_colors * filters * w_height * w_width.
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Chapter 4

Methods

In this chapter, we introduce some of the elements that were chosen to test our hy-
potheses. First, we explain the design of our approximation pipeline from a dataflow
perspective. Then, we list the CNNs that were selected to be subject to approximations,
as well as contextualize the dataset that we used to test our approximations. Finally, we
describe the software tools and hardware platforms that we selected for our work setup.

4.1 Approximation pipeline

We wanted to experiment with approximations while keeping the system modular and
easy to develop and test. Each component can perform its task using the output of the
previous component that is saved to a file. This made it quick to test new modifications,
and different strategies and knobs for approximation. We present the dataflow chart in
Figure 4.1, and we delve into the details of each application that comprises our system in
Chapter 5.

4.2 Network models

We selected pre-trained models of popular architectures, such as MobileNet and
Inception, and ResNet [17], already introduced in Section 2.1. MobileNet was chosen
for its outstanding performance. However, due to its lack of convolution operations that
are not pointwise nor depthwise, only the monochromatic approximation could be applied
to it. In order to experiment with more generic approximations, we also selected a few
versions of Inception, and one version of ResNet.

4.3 Image dataset

We use a subset of the ImageNet Large Scale Visual Recognition Competition 2011
(ILSVRC2011) [7], that year’s iteration of the popular competition hosted ImageNet, a
database of over 14 million annotated images. This dataset originally contained 150,000
photographs across 1,000 classes, but we limited our subset, due to time constraints of
the experiments, to 94,609 images across 994 classes.
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Figure 4.1: A dataflow perspective of the approximation pipeline.

4.4 Engine

We chose the mobile engine that is included in TensorFlow, which is one of the most
popular machine learning frameworks, to provide the baseline for our exploration.

Our work builds upon TensorFlow Lite, compiled as a static library. To fully under-
stand our project, some understanding of the TensorFlow framework is required.

4.4.1 TensorFlow

TensorFlow (TF) is library that allows users to define a data flow graph, in which each
node is a mathematical operation, and let tensors, which are multidimensional arrays,
flow through them. In particular, TensorFlow was developed, and is still widely used, for
machine learning and deep neural network applications.

The API is fully available in Python, and available but not fully stable in C++, Java
and Go. Figure 4.2 shows a simple TensorFlow model taken from [1]. If this example
were to be trained to classify an input array, the inputs labeled as "Weight" would be
adjusted by the learning algorithm, while parameters known as hyperparameters, which
are set by the user, would not be overridden.

Examples of hyperparameters in convolutions include the size of the stride, that
is, how many pixels will be skipped after each submatrix multiplication is calculated,
resulting in a matrix that is approximately stride times smaller in each dimension, and
the padding method, that is, how the window will operate over the edges of the matrix,
or whether it will skip it, resulting in an output that is a few pixels smaller in each
dimension than it would be if some padding was used.

Prime examples of parameters that can be learned are the entries of the 1x1xC, 3x3xC,
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Figure 4.2: A simple dataflow graph that could be implemented in TensorFlow.

or 5x5xC filters used by the convolution kernel, where C is the number of input channels.
Once the model has been trained for a particular application, it can be deployed as a
component of a full product in the market. In this case, we may no longer need training,
and can deploy the graph and model optimized for inference.

To build a network in TF, one of the methods that can be used, and in fact the one
that we did use, is to iterate from the first operation to the last, declaring each new
operation and its inputs according to the description of its architecture, or in our case,
according to information extracted from a flatbuffer file of the model we wish to approx-
imate. Normally, one would proceed to declaring learning parameters, before beginning
to train the network, but since we are approximating existing, trained model, we proceed
differently. Once our flatbuffer_rebuilder is done describing the network, we call a
converter provided by TFL to convert it to a format that TFL understands.

4.4.2 TensorFlow Lite

TensorFlow Lite (TFL) offers a model conversion to a smaller binary, along with op-
timizations for mobile devices. Models are converted by mapping operations to TFL
implementations, which can run on different hardware components, and utilize two dif-
ferent libraries, depending on the type of the operands. TFL currently only supports two
types, float32 and quantized unsigned int8, which rely on Eigen and gemmlowp, re-
spectively. When using uint8, TFL will not only achieve a smaller size model, but also
save memory bandwidth when operating with this type, although internal accumulators
are still 32-bit wide.

Eigen [2] is a C++ library that offers its own implementation of highly optimized
matrix operations. Being open-source and decoupled from system Basic Linear Algebra
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Subprograms (BLAS), Google can tweak and extend functionality to provide the desired
performance, and extend support for multi-core CPUs, GPUs and other hardware accel-
erators.

Gemmlowp [3] is a General Matrix Multiplication (GEMM) library owned by Google,
released under Apache License 2.0, where lowp stands for low precision. The input and
outputs are matrices of any size comprised of integers on at most 8 bits, but the internal
accumulators use 32 bits, to avoid overflows. The resulting product has significant 8 bits
extracted to fit into the output. This rounding is governed by the offset, multiplier and
shift parameters that are passed by the caller, and takes place in a pipeline, to which the
32-bit result is fed. Gemmlowp’s goals are to minimize latency, battery usage and, by
consequence, memory bandwidth usage.

Because quantizing the weights involves setting additional parameters that depend on
the expected minimum and maximum values that will result from Multiply and Accumu-
late (MAC) operations, and our strategies involve changing weights, we decided to focus
only in floating point implementations, and leave quantized version for future extensions
to the project. We expect that a more efficient usage of memory may lead to the bottle-
neck shifting away from memory access and into computation, and so we cannot predict
how our approximations will behave under a quantized model.
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4.5 Devices

We set up a Raspberry Pi (RPi) (Subsection 4.5.1) single-board computer to receive
power and data from a SmartPower. The SmartPower (Subsection 4.5.2) is set to provide
a direct current at 5 volts, while registering its amperage and sending it via USB to the
RPi every millisecond. The relevant technical specifications for these models is detailed
below.

4.5.1 Raspberry Pi 3 Model B

SoC Broadcom BCM2837
CPU Quad-core ARM Cortex-A53 @ 1.2GHz
RAM 1GB LPDDR2 (900 MHz)
y Storage 32 GB SanDisk Ultra microSD
Operating System Raspbian Stretch 2018-04-18
Linux kernel version 4.14.79 armv7l

Table 4.1: Raspberry Pi specs [5]

4.5.2 HardKernel SmartPower 2

Microcontroller Unit Espressif ESP8266
Digital Potentiometer Microchip MCP4652
Current/Power Monitor Texas Instrument INA231
10A 18V Stepdown MPS MP8762
Maximum Output Current 5A

Table 4.2: SmartPower specs [4]

Additionally, we modified the kernel provided by HardKernel to message, via serial
interface, 1000 measurements per second, in amperes, each as a string with 4 digits, falling
into the 0.000-9.999 range.
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Figure 4.3: Our setup for power measurement. The dark cables and wires are used for
powering the devices, and the white cable transfers data from the SmartPower to the
Raspberry Pi.

Terminal Block DC Out 
5V, 5A Max

USB DC Output 
5V, 1A Max

DC Input

MicroUSB
(Serial / Firmware)

SmartPower2 Raspberry PI

MicroUSB DC Input

USB Host Port

Power Supply

Figure 4.4: Diagram representing our setup for power measurement.
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Chapter 5

System Components

In this chapter, we present software tools that we developed to assist us in this project.
We also show how these tools come together to form an approximation and a profiling
pipeline, that helps keeping development modular as well as enabling quicker testing of
new features and components. In the Acknowledgements, we thank other researchers who
contributed with the development of some of these software components.

5.1 Overview

Numerous tools were developed either from scratch, or by modifying existing tools
originally written for other purposes. Figures 5.1 and 5.2 show an overview of the system
components and how they interact with each other, while the following sections describe
their operation in greater details. In the figures, the scroll icons represent Python3 scripts,
and the pager icons represent compiled programs written in either C or C++.

The steps represented in Figure 5.1 are:

1. nnt receives the original flatbuffer file for a given model (e.g. inception_v3), and
outputs a textual description of the network, including its weights and hyperparam-
eters.

2. The textual output of nnt is passed to dump_parser, which converts it to an in-
ternal representation using Python classes, and saves it to a file using Pickle (e.g.
inception_v3.pkl).

3. The Pickle file is loaded by the flatbuffer_rebuilder tool, which selects an ap-
propriate layer to apply an approximation to.

4. flatbuffer_rebuilder calls the protopyte module, which interfaces with imple-
mentations of approximation algorithms, and passes the data from the layer or layers
that are to be approximated. prototype returns a list of matrices that are used by
to approximate the operation previously performed by the layer.

5. flatbuffer_rebuilder uses the matrices received in the previous step to construct
a model via TensorFlow’s Python interface, then converts it to a flatbuffer file (e.g.
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Figure 5.1: Approximation pipeline. Input is the original flatbuffer model. Output is a
modified flatbuffer model, and its accuracy benchmark.

Figure 5.2: Energy pipeline. Input is a modified or original flatbuffer model. Output is
time taken and energy consumed per operation on the target device.
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reconstructed_inception_v3.tflite). Before terminating, it calls xorapu to
measure the modified model’s accuracy.

6. xorapu calls beeswax passing a list of files (we used subsets of ImageNet), and
captures the modified model’s Top 1 and Top 5 accuracy against those images. The
results are reported to the user, who may choose to keep or discard the model.

The steps represented in Figure 5.2 are:

1. We provide the modified model produced by flatbuffer_rebuilder as input to
kbench, as well as the network address of the target device.

2. kbench orchestrates the communication with the target device, signaling it to start
collecting power measurements while running inferences. Once the device is done,
kbench pulls the profiling files, parses them, and outputs per-operation power and
time consumption in human-readable format.

3. bumblebee interfaces with an USB port to read power measurements that are sent
by the SmartPower’s kernel in regular intervals.

5.2 beeswax

This application is our modification of TFL’s label-image. Originally, it was designed
to perform inferences on a single image several times, which is only useful for profiling
the performance of the model. We extended it to also take a list of image files as input,
effectively testing the model’s prediction accuracy over that set of inputs.

When we focus on benchmarking accuracy, we use the xorapu Python module (Section
5.9), which calls beeswax a single time for each input image in a dataset.

Combined with modifications in TFL’s code, implemented so it will log the timestamps
of when each kernel begins and ends its execution, we can profile the delay and energy
consumption of not only the entire model, but of each operator that comprises the model.
We rely on this to capture the efficiency in time and power of both builtin and custom
implementations by running inference multiple times (for increased confidence), rather
than a single time for each image.

5.3 bumblebee

This application, which relies on the termios.h library, listens to the USB port,
collects the electrical current readings from our power measurement tool, and logs them
to a file, along with the respective timestamps.

Given that the voltage of the power supply is constant and configurable, we set it
according to the target device (e.g. 5 volts for the Raspberry Pi) and find out the power
that is being drawn by the device during computation by simply multiplying the voltage
by the electrical current reading.
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5.4 kbench

kbench orchestrates the process of communicating with the remote device (e.g. Rasp-
berry Pi), uploading the executables (beeswax and bumblebee), running the inferences,
downloading the profiling data from the device back to the host, and matching the read-
ings to execution timestamps, and parsing all the information for a human to read.

It supports communication via ssh, adb (for Android devices), and sdb (for Samsung
devices running Tizen).

5.5 NNT

The Neural Network Transpiler was designed to read TFL models in the flatbuffer
format, and output human-readable information about them. We modified it to output
all the information that is necessary to rebuild the network, including operators, input
and output indices, shapes, hyperparameters, and weights.

5.6 dump_parser

This program reads and parses the human-readable output of NNT, instantiates
Python3 objects that hold the same information, and saves them into a file using the
Pickle module.

This Pickle file allows us to load and modify the networks using other Python3 scripts
without having to re-parse the output of NNT each time, reducing the overhead of working
with neural networks from several minutes to just a few seconds, or a fraction of a second,
depending on the size of the model.

5.7 flatbuffer_rebuilder

Loads the Pickle file that is produced by dump_parser, builds a new TensorFlow
model, and calls TOCO to convert it to a flatbuffer, which is then saved as a .tflite
file.

What this component effectively accomplishes is allowing us to modify a network,
either (1) by simply changing the weights of a specific layer (useful when a weight matrix
that emulates an approximation is available), (2) by replacing a layer with a set of layers
that implement an approximation using pre-existing operations from TensorFlow Lite, or
(3) by swapping a layer with a new custom operation that computes an approximation
of the result. (1) was used early in the project to easily benchmark for accuracy of the
approximate operation, (2) was used to validate the sequence of operations that we would
have to implement later on, and (3) was used to effectively perform (2) with less overhead,
allowing for the final implementation to be tested for time and energy efficiency.
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5.8 protopyte

This module interfaces with the implementation of the approximation, which is called
by flatbuffer_rebuilder, passing the weights of an arbitrary layer to it, as well as the
desired approximation strategy, and the parameters for the configurable knobs, to which
protopyte will return a weight matrix of the same dimensions for early emulations, as
well as the smaller weight matrices used for the proper implementation of the accuracy.

This module can also be called separately to approximate a layer passed by a Pickle
file, allowing for faster debugging of different approximation strategies.

5.9 xorapu

A simplified kbench (Section 5.4). xorapu runs our benchmark application (Section
5.2) on the host machine. This allows us to compare the accuracy of different models on
large data sets. Because neither repeatedly running inference for a given input image, nor
running it on different hardware will change the model’s top guesses, we run the inference
a single time on each input image, and on a much faster hardware than our remote mobile
devices. When running xorapu, we are only interested in the model’s answers to a dataset.
This tools allows us to test different settings for the knobs, and to discover which layers
can be approximated without destroying the model’s accuracy, and which layers cannot.
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Chapter 6

Experimental Results

Our experiments compare the baseline accuracy and performance of the CNNs that we
selected, as well as the pros and cons of approximate models. We use the top 1 and top
5 accuracy ratings of the models to determine how well they performed after receiving
approximations, and we show the time and energy consumption of each layer before and
after. Unless otherwise stated, time is being measured in milliseconds (ms), and energy
is being measured in joules (J).

6.1 Baseline

Table 6.1 shows the CNNs that we selected, as well as their accuracy, performance,
and, in the final two columns, how many convolutional layers they have, and how many
of those feature a window of size larger than 1 in both dimensions (e.g. 3x3, 5x5). Note
that this is usually the case for the first layer, to which we can apply the monochromatic
strategy.

Table 6.2 shows how much of the execution time and energy consumption is taken up
by convolutions in the select CNNs.

6.2 Monochromatic approximation

Tables 6.3 and 6.4 show the accuracy that we could achieve with the monochromatic
strategy, using different values for the number of intermediate channels, and either fea-

CNN Top 1 % Top 5 % Time Energy Conv2D (>1)x(>1) %
inception_v3 75.20 83.80 5350 17.1 95 21.05
inception_v4 76.60 83.70 10106 32.0 149 16.11
squeezenet 25.25 44.75 844 2.63 26 34.62
mobilenet_v1 67.25 82.00 568 1.64 15 6.67
mobilenet_v2 69.50 82.00 467 1.29 36 2.78
inception_resnet_v2 72.00 82.30 8816 28.9 41 21.81
resnet_v2 71.70 82.80 11127 35.9 36 32.38

Table 6.1: Original CNN accuracy and performance.
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CNN T. % E.% (>1)x(>1) T. % (>1)x(>1) E. %
inception_v3 94.8 97.5 51.9 52.6
inception_v4 95.0 97.4 36.9 37.3
squeezenet 91.9 96.4 48.1 49.7
mobilenet_v1 76.8 83.6 0.0 0.0
mobilenet_v2 64.5 77.1 0.0 0.0
inception_resnet_v2 97.2 99.5 40.7 40.8
resnet_v2 81.6 84.7 43.5 45.0

Table 6.2: Percentage of time and energy in each model that is taken by convolution,
both the general kind, and the kind featuring a large convolution window, as described
in Section 6.1

, excluding the first layer.

CNN 2 inter. ch. 4 inter. ch. 8 inter. ch.
Top 1 % Top 5 % Top 1 % Top 5 % Top 1 % Top 5 %

inception_v3 70.08 81.33 68.00 80.55 69.90 81.75
inception_v4 71.05 81.58 64.22 78.50 71.33 81.62
squeezenet 12.30 27.02 18.32 34.67 21.40 40.08
mobilenet_v1 18.52 34.77 30.30 50.70 52.90 71.30
mobilenet_v2 50.22 69.85 57.55 75.10 59.40 76.62
inception_resnet_v2 66.95 80.10 61.32 77.58 70.70 81.83
resnet_v2 57.93 74.88 38.35 56.47 67.25 80.83

Table 6.3: Accuracy of the monochromatic approximation, with different numbers of
intermediate channels, and equal-sized clusters.

turing or not featuring the restriction of even-sized clusters.
There are a few things to note. First, for inception_v3, the best result was without

the constraint, with a 4.37% drop to Top 1 accuracy and a 2.05% drop to Top 5 accuracy,
but for inception_v4, the best result was also without the constraint, with a 1.80% drop
to Top 1 accuracy and a 0.85% drop to Top 5 accuracy. This shows two similar net-
works performing quite differently under the same approximation strategy. Additionally,
mobilenet_v1 achieved an accuracy drop of 0.48% drop to Top 1, whereas the similar
mobilenet_v2 had a 6.52% drop to the same metric. We observe that the monochromatic
approximation only retains accuracy with more than 4 intermediate channels, at which
point performance might degrade.

6.3 SVD factorization

We implemented this strategy into TFL as ‘Dragunov’, a custom operation that is
divided into 6 steps:

1. Slicing – divide the input matrix into several smaller matrices.

2. Phase C – perform pointwise convolutions in the matrices that resulted from the
previous step.
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CNN 2 inter. ch. 4 inter. ch. 8 inter. ch.
Top 1 % Top 5 % Top 1 % Top 5 % Top 1 % Top 5 %

inception_v3 70.08 81.33 69.05 81.30 70.83 81.88
inception_v4 72.95 82.12 73.06 82.38 74.80 82.85
squeezenet 19.73 36.75 27.82 47.35 26.67 46.27
mobilenet_v1 45.27 65.80 60.32 76.22 66.77 79.77
mobilenet_v2 59.40 75.90 61.95 77.38 62.98 77.80
inception_resnet_v2 68.95 81.05 70.75 81.58 70.58 81.65
resnet_v2 67.40 80.50 69.60 81.58 70.12 81.92

Table 6.4: Accuracy of the monochromatic approximation, with different numbers of
intermediate channels, without the restriction on equal-sized clusters.

3. Phase Z – perform convolutions with windows larger than 1x1.

4. Phase F – perform pointwise convolutions.

5. Sum – perform additions to combine the outputs of the previous step into a single
output matrix.

6. Bias+ReLU – add the bias array to the output and calculate the activation func-
tion.

The bulk of the computation is in the 3 phases that have convolutions in them, plus
the bias+ReLU step. The other two steps are mostly copying data around. The 4 main
operations are using optimized implementations, but the 2 copy steps are not. Ideally,
we would like to implement faster versions of them, or to build their actions into the the
optimized implementations of the other steps. Specifically, by modifying the previous layer
to output a tensor in the shape that the approximate operation requires, we can improve
the locality of the first step, Slicing. By implementing a matrix multiplication function
that accumulates on the output matrix rather than re-initializing it to a 0-filled array,
and by modifying the following layer to take a permuted input channels, the penultimate
step, called Sum, can be removed.

We therefore acknowledge that our current implementation of ‘Dragunov’ is not opti-
mal, and so we break the profiling information into parts, such that the parts that can be
optimized away are separated, and the main part serves as an upper bound for how fast
it could be. It should be noted, however, that even without these optimizations in place,
we can still see improvements in performance from applying the approximations.

Tables 6.5, 6.6, 6.7, 6.8, and 6.9 show the accuracy metrics after the approximation
is applied to certain sets of layers, as well as the change in execution time and energy
consumption, according to the experimentally determined performance. Figure 6.1 sum-
marizes some of the best results we achieved.

Figures 6.2, 6.3, 6.4, 6.5, and 6.6 visually represent the difference in energy consump-
tion achieved by the strategy, both including and excluding the overheads described in
the beginning of Section 6.3. It is interesting to note that, for cheap convolutions, the
approximation tends to produce nearly identical or even worse results (in energy perfor-
mance) than the original implementation. For more expensive convolutions, the savings
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Conv Layers Top 1 % Top 5 % ∆ T. ∆ E.
– 75.20 83.80
16,29,71,75 72.20 82.15 19 0.06
16,29,75 72.47 82.25 11 0.04
16,24,29,75 71.30 81.95 21 0.08

Table 6.5: Variation in accuracy of the inception_v3 model, with the SVD factorization
strategy applied to different subsets of its convolutional layers. Higher values represent
lower loss.

Conv Layers Top 1 % Top 5 % ∆ T. ∆ E.
– 76.80 83.70
13,23 74.20 82.75 17 0.08
5,13,23 61.45 76.38 44 0.25
16,22,27,34,36,39,42 73.25 82.45 125 0.52
16,22,27,34,36,39,41,42 72.42 82.12 236 0.95
16,22,34,37,39,42,114 73.05 82.38 120 0.50
16,22,27,34,36,39,42,114 72.45 82.25 127 0.52
16,22,34,37,39,42,114,118 71.40 81.62 138 0.56
13,16,22,23,27,34,36,39,42,114 68.80 80.73 144 0.60

Table 6.6: Variation in accuracy of the inception_v4 model, with the SVD factorization
strategy applied to different subsets of its convolutional layers. Higher values represent
lower loss.

are more consistent, but they do not increase proportionally to the cost of the original
implementation.

Tables 6.10, 6.12, 6.14, 6.16, and 6.18 show the performance of the approximable
layer of each model, when subject to the current implementation of the approximate
convolution, including the operations required to reshape the data in memory.

Tables 6.11, 6.13, 6.15, 6.17, and 6.19 show the performance of the approximable layers
of each model disregarding the overheads, as previously explained in this section. These
values serve as an upper bound on the gains that can be achieved using the currently
available convolution implementation on the platform. We can see that, especially on the
more expensive convolutions, the savings go up by about 20-25%.
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Conv Layers Top 1 % Top 5 % ∆ T. ∆ E.
– 25.25 44.75
18 18.07 34.85 3 0.01
21 14.40 29.73 13 0.06
15 16.75 33.67 3 0.01
24 4.88 12.55 3 0.01
15,18 12.20 25.70 6 0.03
18,21 9.07 21.35 16 0.07
15,18,21 6.60 16.53 19 0.08
15,18,21,24 1.25 5.22 22 0.09

Table 6.7: Variation in accuracy of the squeezenet model, with the SVD factorization
strategy applied to different subsets of its convolutional layers. Higher values represent
lower loss.

Conv Layers Top 1 % Top 5 % ∆ T. ∆ E.
– 72.00 82.30
16 71.38 81.90 -3 -0.01
70 71.50 81.88 -1 -0.01
16,28 71.40 81.92 -5 -0.02
28,70 71.43 81.90 -3 -0.02
16,28,70 71.25 82.00 -6 -0.03
28,70,73 71.15 81.80 -4 -0.01
28,63,70 71.43 81.92 -5 -0.03
28,63,65,70 70.97 81.85 -8 -0.04
28,63,70,84 70.88 81.85 159 0.65
28,63,65,70,84 71.00 81.83 156 0.64
65,84 71.05 81.73 161 0.67
31,52 71.20 81.83 -2 0.01
17,52 71.15 81.80 -1 0.01
38,80 71.00 81.62 -2 0.01
187 21.77 47.95 31 0.07
38,65,80 70.75 81.67 -5 0.00
38,65,80,82 70.65 81.65 50 0.23

Table 6.8: Variation in accuracy of the inception_resnet_v2 model, with the SVD fac-
torization strategy applied to different subsets of its convolutional layers. Higher values
represent lower loss.
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Conv Layers Top 1 % Top 5 % ∆ T. ∆ E.
– 71.70 82.80
53 71.60 81.97 59 0.21
29,50,86 71.20 81.90 177 0.64
6,29,50,86 67.03 80.27 214 0.80
29,50,68,86 70.93 81.80 235 0.85
29,50,53,68,86 70.95 81.83 294 1.06
29,32,50,53,68,86 71.20 81.85 353 1.28
32,50,53,68,86 70.85 81.73 294 1.06
29,32,44,50,53,68,86 70.83 81.90 412 1.49
47,50,53,56,59,62 70.88 81.73 353 1.28
29,32,44,47,50,53,56,59,62,68,86 70.83 81.62 647 2.34
44,47,50,53,56,59,62,68,86 70.60 81.62 529 1.92
22,29,32,44,47,50,53,56,59,62,68,86 68.08 80.73 649 2.35

Table 6.9: Variation in accuracy of the resnet_v2 model, with the SVD factorization
strategy applied to different subsets of its convolutional layers. Higher values represent
lower loss.

Figure 6.1: Scatter plot comparing the gains and losses of some of the best approximations
that we performed.
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Figure 6.2: Comparison between the original energy consumption within each layer of
inception_v3, and the energy consumption within those same layers when approximated.
Also shown is the consumption of a ‘perfectly optimized’ implementation, as described in
the beginning of Section 6.3.
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Figure 6.3: Comparison between the original energy consumption within each layer of
inception_v4, and the energy consumption within those same layers when approximated.
Also shown is the consumption of a ‘perfectly optimized’ implementation, as described in
the beginning of Section 6.3.
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Figure 6.4: Comparison between the original energy consumption within each layer of
squeezenet, and the energy consumption within those same layers when approximated.
Also shown is the consumption of a ‘perfectly optimized’ implementation, as described in
the beginning of Section 6.3.
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Figure 6.5: Comparison between the original energy consumption within each layer of
inception_resnet_v2, and the energy consumption within those same layers when ap-
proximated. Also shown is the consumption of a ‘perfectly optimized’ implementation, as
described in the beginning of Section 6.3.
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Figure 6.6: Comparison between the original energy consumption within each layer of
resnet_v2, and the energy consumption within those same layers when approximated.
Also shown is the consumption of a ‘perfectly optimized’ implementation, as described in
the beginning of Section 6.3.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
01 415 ± 2 1.28 ± 0.01 -61 ± 8 -0.10 ± 0.02 -14.8 -7.9
02 502 ± 2 1.61 ± 0.02 -80 ± 13 -0.07 ± 0.03 -16.0 -4.2
04 480 ± 3 1.64 ± 0.01 77 ± 11 0.44 ± 0.02 16.1 27.0
07 124 ± 2 0.39 ± 0.00 20 ± 5 0.10 ± 0.02 15.8 24.2
09 71 ± 1 0.23 ± 0.00 11 ± 4 0.04 ± 0.01 15.4 19.0
10 105 ± 1 0.34 ± 0.00 10 ± 3 0.05 ± 0.01 9.6 15.1
14 125 ± 2 0.39 ± 0.01 22 ± 2 0.10 ± 0.01 17.6 24.8
16 71 ± 2 0.23 ± 0.00 11 ± 4 0.04 ± 0.01 15.1 18.2
17 104 ± 2 0.33 ± 0.00 10 ± 3 0.05 ± 0.01 9.7 15.1
21 124 ± 2 0.39 ± 0.00 21 ± 3 0.10 ± 0.01 17.3 24.6
23 71 ± 2 0.23 ± 0.00 11 ± 5 0.04 ± 0.02 14.9 18.3
24 104 ± 2 0.33 ± 0.00 10 ± 3 0.05 ± 0.01 9.3 14.6
26 173 ± 11 0.59 ± 0.03 46 ± 6 0.19 ± 0.02 26.6 32.4
28 72 ± 2 0.23 ± 0.00 10 ± 5 0.04 ± 0.01 14.0 17.3
29 27 ± 3 0.09 ± 0.01 -2 ± 2 -0.01 ± 0.01 -8.1 -11.3
71 31 ± 3 0.10 ± 0.01 8 ± 2 0.03 ± 0.01 25.9 24.7
75 21 ± 2 0.07 ± 0.00 2 ± 1 0.00 ± 0.01 8.8 4.9
81 79 ± 15 0.26 ± 0.04 43 ± 2 0.14 ± 0.01 54.9 53.9
90 78 ± 16 0.26 ± 0.04 43 ± 2 0.14 ± 0.01 54.7 54.0

Table 6.10: Performance of the convolutional layers of inception_v3, before the applica-
tion of the SVD factorization strategy, and the gains from after its application. Positive
values show improvement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
01 415 ± 2 1.28 ± 0.01 34 ± 7 0.13 ± 0.03 8.0 10.4
02 502 ± 2 1.61 ± 0.02 81 ± 9 0.33 ± 0.03 16.0 20.3
04 480 ± 3 1.64 ± 0.01 187 ± 9 0.71 ± 0.02 39.0 43.4
07 124 ± 2 0.39 ± 0.00 29 ± 6 0.12 ± 0.02 24.0 31.5
09 71 ± 1 0.23 ± 0.00 25 ± 5 0.08 ± 0.01 35.0 36.7
10 105 ± 1 0.34 ± 0.00 26 ± 4 0.09 ± 0.01 24.0 28.3
14 125 ± 2 0.39 ± 0.01 32 ± 4 0.13 ± 0.01 25.0 32.1
16 71 ± 2 0.23 ± 0.00 25 ± 5 0.08 ± 0.01 35.0 35.9
17 104 ± 2 0.33 ± 0.00 26 ± 3 0.09 ± 0.01 25.0 28.3
21 124 ± 2 0.39 ± 0.00 31 ± 4 0.12 ± 0.01 25.0 32.0
23 71 ± 2 0.23 ± 0.00 25 ± 5 0.08 ± 0.02 35.0 36.3
24 104 ± 2 0.33 ± 0.00 25 ± 4 0.09 ± 0.01 24.0 27.8
26 173 ± 11 0.59 ± 0.03 68 ± 16 0.25 ± 0.04 40.0 42.8
28 72 ± 2 0.23 ± 0.00 24 ± 6 0.08 ± 0.02 34.0 35.6
29 27 ± 3 0.09 ± 0.01 4 ± 4 0.01 ± 0.01 16.0 12.0
71 31 ± 3 0.10 ± 0.01 12 ± 5 0.04 ± 0.02 38.0 38.1
75 21 ± 2 0.07 ± 0.00 5 ± 2 0.02 ± 0.01 23.0 22.2
81 79 ± 15 0.26 ± 0.04 46 ± 17 0.15 ± 0.05 59.0 59.2
90 78 ± 16 0.26 ± 0.04 46 ± 18 0.15 ± 0.05 59.0 59.3

Table 6.11: Upper bound on the performance of the convolutional layers of inception_v3
with the SVD factorization strategy, assuming only the time and energy spent on con-
volutions (Phases C, Z, and F), bias addition, and activation. Positive values show im-
provement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
01 415 ± 3 1.26 ± 0.01 -62 ± 9 -0.10 ± 0.02 -14.9 -8.4
02 503 ± 2 1.58 ± 0.01 -81 ± 14 -0.07 ± 0.03 -16.1 -4.4
03 292 ± 4 0.93 ± 0.01 -25 ± 11 0.02 ± 0.02 -8.6 1.9
05 272 ± 2 0.87 ± 0.01 27 ± 6 0.17 ± 0.02 10.1 19.3
09 272 ± 2 0.87 ± 0.01 28 ± 5 0.17 ± 0.01 10.4 19.1
10 291 ± 4 0.96 ± 0.01 28 ± 9 0.18 ± 0.02 9.7 18.4
13 71 ± 2 0.22 ± 0.00 7 ± 6 0.03 ± 0.02 10.1 14.8
15 71 ± 1 0.22 ± 0.00 8 ± 4 0.04 ± 0.01 11.2 16.0
16 105 ± 2 0.33 ± 0.01 10 ± 3 0.05 ± 0.01 9.5 14.8
20 71 ± 1 0.22 ± 0.00 8 ± 4 0.03 ± 0.01 11.2 15.5
22 71 ± 1 0.22 ± 0.00 7 ± 6 0.03 ± 0.02 9.8 14.9
23 104 ± 2 0.33 ± 0.00 10 ± 3 0.05 ± 0.01 9.2 14.5
27 71 ± 1 0.22 ± 0.00 8 ± 4 0.03 ± 0.01 11.3 15.2
29 71 ± 2 0.22 ± 0.00 9 ± 4 0.04 ± 0.01 12.0 15.8
30 104 ± 2 0.33 ± 0.00 9 ± 3 0.05 ± 0.01 9.1 14.5
34 72 ± 2 0.22 ± 0.01 9 ± 4 0.04 ± 0.01 12.3 15.9
36 71 ± 1 0.22 ± 0.00 8 ± 5 0.03 ± 0.01 11.1 15.2
37 104 ± 2 0.33 ± 0.00 9 ± 3 0.05 ± 0.01 9.1 14.4
39 228 ± 15 0.76 ± 0.04 63 ± 10 0.25 ± 0.02 27.5 32.9
41 316 ± 3 1.05 ± 0.01 111 ± 5 0.43 ± 0.01 35.0 41.4
42 104 ± 7 0.34 ± 0.02 20 ± 5 0.08 ± 0.01 19.6 24.1
114 21 ± 2 0.07 ± 0.00 2 ± 1 0.00 ± 0.01 11.2 5.4
118 49 ± 8 0.16 ± 0.02 18 ± 1 0.06 ± 0.01 36.1 34.6

Table 6.12: Performance of the convolutional layers of inception_v4, before the applica-
tion of the SVD factorization strategy, and the gains from after its application. Positive
values show improvement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
01 415 ± 3 1.26 ± 0.01 32 ± 8 0.13 ± 0.03 8.0 10.1
02 503 ± 2 1.58 ± 0.01 82 ± 8 0.32 ± 0.03 16.0 20.4
03 292 ± 4 0.93 ± 0.01 71 ± 10 0.26 ± 0.02 24.0 27.3
05 272 ± 2 0.87 ± 0.01 87 ± 4 0.32 ± 0.02 32.0 36.4
09 272 ± 2 0.87 ± 0.01 88 ± 4 0.31 ± 0.02 32.0 36.2
10 291 ± 4 0.96 ± 0.01 82 ± 10 0.31 ± 0.02 28.0 32.6
13 71 ± 2 0.22 ± 0.00 21 ± 6 0.07 ± 0.02 30.0 32.9
15 71 ± 1 0.22 ± 0.00 22 ± 5 0.08 ± 0.01 31.0 33.9
16 105 ± 2 0.33 ± 0.01 25 ± 4 0.09 ± 0.02 24.0 28.0
20 71 ± 1 0.22 ± 0.00 22 ± 5 0.07 ± 0.02 31.0 33.6
22 71 ± 1 0.22 ± 0.00 21 ± 5 0.07 ± 0.02 30.0 33.0
23 104 ± 2 0.33 ± 0.00 25 ± 4 0.09 ± 0.01 24.0 27.8
27 71 ± 1 0.22 ± 0.00 22 ± 4 0.07 ± 0.01 31.0 33.5
29 71 ± 2 0.22 ± 0.00 23 ± 5 0.08 ± 0.02 32.0 33.9
30 104 ± 2 0.33 ± 0.00 25 ± 3 0.09 ± 0.01 24.0 27.7
34 72 ± 2 0.22 ± 0.01 23 ± 5 0.08 ± 0.02 32.0 34.0
36 71 ± 1 0.22 ± 0.00 22 ± 5 0.07 ± 0.01 31.0 33.2
37 104 ± 2 0.33 ± 0.00 25 ± 3 0.09 ± 0.01 24.0 27.7
39 228 ± 15 0.76 ± 0.04 89 ± 24 0.32 ± 0.06 39.0 42.0
41 316 ± 3 1.05 ± 0.01 146 ± 7 0.52 ± 0.02 46.0 50.0
42 104 ± 7 0.34 ± 0.02 36 ± 10 0.13 ± 0.03 35.0 37.4
114 21 ± 2 0.07 ± 0.00 5 ± 2 0.02 ± 0.01 25.0 22.8
118 49 ± 8 0.16 ± 0.02 23 ± 8 0.07 ± 0.03 46.0 44.8

Table 6.13: Upper bound on the performance of the convolutional layers of inception_v4
with the SVD factorization strategy, assuming only the time and energy spent on con-
volutions (Phases C, Z, and F), bias addition, and activation. Positive values show im-
provement.

Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
03 40 ± 1 0.12 ± 0.00 -26 ± 5 -0.07 ± 0.01 -64.3 -57.2
06 40 ± 1 0.12 ± 0.00 -25 ± 4 -0.07 ± 0.01 -62.2 -56.0
09 98 ± 2 0.32 ± 0.00 -40 ± 3 -0.07 ± 0.01 -41.2 -21.0
12 28 ± 1 0.09 ± 0.00 -1 ± 2 -0.01 ± 0.01 -5.2 -7.3
15 51 ± 2 0.16 ± 0.00 3 ± 4 0.01 ± 0.01 5.8 8.0
18 51 ± 2 0.16 ± 0.00 3 ± 4 0.01 ± 0.01 6.1 8.2
21 77 ± 2 0.25 ± 0.00 13 ± 5 0.06 ± 0.01 16.9 21.8
24 20 ± 2 0.07 ± 0.00 3 ± 1 0.01 ± 0.01 13.1 10.7

Table 6.14: Performance of the convolutional layers of squeezenet, before the application
of the SVD factorization strategy, and the gains from after its application. Positive values
show improvement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
03 40 ± 1 0.12 ± 0.00 -4 ± 5 -0.01 ± 0.01 -11.0 -10.4
06 40 ± 1 0.12 ± 0.00 -4 ± 4 -0.01 ± 0.01 -10.0 -9.4
09 98 ± 2 0.32 ± 0.00 1 ± 2 0.04 ± 0.01 1.0 12.3
12 28 ± 1 0.09 ± 0.00 9 ± 2 0.02 ± 0.01 31.0 27.1
15 51 ± 2 0.16 ± 0.00 18 ± 5 0.06 ± 0.01 36.0 35.0
18 51 ± 2 0.16 ± 0.00 19 ± 4 0.06 ± 0.01 36.0 35.4
21 77 ± 2 0.25 ± 0.00 33 ± 5 0.11 ± 0.02 43.0 43.9
24 20 ± 2 0.07 ± 0.00 7 ± 2 0.02 ± 0.01 36.0 33.9

Table 6.15: Upper bound on the performance of the convolutional layers of squeezenet with
the SVD factorization strategy, assuming only the time and energy spent on convolutions
(Phases C, Z, and F), bias addition, and activation. Positive values show improvement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
01 416 ± 2 1.30 ± 0.01 -63 ± 9 -0.11 ± 0.03 -15.2 -8.3
02 504 ± 4 1.64 ± 0.02 -81 ± 13 -0.07 ± 0.03 -16.1 -4.0
04 481 ± 3 1.67 ± 0.02 79 ± 11 0.46 ± 0.03 16.4 27.4
07 124 ± 2 0.40 ± 0.01 19 ± 5 0.09 ± 0.02 15.1 23.6
09 71 ± 1 0.23 ± 0.00 9 ± 3 0.04 ± 0.01 12.5 16.7
10 105 ± 2 0.34 ± 0.01 10 ± 3 0.05 ± 0.01 9.7 14.9
14 27 ± 1 0.09 ± 0.00 -2 ± 3 -0.01 ± 0.01 -7.3 -11.4
16 30 ± 1 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -10.9 -10.1
17 48 ± 2 0.15 ± 0.00 -1 ± 6 0.01 ± 0.02 -1.5 3.8
21 27 ± 1 0.09 ± 0.00 -2 ± 3 -0.01 ± 0.01 -7.6 -11.1
23 30 ± 1 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -10.9 -10.0
24 48 ± 1 0.15 ± 0.00 -1 ± 6 0.01 ± 0.02 -2.2 3.4
28 27 ± 1 0.09 ± 0.00 -2 ± 3 -0.01 ± 0.01 -5.6 -9.8
30 30 ± 2 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -10.5 -10.0
31 48 ± 2 0.15 ± 0.00 -2 ± 6 0.00 ± 0.02 -3.1 2.6
35 27 ± 1 0.09 ± 0.00 -2 ± 3 -0.01 ± 0.01 -6.2 -10.4
37 30 ± 2 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -10.4 -9.9
38 48 ± 1 0.15 ± 0.00 -1 ± 6 0.01 ± 0.02 -1.5 3.7
42 27 ± 1 0.09 ± 0.00 -1 ± 3 -0.01 ± 0.01 -5.1 -9.0
44 30 ± 1 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -10.8 -10.3
45 48 ± 1 0.15 ± 0.00 -1 ± 5 0.01 ± 0.02 -1.3 3.8
49 27 ± 1 0.09 ± 0.00 -2 ± 3 -0.01 ± 0.01 -5.7 -9.3
51 30 ± 1 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -10.8 -9.7
52 48 ± 2 0.15 ± 0.00 0 ± 5 0.01 ± 0.02 -0.6 3.9
56 28 ± 1 0.09 ± 0.00 -1 ± 3 -0.01 ± 0.01 -5.4 -10.1
58 30 ± 2 0.09 ± 0.00 -4 ± 4 -0.01 ± 0.01 -12.6 -10.9
59 48 ± 1 0.15 ± 0.00 -1 ± 6 0.00 ± 0.02 -2.5 2.9
63 27 ± 1 0.09 ± 0.00 -2 ± 3 -0.01 ± 0.01 -6.3 -10.2
65 30 ± 1 0.09 ± 0.00 -3 ± 4 -0.01 ± 0.01 -11.1 -10.6
66 48 ± 1 0.15 ± 0.00 -1 ± 5 0.01 ± 0.02 -1.3 3.9
70 28 ± 2 0.09 ± 0.00 -1 ± 2 -0.01 ± 0.01 -4.9 -9.5
72 30 ± 1 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -11.4 -10.3
73 48 ± 2 0.15 ± 0.00 -1 ± 6 0.01 ± 0.02 -1.1 3.6
77 27 ± 1 0.08 ± 0.00 -2 ± 3 -0.01 ± 0.01 -6.1 -10.5
79 30 ± 2 0.09 ± 0.00 -3 ± 3 -0.01 ± 0.01 -10.9 -10.2
80 48 ± 2 0.15 ± 0.00 -1 ± 6 0.00 ± 0.02 -1.6 3.2
82 192 ± 9 0.67 ± 0.02 55 ± 7 0.23 ± 0.02 28.7 34.4
84 456 ± 5 1.57 ± 0.02 164 ± 5 0.68 ± 0.02 36.0 43.1
85 155 ± 8 0.53 ± 0.02 37 ± 7 0.16 ± 0.02 24.0 30.5
187 40 ± 18 0.10 ± 0.05 31 ± 0 0.07 ± 0.01 76.0 69.0

Table 6.16: Performance of the convolutional layers of inception_resnet_v2, before the
application of the SVD factorization strategy, and the gains from after its application.
Positive values show improvement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
01 416 ± 2 1.30 ± 0.01 32 ± 7 0.13 ± 0.03 8.0 10.1
02 504 ± 4 1.64 ± 0.02 81 ± 10 0.34 ± 0.04 16.0 20.6
04 481 ± 3 1.67 ± 0.02 188 ± 9 0.73 ± 0.03 39.0 43.9
07 124 ± 2 0.40 ± 0.01 28 ± 6 0.12 ± 0.02 23.0 30.8
09 71 ± 1 0.23 ± 0.00 23 ± 4 0.08 ± 0.01 32.0 34.5
10 105 ± 2 0.34 ± 0.01 26 ± 3 0.09 ± 0.01 25.0 28.1
14 27 ± 1 0.09 ± 0.00 3 ± 3 0.01 ± 0.01 12.0 10.7
16 30 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 14.4
17 48 ± 2 0.15 ± 0.00 9 ± 7 0.03 ± 0.02 18.0 22.3
21 27 ± 1 0.09 ± 0.00 3 ± 4 0.01 ± 0.01 12.0 10.6
23 30 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 14.3
24 48 ± 1 0.15 ± 0.00 9 ± 6 0.03 ± 0.02 18.0 21.9
28 27 ± 1 0.09 ± 0.00 4 ± 3 0.01 ± 0.01 14.0 12.0
30 30 ± 2 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 14.0 14.1
31 48 ± 2 0.15 ± 0.00 8 ± 7 0.03 ± 0.02 17.0 20.9
35 27 ± 1 0.09 ± 0.00 4 ± 3 0.01 ± 0.01 13.0 11.3
37 30 ± 2 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 14.0 14.5
38 48 ± 1 0.15 ± 0.00 9 ± 6 0.03 ± 0.02 19.0 22.2
42 27 ± 1 0.09 ± 0.00 4 ± 3 0.01 ± 0.01 14.0 12.7
44 30 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 14.4
45 48 ± 1 0.15 ± 0.00 9 ± 5 0.03 ± 0.02 19.0 22.5
49 27 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 14.0 12.6
51 30 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 14.7
52 48 ± 2 0.15 ± 0.00 9 ± 6 0.03 ± 0.02 19.0 22.2
56 28 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 14.0 11.5
58 30 ± 2 0.09 ± 0.00 3 ± 5 0.01 ± 0.01 12.0 13.6
59 48 ± 1 0.15 ± 0.00 8 ± 6 0.03 ± 0.02 18.0 21.3
63 27 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 11.5
65 30 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 14.0
66 48 ± 1 0.15 ± 0.00 9 ± 5 0.03 ± 0.02 19.0 22.3
70 28 ± 2 0.09 ± 0.00 4 ± 3 0.01 ± 0.01 14.0 12.1
72 30 ± 1 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 14.1
73 48 ± 2 0.15 ± 0.00 9 ± 6 0.03 ± 0.02 19.0 22.2
77 27 ± 1 0.08 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 11.5
79 30 ± 2 0.09 ± 0.00 4 ± 4 0.01 ± 0.01 13.0 14.3
80 48 ± 2 0.15 ± 0.00 9 ± 7 0.03 ± 0.02 18.0 21.5
82 192 ± 9 0.67 ± 0.02 78 ± 14 0.30 ± 0.04 41.0 44.0
84 456 ± 5 1.57 ± 0.02 204 ± 8 0.78 ± 0.03 45.0 49.9
85 155 ± 8 0.53 ± 0.02 58 ± 14 0.22 ± 0.04 37.0 41.5
187 40 ± 18 0.10 ± 0.05 31 ± 18 0.07 ± 0.06 76.0 70.3

Table 6.17: Upper bound on the performance of the convolutional layers of incep-
tion_resnet_v2 with the SVD factorization strategy, assuming only the time and energy
spent on convolutions (Phases C, Z, and F), bias addition, and activation. Positive values
show improvement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
03 261 ± 2 0.83 ± 0.01 37 ± 6 0.17 ± 0.02 14.0 19.8
06 262 ± 2 0.83 ± 0.01 37 ± 7 0.16 ± 0.02 14.0 19.7
09 73 ± 4 0.23 ± 0.01 -25 ± 3 -0.05 ± 0.01 -33.8 -21.0
13 180 ± 3 0.59 ± 0.01 38 ± 5 0.16 ± 0.01 21.3 27.7
16 180 ± 3 0.60 ± 0.01 38 ± 5 0.17 ± 0.01 21.2 27.9
19 180 ± 3 0.60 ± 0.01 38 ± 4 0.17 ± 0.01 21.3 28.0
22 51 ± 4 0.16 ± 0.01 2 ± 3 0.01 ± 0.01 4.1 5.1
26 142 ± 6 0.48 ± 0.01 58 ± 5 0.21 ± 0.02 41.0 44.5
29 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.6 44.4
32 142 ± 6 0.48 ± 0.01 59 ± 5 0.21 ± 0.02 41.3 44.4
35 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.6 44.3
38 143 ± 7 0.48 ± 0.02 60 ± 4 0.21 ± 0.01 41.7 44.6
41 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.3 44.0
44 142 ± 6 0.48 ± 0.02 59 ± 4 0.21 ± 0.01 41.3 44.4
47 142 ± 6 0.48 ± 0.01 59 ± 3 0.21 ± 0.01 41.4 44.2
50 143 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.4 44.4
53 142 ± 6 0.48 ± 0.01 59 ± 3 0.21 ± 0.01 41.4 44.5
56 142 ± 6 0.48 ± 0.01 58 ± 5 0.21 ± 0.01 41.1 44.3
59 142 ± 6 0.48 ± 0.01 59 ± 3 0.21 ± 0.01 41.5 44.6
62 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.4 44.1
65 142 ± 6 0.48 ± 0.01 58 ± 5 0.21 ± 0.02 41.1 44.2
68 142 ± 6 0.48 ± 0.01 58 ± 5 0.21 ± 0.01 41.1 44.3
71 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.5 44.4
74 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.3 44.2
77 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.4 44.1
80 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.4 44.0
83 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.4 44.1
86 142 ± 6 0.48 ± 0.02 59 ± 4 0.21 ± 0.01 41.4 44.0
89 142 ± 6 0.48 ± 0.01 59 ± 4 0.21 ± 0.01 41.4 44.0
92 49 ± 5 0.16 ± 0.01 12 ± 2 0.04 ± 0.01 24.2 24.2
96 157 ± 19 0.53 ± 0.05 90 ± 2 0.31 ± 0.01 57.2 58.3
99 156 ± 18 0.53 ± 0.05 89 ± 2 0.31 ± 0.01 57.0 58.1
102 156 ± 19 0.53 ± 0.05 89 ± 2 0.31 ± 0.01 56.9 57.9

Table 6.18: Performance of the convolutional layers of resnet_v2, before the application
of the SVD factorization strategy, and the gains from after its application. Positive values
show improvement.
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Conv layer O. time O. energy Time ∆ Energy ∆ Time % Energy %
03 261 ± 2 0.83 ± 0.01 85 ± 6 0.29 ± 0.02 32.0 34.9
06 262 ± 2 0.83 ± 0.01 85 ± 6 0.29 ± 0.02 32.0 34.8
09 73 ± 4 0.23 ± 0.01 -3 ± 5 0.01 ± 0.01 -4.0 4.6
13 180 ± 3 0.59 ± 0.01 63 ± 6 0.23 ± 0.02 35.0 39.0
16 180 ± 3 0.60 ± 0.01 63 ± 6 0.23 ± 0.02 35.0 39.2
19 180 ± 3 0.60 ± 0.01 63 ± 6 0.23 ± 0.02 35.0 39.3
22 51 ± 4 0.16 ± 0.01 13 ± 6 0.04 ± 0.02 26.0 25.2
26 142 ± 6 0.48 ± 0.01 70 ± 10 0.25 ± 0.03 50.0 52.0
29 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.03 50.0 52.0
32 142 ± 6 0.48 ± 0.01 71 ± 10 0.25 ± 0.03 50.0 51.9
35 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.03 50.0 51.8
38 143 ± 7 0.48 ± 0.02 72 ± 10 0.25 ± 0.03 50.0 52.1
41 142 ± 6 0.48 ± 0.01 70 ± 8 0.25 ± 0.02 50.0 51.5
44 142 ± 6 0.48 ± 0.02 71 ± 10 0.25 ± 0.03 50.0 51.9
47 142 ± 6 0.48 ± 0.01 71 ± 8 0.25 ± 0.02 50.0 51.7
50 143 ± 6 0.48 ± 0.01 71 ± 10 0.25 ± 0.03 50.0 51.8
53 142 ± 6 0.48 ± 0.01 71 ± 8 0.25 ± 0.02 50.0 51.9
56 142 ± 6 0.48 ± 0.01 70 ± 10 0.25 ± 0.03 50.0 51.7
59 142 ± 6 0.48 ± 0.01 71 ± 8 0.25 ± 0.02 50.0 52.1
62 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.02 50.0 51.6
65 142 ± 6 0.48 ± 0.01 70 ± 10 0.25 ± 0.03 49.0 51.6
68 142 ± 6 0.48 ± 0.01 70 ± 10 0.25 ± 0.03 49.0 51.7
71 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.03 50.0 51.9
74 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.03 50.0 51.7
77 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.03 50.0 51.6
80 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.02 50.0 51.5
83 142 ± 6 0.48 ± 0.01 71 ± 9 0.25 ± 0.03 50.0 51.6
86 142 ± 6 0.48 ± 0.02 71 ± 9 0.25 ± 0.03 50.0 51.5
89 142 ± 6 0.48 ± 0.01 71 ± 8 0.25 ± 0.02 50.0 51.5
92 49 ± 5 0.16 ± 0.01 18 ± 7 0.06 ± 0.02 36.0 36.6
96 157 ± 19 0.53 ± 0.05 96 ± 20 0.33 ± 0.06 61.0 62.5
99 156 ± 18 0.53 ± 0.05 96 ± 20 0.33 ± 0.06 61.0 62.3
102 156 ± 19 0.53 ± 0.05 96 ± 20 0.33 ± 0.06 61.0 62.1

Table 6.19: Upper bound on the performance of the convolutional layers of resnet_v2 with
the SVD factorization strategy, assuming only the time and energy spent on convolutions
(Phases C, Z, and F), bias addition, and activation. Positive values show improvement.
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Chapter 7

Conclusion & Future Work

In this work, we began by arguing that optimizing convolution is imperative to im-
proving the performance of CNNs on mobile devices, even more so if the goal is to reduce
energy consumption over inference latency. We hypothesized that we could exploit the
redundancy within the weight matrices of the convolutional layers to improve the time
and energy performance of an inference framework on mobile devices.

We were able to modify an existing TFL model, replacing existing operations with
approximate variants using tools that we developed (Chapter 5). Our tools allow this
process to be reproduced by anyone with trivial knowledge of CNN architectures, on a
commonly available desktop without any particularly fast arithmetic processing unit, such
as discrete graphics cards. We offer the possibility of reducing the accuracy of an already
trained model in exchange for better performance, should the timing requirements and
energy budget of an application or platform not be met by the current neural network.

We also developed a testbed for the accuracy drop post transformations. Our prelim-
inary results show that not many layers can be approximated before the accuracy drop
reaches the point by which it is best to simply replace the entire model with a different
architecture that is faster by design, assuming one is already available. However, one pos-
sibility that we have not explored is to retrain the network to mitigate the accuracy loss.
Because the approximate model still contains many values in common with the original
one, the retraining process can reuse that data as a starting point [40].

Finally, we modified TensorFlow Lite and wrote tools that parse profiling data, al-
lowing users to, in addition to measuring time taken per operation, also measure energy
consumption of each layer of the CNN. Combining our profiling tools to our accuracy
testbed, we found that, depending on the model, up to 5% of the energy can be saved,
with less than 1% in Top 1 accuracy drop. The tools we developed and used are available
at https://github.com/SusinMat/Convolution-Profiling-and-Approximation

There are a few possible directions to improve these numbers. One may retrain the
network to adapt to the accuracy loss, or further refine the implementation of the ap-
proximate operation within the engine (Section 6.3), or even automate the search space
exploration, which could also lead to better sets of layers to approximate being found
quicker. The software and experimental setup designed by this project can be reused to
implement and test different approximation strategies, to try out different parameters,

https://github.com/SusinMat/Convolution-Profiling-and-Approximation
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and to analyze the viability of approximating CNNs for other applications.
Ultimately, all the aforementioned ideas combined can lead into a network designer

assistant, informing neural network architects of the cost of adding each layer at the same
time as they are choosing the building blocks, and suggesting approximations that may
help them fit their models within the appropriate time and energy constraints.



64

Glossary

approximate computing The science and theory of replacing one implementation of an
algorithm with another that is expected to perform better under some performance
metric (time, power, energy), at the expense of the accuracy of the result.

engine The library that provides the implementation necessary for executing a neural
network. In our work, we are only concerned with the implementation of the oper-
ations that are ran during inference, not with training.

entry Any numeric, real or integer, value that is stored at a position of an n-dimensional
array.

flatbuffer The filetype used by TensorFlow Lite to store trained models.

float16 The 16-bit floating point type, also known as the half-precision floating-point
format, as defined by the IEEE 754-2008 standard.

float32 The 32-bit floating point type, normally as defined by the IEEE 754 standard,
but compliance can be laxed in exchange for performance, at virtually no loss in
accuracy.

framework (machine learning) A framework, in the context of machine learning, is
a module that provides the building blocks for neural network designers, including
the tools needed to set training parameters, connect operation outputs to inputs,
etc.. Examples include TensorFlow, PyTorch.

hyperparameter Parameters of an operation that are not learned such as stride and
padding, in contrast with filter weights and biases. In the flatbuffer format, the
activation function is also stored as a hyperparameter..

kernel The implementation of an operation.

layer In the context of neural networks, a layer usually refers to a short sequence of
operations, such as convolution operation, followed by one bias add operation, and
ending with one activation function operation. It can also be used as a synonym
to module, that is, an element defined by the architecture designer, that typically
includes several convolutions and one pooling operation.

matrix Used interchangeably with tensor to mean an n-dimensional array.
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operator An operation is a function that takes one or more tensors as input, and outputs
one or more tensors. Examples of operations include addition, matrix multiplication,
convolution.

operator Used interchangeably with operation.

pointwise convolution A NxM depthwise convolution can be seen as a convolution in
which each output channel is the result of an NxM convolution of one corresponding
input channel, i.e., the values in each entry of an output channel are the linear
combination of entries in an input channel, rather than a linear combination of
entries in all input channels of the input tensor. Typically, the number of output
channels is the same as the number of input channels, but it is also possible to have
a depthwise convolution in which the number of output channels is the number of
input channels multiplied by a positive integer factor.

pointwise convolution A convolution whose kernel is shaped Fx1x1xC, where F is the
number of filters (equal to the number of output channels) and C is the depth (equal
to the number of input channels).

quint8 A type that represents a real number, quantized into an unsigned 8-bit integer
type.

tensor An n-dimensional array used in machine learning.

Top 1 accuracy The percentage of input images in the dataset for which the network’s
top guess was the correct answer in the classification problem.

Top 5 accuracy The percentage of input images in the dataset for which the network’s
top 5 guesses included the correct answer in the classification problem.

uint8 The unsigned 8-bit integer type.

weights The tensor containing values that were learned by a network. Contrasting with
hyperparameters, these are not set by the human user, but it is possible to initialize
them to values that the user knows to work well for that model in particular.

window In the case of a convolution, the window is the shape of each of its filters,
disregarding the number of channels. A 3x7 convolution, that is, a convolution
with a window height of 3 and a window width of 7, will have its weights shaped
Fx3x7xC, where F is the number of filters and C the number of input channels.
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