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RESUMO 

 

O desenvolvimento significativo de Caraguatatuba é traduzido pela sua 

potencialidade ao turismo, exploração de gás, proximidade do Porto de São 

Sebastião e ampliação do complexo viário da Tamoios, particularmente na Bacia do 

Rio Juqueriquerê, que é a maior planície não urbanizada do litoral norte de São 

Paulo, Brasil. A área é constituída por baixas declividades e lençóis freáticos rasos, 

cercada pelas altas escarpas da Serra do Mar. Além disso, é afetada por chuvas 

orográficas e variação de marés, contribuindo para a ocorrência natural de 

inundações. Apesar da área à jusante ser densamente urbanizada, a bacia não é 

propriamente monitorada, tornando a previsão de futuros cenários com a tradicional 

modelagem hidrológica muito desafiadora, devido à falta de dados representativos. 

No presente estudo, a análise multicriterial para tomada de decisão (MCDA) foi 

utilizada para determinar os critérios mais impactantes na susceptibilidade às 

inundações do local. O cenário futuro foi baseado no uso e cobertura da terra 

proposto pelo Plano Diretor de Caraguatatuba. A pesquisa com especialistas usando 

o método Delphi e o Processo de Análise Hierárquica (AHP) foram associados para 

a atribuição e comparação por pares dos seguintes critérios: elevação, densidade de 

drenagem, chuva, declividade e Curva Número (CN), do Serviço de Conservação do 

Solo (SCS) dos Estados Unidos. A bacia foi discretizada em 11 sub-bacias, e vários 

métodos estatísticos e empíricos foram empregados para a parametrização do 

modelo multicriterial. Após a definição dos critérios e tratamento estatístico dos 

julgamentos de todos os especialistas, uma faixa limitada de pesos foi gerada, 

variando de 8,36 a 8,88, a qual foi efetivamente convertida para uma ampla faixa de 

valores de prioridade pelo uso de uma abordagem extendida do método AHP. A 

escala de julgamento da raiz quadrada aplicada no estudo gerou resultados de boa 

qualidade, onde a taxa de consistência foi de 0,0218 e o índice de consistência foi 

de 0,0244. Além disso, a análise de sensibilidade revelou a coerência do vetor peso, 

por meio da variação do critério de elevação  (+10 % e -5%), afetando os pesos mas 

não a hierarquia. Posteriormente, todos os critérios foram implementados no sistema 

de informações geográficas (SIG). Foi realizada uma discussão minuciosa sobre a 

aquisição da variável CN, levando em consideração os tipos de solo brasileiros e as 

condições de saturação locais. As limitações do método SCS-CN foram destacadas, 



 

 

especialmente no que se refere à sua aplicação em bacias não monitoradas, quando 

não é possível calibrar ou validar o modelo. A estimativa e a calibração dos 

coeficientes de rugosidade de Manning nos principais cursos d'água também foram 

desenvolvidas no estudo, com base nos dados observados e medidos em trabalhos 

de campo. Os desvios médios absolutos entre os valores de Manning variaram de 

0,004 a 0,008, mostrando que a metodologia proposta pode ser aplicada em 

quaisquer áreas de estudo, tanto para calibrar quanto para atualizar os coeficientes 

de rugosidade de Manning em diferentes períodos. A distribuição da função gamma 

foi utilizada para o cálculo das chuvas de projeto, que posteriormente foram 

utilizadas para a análise de correlação entre chuvas anuais e diárias. O Sistema de 

Análise Fluvial do Centro de Engenharia Hidrológica em 2 dimensões (HEC-RAS 2D) 

e o Sistema de Modelagem Hidrológica (HEC-HMS) foram utilizados para a 

calibração do parâmetro CN e para a validação do modelo. Os limites de inundação 

gerados no processo de vadidação (pelo modelo HEC-RAS 2D) foram muito 

similares aos gerados pela abordagem MCDA, correspondendo a 93,92 % e 96,31 

%, respectivamente. Os métodos de interpolação foram essenciais para a 

distribuição temporal e espacial dos dados meteorológicos no modelo de 

precipitação-vazão usados para validação, e também no modelo MCDA 

implementado no SIG. A determinação final da probabilidade de susceptibilidade às 

inundações nas planícies estudadas foi baseada na soma ponderada espacial dos 

critérios atribuídos previamente. Por fim, os mapas de susceptibilidade às 

inundações foram gerados para os diferentes cenários. As simulações de diferentes 

padrões de chuva mostraram que este critério influenciou fortemente na 

probabilidade de suscetibilidade às inundações. Para a simulação de maiores 

elevações e chuvas máximas, o índice de susceptibilidade às inundações foi 4 (do 

total de 5). A maior contribuição do estudo foi na aquisição de parâmetros confiáveis 

por meio das técnicas propostas, que também podem ser utilizadas em outras áreas, 

principalmente onde os dados são escassos e há complexas limitações físicas 

envolvidas, visando o desenvolvimento urbano sustentável da região.  

Palavras-chave: Inundação, análise multicriterial de tomada de decisão, 

modelagem hidrológica, urbanização, sustentabilidade.  



 

 

ABSTRACT 

 

The significant development of Caraguatatuba Municipality is translated by its 

tourism potentiality,  gas exploration, proximity to the Port of Sao Sebastiao and 

extension of the Tamoios Highway complex, particularly in the Juqueriquere River 

Basin, which is the major non-urbanised plains of the northern coastline of São 

Paulo, Brazil. The area is comprised of low slopes and shallow water tables, 

surrounded by the high elevations of the Serra do Mar mountains. Additionally, It is 

affected by orographic rainfalls and tide variation, contributing to the natural 

occurrence of floods. Even though the downstream area is densely urbanised, the 

watershed is not properly gauged, making it a challenging task for the prediction of 

future scenarios with the traditional hydrological modelling approach, due to the lack 

of representative data. In the current study, multicriteria decision analysis (MCDA) 

were used to determine the mostly impacting criteria to the local flood susceptibility. 

The future scenario was based on the land use and land cover proposed by the City 

Master Plan of Caraguatatuba. The expert-based survey using the Delphi method 

and the analytical hierarchical process (AHP) were associated with the attribution 

and pairwise comparison of the following criteria: elevation, density drainage, rainfall, 

slope and curve number (CN), from the US Soil Conservation Service (SCS). The 

watershed was discretised in 11 sub-basins, and several statistical and empirical 

methods were employed for the parameterisation of the multicriteria model. After the 

definition of the criteria and the statistical treatment of the judgements of all experts, 

a limited range of weights was derived, varying from 8.36 to 8.88, which was 

effectively converted to a larger ratio of priority values by the use of an extended 

approach of the AHP methodology. The root square judgement scale applied in the 

study generated good-quality results, where the consistency ratio was 0.0218 and 

the consistency index was 0.0244. Besides, the sensitivity analysis revealed the 

coherence of the weight vector, by the variation of the elevation criterion (+10 % and 

-5%), affecting the weights but not the hierarchy. Further, all the criteria were 

implemented in the geographical information system (GIS). There was a thorough 

discussion regarding the acquisition of the CN variable, taking into consideration the 

Brazilian soil types and the local saturated conditions. The constraints of the SCS-CN 

method were highlighted, especially regarding its application in ungauged basins, 



 

 

where it is not possible to calibrate or validate the model. The estimation and 

calibration of the Manning's roughness coefficients of the main watercourses were 

also developed in the study, based on the observed and measured data in field 

campaigns. The mean absolute deviations between the estimated and the calibrated 

Manning´s values varied from 0.004 and 0.008, showing that the proposed 

methodology might be applied in any study areas, both to calibrate and to update the 

Manning's roughness coefficients in different periods. The gamma-function 

distribution was carried out to calculate the design rainfalls, which were later used for 

the correlation analysis of the annual and the daily rainfalls. The Hydrologic 

Engineering Center's River Analysis System 2D (HEC-RAS 2D) and the Hydrologic 

Modelling System (HEC-HMS) were used for the calibration of the CN variable and 

for the model validation. The inundation boundaries derived in the validation process 

(by the HEC-RAS 2D model) were very similar to the ones achieved by the MCDA 

approach, corresponding to 93.92 % and 96.31 %, respectively. The interpolation 

methods were essential for the spatial and temporal distribution of the meteorological 

data in the rainfall-runoff model used for validation, and also in the GIS-based MCDA 

model. The final determination of the likelihood of flood susceptibility in the studied 

plains was based on the spatially weighted summation of the previously attributed 

criteria. Finally, flood susceptibility maps were generated for the different scenarios. 

The simulations of different rainfall patterns showed that this criterion profoundly 

influenced the likelihood to flood susceptibility. For the simulation of higher elevations 

and maximum rainfalls, the achieved index of flood susceptibility was 4 (out of 5). 

The main contribution of the study was the achievement of reliable parameters by the 

proposed techniques, that may also be used in other areas, mainly where data is 

scarce and complex physical constraints are involved, targeting the sustainable 

urban development of the region. 

Keywords: Flood, multicriteria decision analysis, hydrological modelling, 

urbanisation, sustainability. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

The lack of urban planning integrated to the water resources management in new 

developments, particularly alongside rivers, has caused the contamination, river 

sedimentation and flooding of many densely occupied regions. Non-structured 

extension areas fail to have a major imperviousness, and no micro or macro drainage 

plans incorporated to the urbanisation zones. In coastlines, the trend is more 

problematic due to the low-lying plains, shallow water tables and tide variation, which 

affects the flow dispersion in the upstream areas. Thus, the geomorphological and 

ecological aspects make coastal areas more susceptible to the climatic and 

environmental variables, and more vulnerable to natural disasters. In the literature, 

there are countless approaches regarding the environmental impacts in vulnerable 

areas (Inouye 2012, Moura 2013, Munoz 2014) and the urban impact towards the 

water resources (Brilly et al. 2006, Lopes 2005, Zanella et al. 2013). 

The environmental assessment tools are valuable when there is an aggregation of 

interests from all the involved actors. When they are institutionalised by the 

predominant economic and political sectors, their inefficacy preconise a hazardous 

urbanisation process against the population welfare (Arts et al. 2012, Seller 2014). In 

prospective urban areas, the unawareness of the hydrological behaviour of the 

watershed and vulnerability to natural hazards contribute to the uncommitted 

decision-making process of urban planners, minimising the potentiality of the disaster 

reduction management and the resilience (and adaptation) of the local population 

(United Nations International Strategy for Disaster Reduction - UNISDR 2015). 

Indeed, hydrological and hydraulic models enable the simulation of different 

scenarios and enhance the knowledge of the hydrological impacts of urban 

developments. However, it is very challenging when data is scarce or unreliable, as it 

occurs in ungauged basins.  
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Remote sensing techniques and geographic information systems have been widely 

used for the urban planning and the acquisition of hydrological modelling input 

parameters.  They certainly contribute to the study of flooding areas by the use of 

orbital imagery and meteorological data from geostationary satellites, as well as the 

application of spatial analysis and geoprocessing techniques (Chagas et al. 2013, 

Lhomme et al. 2004). Conversely, the generated information is highly dependent on 

the spatial and temporal resolutions of the input data. Even simple methods of 

hydrological models have limited outcomes when the parameterisation is not detailed 

or not reliable enough to characterise the watershed physical conditions. That is 

when alternative approaches, such as the multicriteria evaluation techniques, 

become more valuable, especially if the traditional models are combined with the 

validation and calibration processes (Wu et al. 2017). For that, the appropriate 

criteria have to be attributed and weighted in order to achieve a realistic 

representation of the physical aspects involved in the hydrological processes. 

1.2  Motivation 

The Juqueriquere River basin is located in Caraguatatuba municipality, northern 

coastline of the State of São Paulo, Brazil. It comprises the most extensive and semi-

urban plains of the region and is surrounded by Serra do Mar mountains, where the 

Atlantic forest is still preserved, sheltering rich biodiversity and some endemic 

species of the coastal ecosystem (Ivanauskas 1997). Due to the high slopes and 

geological structure, the mountains are naturally vulnerable to sliding (Institute of 

Technologic Research of the State of São Paulo - IPT 2000, Souza 2005). Therefore, 

any impact on the mountainside (e.g. deforestation) potentializes the risk of ravines 

and sedimentation in the river beds of the downstream plains. 

In tropical countries, the occurrence of extreme rainfalls is intense. Near the 

mountains, the effect of orographic rainfalls intensifies the local precipitation 

throughout the year. A destructive combination of extreme rainfalls and the natural 

vulnerability to natural disasters remarked the Juqueriquere River basin on the 18th 

of March, 1967. The plains were devastated by one of the most catastrophic debris 

flow events in Brazil, where 436 people died, and more than 3,000 were rendered 
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homeless. Besides, several historical floods have already been recorded in the area 

(Boulomytis et al. 2015, Saito 2013), affecting both the upstream rural sector and the 

downstream urban area, which is densely occupied in a chaotic pattern alongside the 

rivers. 

Despite the environmental fragility of the region, there is high speculation towards the 

urbanisation of the floodplains. It has been highlighted by the developments of the 

Monteiro Lobato Gas Treatment  Unit (UTGCA) (established in 2011), and the 

extension of the Tamoios highway complex (started in 2014) that are ruled by 

environmental assessment tools following diverse and conflicting pathways for the 

urbanisation process. They consist on the Ecological-Economic Zoning (São Paulo 

2004), the Strategical Environmental Assessment (SEA) regarding the Port, 

Industrial, Nautical and Offshore dimensions (PINO) (São Paulo 2010), and the City 

Master Plan of Caraguatatuba municipality (2011). None of them is efficiently 

integrated into the water resources management plan of the basin. As a result, the 

macro drainage plan of the urbanised sector (in the downstream area) was only 

approved in June 2017, to be later implemented for the reduction of the local flooding 

risk (Costa Norte 2017).  

Another recurring problem is that a representative area of the Juqueriquere River 

basin is still ungauged. The rainfall gauges are not properly distributed and the 

historical data is not representative for all the sub-basins. There is no historical data 

of peak discharge that conveys the hydrological behaviour of the basin. Some 

studies characterised the physical conditions of the basin that were related to the 

local flood vulnerability thereof. Initially, Okida & Veneziani (1998) proposed the use 

of remote sensing techniques to identify the potential inundation areas. The IPT 

(2000) diagnosed the water resources as a susceptible area to floods and slope 

sliding. Souza (2005) studied the general morphometric susceptibility of the northern 

coastline of São Paulo to floods and later, Moura (2012) analysed it for the basin. 

Mendes Filho (2009) simulated the hydrological response of one of the Juqueriquere 

sub-basins (Claro River), which represents a partial contribution to the basin. Inouye 

(2012) proposed the dynamic environmental modeling of the Northern Coastline of 

São Paulo, targeting less vulnerable areas for urban settlements. Boulomytis et al. 
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(2015) indicated a methodology for urban planners to collect data of inundation 

depths, carried out in the downstream urbanised area of the basin. The 

Environmental Impact Assessment (EIA) of UTGCA (Petrobras 2006) had a brief 

description of the hydrological behaviour of Juqueriquere River basin, based on the 

regionalisation of peak discharges from one of the surrounding sub-basins. However, 

none of them had a thorough parameterisation of the floodplains, or simulated the 

hydrological response after the predicted land use and land cover (LULC) changes, 

proposed by the City Master Plan of Caraguatatuba (2011). 

Even though there is an awareness of the flood susceptibility in the Juqueriquere 

River basin, a detailed approach regarding the cause and effect is still unclear. What 

are the main criteria that contribute towards the maximization of floods? Which areas 

are the most susceptible? What are the major consequences of the LULC changes? 

Accurate answers to these questions are only possible when there is a 

comprehensive knowledge about the hydrological behaviour of the basin, which is 

essential for the forthcoming urban developments. For that, realistic input data are 

needed to make predictions. Many hydrological models are processed with complex 

methods, which would not be appropriate for this particular ungauged basin. On the 

other hand, generalisation methods derive inaccurate information that does not 

correspond to the local needs. In fact, alternative multicriteria evaluation techniques 

are valuable for the simulation of different scenarios. When they are combined with 

traditional hydrological models for calibration and validation purposes, enhanced 

outcomes are expected, such as the flood susceptibility maps and indexes. 

Evaluating the given information, the current study intended to assemble all the 

significant quantitative parameters, proposing alternative methods for the 

determination of the unknown data. Multiple criteria that mostly affected the flood 

occurrence were also attributed, weighted and adapted to the AHP extended 

approach of Zuffo (2011). Finally, relevant scenarios were simulated according to the 

present and future probable LULC, determining the critical aspects associated with 

the flood occurrence. The findings of the study directly contribute to the integration 

between the water management plan and the urban development of the 

Juqueriquere basin for the sustainability and risk adaptation of the region. The 
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methodology can be applied in any other areas, even when they have complex 

physical features or limited data, taking into consideration the validation and 

calibration processes that normally improve the feasibility of the outcomes. 

1.3  Hypothesis 

The hypothesis of this study is that for the coastal plains of ungauged basins, 

traditional hydrological models are not suitable to evaluate flood susceptibility due to 

the lack of representative data. By the use of alternative methods, such as the 

multicriteria evaluation techniques, more reliable outcomes are provided, particularly 

when associated with the hydrological and hydraulic models for calibration and 

validation purposes. Thus, sustainable urban developments are only feasible when 

there is a thorough understanding of the hydrological behaviour of the basin, by the 

use of coherent methods to parameterise the model, through which the flood 

susceptibility will be inferred. 

1.4  Objectives 

The main objective of the current study was to use the multicriteria decision analysis 

(MCDA) combined with traditional hydrological and hydraulic models to evaluate the 

criteria that mostly affect the flood susceptibility of the Juqueriquere River basin by 

the simulation of different scenarios, among which are the current and expected 

future land use and land cover. The specific objectives were: 

 Analyse the efficacy of the environmental assessment tools that rule the 

urbanisation process of the study area. 

 Use remote sensing techniques to characterise the current urban growth 

of the study area. 

 Discretise the basin by the use of combined elevation and surface models 

in an automatic process of drainage extraction. 

 Compare the LULC scenarios proposed by the City Master Plan of 

Caraguatatuba and the Environmental-Economical Zoning of the State of 

São Paulo, in the context of flood susceptibility. 
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 Determine feasible criteria that affect the flood susceptibility of the study 

area on a combined Delphi-AHP approach. 

  Analyse the consistency and the sensitivity of the Delphi-AHP approach. 

 Classify the hydrological soil groups (HSG) of the basin. 

 Calculate the CN variable for the present and future LULC scenarios, in 

vector (per sub-basin using the area weighted average approach) and 

raster (per grid cell) formats. 

 Achieve the physical input parameters of the HEC-HMS and HEC-RAS 

models by the use of geographic information systems (GIS) and 

observational data from field hydrometric and bathymetric campaigns. 

 Derive the stage-discharge rating curves for the gauging station cross-

sections. 

 Estimate and calibrate the Manning's roughness coefficients 

 Evaluation of suitable rainfall interpolation methods used for spatial 

analysis in GIS. 

 Obtain the rainfall distribution of the flood event (17-18 March 2013) by the 

use of geospatial statistics and interpolation techniques. 

 Calculate the design rainfall for different return periods for the evaluation 

of the correlation between maximum daily and annual extreme rainfalls. 

 Simulate the current and future LULC scenario in the HEC-HMS model. 

 Implement the MCDA approach in a GIS-based framework to achieve the 

flood susceptibility in different scenarios. 

 Calculate the flood susceptibility index for the comparison of the simulated 

scenarios. 

 Implement the HEC-RAS 2D model for the flood event (17-18 March 

2013). 

 Validate the HEC-RAS 2D with the observed inundation depths during the 

flood event. 

 Evaluate the MCDA accuracy comparing the inundation boundary of the 

flood event (17-18 March 2013) with the HEC-RAS 2D outcome. 
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1.5  Outlines 

The current research was developed to fulfil the requirements for the Degree of 

Doctor of Philosophy in Civil Engineering according to the Cotutelle Agreement 

between UNICAMP and Swinburne University of Technology. The chosen style for 

the thesis was "PhD thesis including associate papers", which was based on the 

Resolution CPPG-EC/FEC-130/2015 approved by the Civil Engineering Post-

Graduation Committee of FEC/UNICAMP on the 6th of August 2015 and the 

Guideline and Procedure approved by the Higher Degree Research Committee of 

Swinburne on the 22nd of February 2016. It was carried out under the supervision of 

Dr Antonio Carlos Zuffo (UNICAMP) and Dr Monzur Alam Imteaz (Swinburne). The 

thesis content is divided into the following chapters. 

 Chapter 1 - Introduction: This chapter presents an overview of the thesis 

background, motivation, hypothesis and scope of the research. 

 Chapter 2 - Literature Review: The fundamental concepts used in the 

research are thoroughly presented in this chapter in a paper style. 

 Chapter 3 - Research Methodology: The foundations of the research are 

proposed in this chapter, which precedes the sequence of papers 

developed throughout the PhD candidature. 

 Chapters 4 to 9 - Research Papers: These chapters introduce and show 

all the papers developed in the scope of the research. They follow the 

methodological procedures proposed by Chapter 3. A synopsis introduces 

each one of the papers, showing their relevance to the research as well as 

the publication status of the research paper. A supplementary paper is 

attached to Chapter 9.  

 Chapter 10 - Concluding Discussion: The first part of this chapter involves 

an overview of the study findings and the interrelationship of the research 

papers thereof. The methodological consistency for the development of 

the research is also approached. Afterwards, the remarks and 

contributions of the research, as well as its limitations are also explored in 

this chapter. Lastly, recommendations for future studies are given, 
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highlighting their significance for the sustainable development of the 

region, followed by the final conclusions. 

Each research paper has a traditional structure, where the respective citations and 

references are according to the journal they had been submitted to. Some of 

theroretical concepts, references and citation are common among the papers. 

Moreover, the description of the study area is systhematically approached in each 

paper, as a mandatory topic of the methodological context.  

The final references are only regarding Chapters 1, 3 and 10,  as each research 

paper comprised the references of their respective investigations. The appendices 

consist of the list of published papers (included and not included in the thesis 

manuscript), copyright statements from the publishers and co-authorship forms. 
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CHAPTER 2 

LITERATURE REVIEW 

In this chapter, all the relevant topics to the current research are approached. Initially, 

there is a discussion about the importance of the environmental assessment tools as 

well as their lack of efficacy, particularly when they are not properly applied, affecting 

the welfare of the population. Then, the variation of the hydrological processes 

between non-urbanised and urbanised areas are also shown. 

Throughout the section, the modelling concepts and basic parameterisation are 

explained and exemplified, comparing both the traditional and the alternative 

techniques commonly used in ungauged basins. Lastly, the MCDA background and 

framework are detailed in the context of flood susceptibility. 

The paper titled "Hydrological impacts of urban developments: modelling and 

decision-making concepts" was accepted by the "Theoretical and Empirical 

Researches in Urban Management" and is expected to be published in November, 

2017. It covers all the topics regarding the literature review of the current PhD 

research as follows. 
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HYDROLOGICAL IMPACTS OF URBAN DEVELOPMENTS: 

MODELLING AND DECISION-MAKING CONCEPTS 

Vassiliki Terezinha Galvão Boulomytis1 

Antonio Carlos Zuffo2 

Monzur Alam Imteaz3 

ABSTRACT 

The urbanisation of floodplains is commonly motivated due to the extensive areas 

with mild slopes. In non-structured regions, the lack of effective institutional 

frameworks for flood risk reduction is related to the unawareness of the hydrological 

impacts of urban developments, increasing the local vulnerability to natural hazards. 

It is inherent that, before the proposal of any land use and land cover (LULC) 

changes, the possible hydrological effects should be predicted, enhancing the 

possibility of mitigating the risk. However, in ungauged basins, hydrological models 

cannot always provide realistic outcomes, since data are scarce or non-

representative. In the current study, a thorough discussion is conducted about the 

concepts of traditional hydrological models as well as the alternative multicriteria 

evaluation techniques, both used for the simulation of existing and expected LULC 

scenarios. The applicability and efficacy of environmental tools are also brought up to 

the discussion, in the context of urban planning. Accordingly, the related concepts 

revealed to be pertinent and feasible towards the sustainable development of urban 

floodplains. 
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2.1 Introduction 

The urban sprawl preconises a wide and diffuse range of impacts. One of the main 

causes is the lack of integrated urban and water resource planning. The hydrological 

cycle for natural and urban catchments are significantly different.  Vegetated areas 

are replaced by urban infrastructure, increasing the imperviousness, and decreasing 

both the transpiration and the infiltration processes (Mulligan & Crampton 2005). 

Runoff becomes more intense, and surfaces start pooling stormwater. A higher 

amount of sediments is brought to rivers, potentializing the risk of water supply 

contamination and the dissemination of diseases (Gaffield et al. 2003). Discharge 

flows are also intensified, and due to the sedimentation of river banks, the flood 

susceptibility increases, especially in low-lying regions, where the drainage condition 

is naturally problematic (Figure 2.1). 

 

Figure 2.1 Hydrological cycle in forested and urbanised areas. Source: Adapted from 

Melbourne Water (2017). 

In coastal cities, heavy rainfalls are not the only phenomena to affect the hydrological 

behaviour of a basin. The tide variation aggravates the impact of flooding, as the 
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water can only be routed throughout the river when the tide level is low. Lately, the 

situation is reckoned to be more hazardous as a consequence of climate change and 

sea-level rise (Shahapure et al. 2011). 

Structural measures are required to improve drainage and control floods in urban 

watersheds (Yfantidou & Anthopoulos 2017). Rivers are regularly straightened in 

order to amplify their drainage capacity, causing a sequence of inundation problems 

when underestimated (Shahapure et al. 2011). The combined effects of reduced 

sinuosity, lower roughness, lower friction in the bank, and heavier runoff make a 

more intense amount of water to flow in a faster pattern through the channels, 

contrasting from the original and "natural" river conditions (Shahapure et al. 2011). 

Indeed, many non-structured regions start developing their premises following 

chaotic outlines, driven by economic aspects, not socially or environmentally aware 

of the population welfare and local vulnerability. Thus, the environmental tools tend to 

be ineffective without the integration of urban planning and water resource 

management bodies (Seller 2014). 

Moreover, the sustainable development of a new urbanised area depends on a 

successfully integrated water resource and urban planning management, involving 

the micro and macro drainage design, and the structural control measures towards 

water contamination and floods. Knowledge about the catchment hydrological 

behaviour is a vital element but depends on the development of studies. For that, 

investments are needed to raise modelling parameters and predict the hydrological 

impacts of forthcoming urban developments. 

2.2 Environmental tools: applicability and efficacy 

An effective water resources management is expected to be decentralised and 

represented by the public, private and community sectors (Pimentel da Silva 2010). A 

common purpose has to be established to keep or improve the watershed conditions 

for future generations, particularly concerning water quality and the population 

resilience and adaptation to hydrological hazard events (Pimentel da Silva 2010, 

United Nations International Strategy for Disaster Reduction - UNISDR 2015). 
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Therefore, the institutionalisation of the environmental assessment tools results in a 

hazardous urban planning, which causes severe social and environmental 

vulnerability. Once the economic aspects dominate the urbanisation process, the 

deliberation of political actions tends to be unsatisfactory for the population welfare 

(Seller 2014). 

The basic concepts for the Environmental Impact Assessment (EIA) rely on auditing 

the local environmental vulnerability, to promote alternative actions and minimise the 

predicted problems. The City Master Plan of every municipality is a basic 

environmental management tool that determines the local land use and possible 

activities to be implemented in each urban zone. It should always be according to the 

higher hierarchical legislation (i.e. State and National levels). 

According to Arts et al. (2012), the effectiveness of the EIA implementation depends 

on the environmental considerations to be approached with the decision-makers. The 

level of goals might differ in case the interests of developing an area are not in the 

same level of the environmental vulnerability. The EIA contextual factors concern the 

expected results and the features of the process, decision-makers and entire context. 

When all the contextual factors are congregated, the governance mechanisms will 

also converge to the effectiveness of the EIA. 

2.3 Hydrological processes in urban basins 

Floodplains naturally dissipate the energy from runoff and distribute the water flow 

throughout the mild slope surfaces. They represent a favourable environment for 

plants, but also stimulate the urban development due to the mild slope conditions. As 

a result, the new land use and land cover (LULC) modifies the local hydrological 

budget, i.e. the amount of water from each hydrological cycle element (Munoz 2014). 

In hydrological studies, hydrographs are used to represent the variation of the stream 

discharge in watersheds upon the occurrence of rainfalls (Figure 2.2a). The rising 

limb indicates how long it takes to get to the peak discharge and the lag time, the 

interval between the centre of mass of the precipitation and the stormflow. On 

smoother surfaces like pavements, the storm runoff becomes faster, reducing the lag 
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time and making the rising limbs steeper and higher than on naturally vegetated 

areas (US Environmental Protection Agency - USEPA 2017) (Figure 2.2b). The 

combined facts make the watershed more susceptible to floods (Hill et al. 1998). 

 

Figure 2.2  (a) Components of the storm hydrograph. (b) Urbanisation effects on the 

storm hydrograph. Source: Adapted from USEPA (2017). 

Furthermore, the concept about rainfall loss is a key element for the hydrological 

modelling of urbanised basins. It indicates the rainfall rate that is not converted to 

runoff (Hill et al. 1998). In urban areas, some physical processes that cause rainfall 

loss are decreased due to the LULC changes and the increase of imperviousness, 

e.g. the infiltration and vegetation interception. The rainfall loss only appears after a 

certain time counted from the beginning of the runoff, and is caused by the 

vegetation interception, infiltration, depression storage and transmission. 

In sustainable developments, the infrastructure is developed according to the water 

cycle and resources available in the area, re-establishing the natural environments to 

improve the natural infiltration rates (Pimentel da Silva 2010). Some examples of 

worldwide approaches that integrate the urban land planning with the hydrological 

cycle are the water sensitive urban design (WSUD) used in Australia, low impact 

development (LID) in the United States and sustainable drainage system (SuDS) in 

the United Kingdom (Fletcher et al. 2015). The WSUD is defined as “the integration 
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of urban planning with the management, protection and conservation of the urban 

water cycle that ensures urban water management is sensitive to natural hydrological 

and ecological processes” (National Water Commission - NWC 2004). The main 

target is to minimize the impacts on the hydrological processes due to urbanisation, 

notably the stormwater (Fletcher et al. 2015). 

2.4  Hydrological modelling in urban basins 

2.4.1  Conceptual models 

The conceptual hydrologic models represent physical abstractions based on the 

implementation of mathematical and computational tools. A systematic approach of 

the hydrological possesses is carried out through the channel network that behaves 

like reservoirs. The spatial variability is not always represented in conceptual models 

and the rainfall/runoff is normally associated with the infiltration excess, known as the 

Hortonian process. However, in tropical areas, the Hortonian process is less 

observable than the Hewlettian process, where the runoff yield is due to the 

saturation excess overland flow (Descroix et al. 2007, Pimentel da Silva & Ewen 

2000).  

Beven and Kirkby (1979) introduced the concept of storage and contributing area of a 

basin, trying to minimise the dilemma of dealing with complex physically based 

models that requires an unfeasible amount of data. Although many conceptual 

models attempt to use the storage/contributing area theory, the input parameters are 

not directly related to the physical features of the basin (Pimentel da Silva & Ewen 

2000). It results in scaling problems that can be compensated by the calibration of 

the models using observed reference values that refer to the dominant processes 

(Wu et al. 2017). 

2.4.2 Discretisation of basins 

In hydrological modelling, both vertical and horizontal hydraulic balances have to be 

approached to achieve more detailed outcomes, as in a basin the processes are not 

uniform. The vertical hydraulic balance covers the precipitation, interception, 
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evapotranspiration, infiltration and moisture soil processes. They depend on the soil 

geological type and land use. Regarding the horizontal hydraulic balance, it refers to 

the surface runoff and depends on the drainage capacity of the area and on the 

topography (Collischon 2001). 

Models can be concentrated or distributed, according to the way that the basin is 

structured.  In distributed models, the basin is sub-divided or discretised into sub-

basins or cells. The structure is defined according to the data availability, areas of 

interest for the study and variation of physical variables. For instance, different urban 

zoning (where the LULC varies), the location of gauging stations (from which 

inlet/outlet discharges had been previously achieved) and elevation discrepancy (e.g. 

plains versus mountains) are some of the possible constraints. 

The discretisation of a basin plays an important role in the modelling process as it 

provides more detailed and realistic outcomes. Remote sensing techniques and 

geographic information systems (GIS) have been widely used for the discretisation of 

basins, by the visual interpretation of satellite imagery or aerial photograph or by the 

drainage extraction of digital elevation models (DEM) and digital surface models 

(DSM) (Bosquilia et al. 2016, Cruz et al. 2011). However, in low-lying regions where 

the flow is diffuse, the automatic process might impair the representation of the real 

topographic features (Fuller et al. 2006). In this situation, the semi-automatic 

approaches might enhance the final extraction results, through the participation of 

analysts in the correction of eventual misrepresentations. 

2.4.3 Modelling floods in ungauged basins 

Modelling ungauged basins demands a lot of efforts from hydrologists and urban 

planners, because data are generally scarce, requiring the implementation of 

alternative statistical approaches or regionalization techniques (Kim & Kaluarachchi 

2008). Floods have been simulated by several methods, among which: HEC-RAS 

(Song et al. 2014), MIKE FLOOD (Ballesteros et al. 2011), SWAT (Baltokoski et al. 

2010) and TUFLOW (Banks et al. 2014). The Hydrologic Engineering Center's 

(CEIWR-HEC) framework is widely used by modellers for the macro drainage 
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planning in urban areas, predominantly the Soil Conservation Service Curve Number 

(SCS-CN) method, as it requires a reduced amount of parameters (Jeon et al. 2014), 

becoming suitable for ungauged basins.  

For the flood evaluation, the HEC framework comprises the Hydrological Modelling 

System (HEC-HMS) and the River Analysis System (HEC-RAS) that models the 

hydraulics of water flow in rivers (1D) or floodplains (2D). Initially, the HEC-HMS 

model simulates the peak discharges of the sub-basin outlet. As the model is 

concentrated, more realistic outcomes are expected from detailed sub-basins derived 

from the basin discretisation process. Later on, the HEC-HMS hydrograph is the 

input parameter of the HEC-RAS 2D model, which simulates the inundation boundary 

of the basin. An enhanced quality is achieved for the results when the model is 

calibrated. The calibration process might be based on the observed inundation 

depths. Validation methods for different events also improve the accuracy of the 

model (Wu et al. 2017). 

2.4.4 Model parameterisation 

The specification of the hydrological input data depends on the selected model and 

method run the model. In the HEC-HMS model, the SCS-CN method is very 

appropriate to simulate LULC scenarios in prospective urban areas. The CN is a 

conceptual method variable that infers the potential maximum retention of the soil 

after the beginning of runoff (Jeon et al. 2014). The final CN values vary from 1 to 

100, from the least to the most impervious condition. Its determination is based on 

the combination of the LULC with the hydrological soil groups (HSG).  

Among the many applications of the remote sensing techniques and GIS is the 

derivation of the LULC scenarios in different spatial-temporal scales (Ilchenko & 

Lisogor 2016). In one of these approaches, satellite imagery is classified according to 

the designated LULC patterns. Regarding the HSG classification, even though it was 

originally designed for the American soil types, Sartori et al. (2005) proposed a 

methodology that considered the highly weathered conditions of Brazilian soils, 
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allocating them in the appropriate group. The soil conditions are related to their 

texture type, the presence of iron oxide, water table level and restrictive layers. 

When estimating the peak discharge, the meteorological data play an important role 

in the modelling process. The accuracy of the rainfall/runoff conversion is reliant on 

the spatial and temporal distribution of the precipitation data. Ungauged basins 

normally have lack of historical data or rain gauges located in sparse areas. 

Regarding the precipitation, it varies in three different ways: intensity, duration and 

frequency (IDF). The comprehensive analysis of the rain gauge historical data 

enables the development of IDF equations, through which the rainfall intensity can be 

achieved for different durations and return periods. However, these equations are not 

available for all rain gauges, and other statistical approaches have to be used for the 

hydrologic frequency analysis of rainfalls. The statistics for extreme values are very 

suitable for the evaluation of flood events (Yilmaz et al. 2017). Some of the 

probabilistic methods that refer to extreme values are the Gumbel distribution and 

other parent distribution functions (exponential, gamma distribution, Weibull, normal 

and lognormal) (Koutsoyiannis 2004). 

Regarding the sparse distribution of rain gauges, the use of GIS and statistical 

analysis represent a good solution for the interpolation of rainfall and acquisition of 

more representative data (Rozante et al. 2010). The interpolators might process data 

from different sources and formats (vector and raster). Vector data result from rain 

gauges whilst raster are achieved from geostationary satellites, such as the Tropical 

Rainfall Measuring Mission (TRMM). The main rainfall interpolation methods that are 

present in literature are the inverse distance weighted (IDW), kriging and spline 

(Chen & Liu 2012, Dubrule 1983). 

In the HEC-HMS model there are six main folders: basin (where the conversion of the 

rainfall/runoff is carried out through the hydrological elements of the model), 

meteorologic (that defines the meteorologic boundary conditions of the model), 

control specifications (that describes start and end time of the simulations), time-

series data (where the time-series of precipitation data is inserted in the model), 

paired data (functional data such as cross-section profiles, unit hydrographs and 
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storage-discharge data, depending on the available data that the modeller has for the 

study) and grid data (for the management of the model grid cells). 

The hydrologic elements are used to assemble the separate parts of the basin, 

among which are the sub-basin, reach (used to convey the streamflow of the sub-

basin) and junction (that combines the streamflow of the upstream area). Each 

element has specific parameters to describe the rainfall loss, rainfall/runoff 

conversion and routing flow, that are thoroughly described at the US Army Corps of 

Engineers - USACE (2016). 

In the SCS-CN method, the main components for the sub-basin, reach and junction 

elements are the area, CN, lag time, and the reference discharge (which is the 

minimum discharge observed in the stream when there is no rainfall). In the study of 

Boulomytis et al. (2016), the CN variables were achieved for the simulation of the 

HEC-HMS model at Boulomytis et al. (2017b). The simulations were carried out for 

the flooding event of the 17th of March 2013 in the Juqueriquere River Basin, 

northern coastline of São Paulo, Brazil, comparing the present with the future 

scenario, when LULC changes are expected to occur. The paired data displayed the 

cross-section profile for the reach elements and the time-series data referred to the 

precipitation hydrograph during the event. The basin model, containing the 

hydrological elements and some of the components of this study, is exemplified in 

Figure 2.3. 
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Figure 2.3  (a) Hydrological elements of a basin model. (b) Paired-data: the cross-

section of the Claro River reach (CLRiver2). (c) Time-series data: precipitation 

hydrograph of the Claro River sub-basin (CLR1). 

After deriving the outcomes of the hydrological modelling, the HEC-RAS may be 

applied to simulate the water level of rivers or inundation depths of floodplains. At 

first, it is very important to calibrate the Manning's roughness coefficient, which is one 

of the parameters for the hydraulic modelling. When only a few observed stage and 

discharges are available, the HEC-RAS 1D can still be used for the calibration of the 
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Manning's roughness coefficient. Many examples of this calibration are available in 

the literature (Boulomytis et al. 2017a, Song et al. 2014). These coefficients vary 

significantly, and even if they are already provided, the outcome of the flood 

simulation becomes more realistic after their calibration. 

Subsequently, the flood simulations in the different LULC scenarios are possible to 

be carried out in the HEC-RAS 2D model. The accuracy of this model depends 

fundamentally on the DEM or topographic elevation data, as it relies on the terrain 

raster map initially built in the RAS mapper. A 2D flow area is also drawn around the 

plains to be modelled, aiming to minimise data processing time and computational 

effort. The time-series peak flow of the sub-basin outlets (previously generated by the 

HEC-HMS model) are attributed to the inlet flow of the drawn floodplains. The flow 

conditions might be steady, unsteady (simulation of floods) or quasi-unsteady (for 

sediment analysis). For the floodplains of Boulomytis et al. (2017b), the HEC-HAS 2D 

application is illustrated in Figure 2.4. It shows the terrain map of the floodplains 

(derived from an elevation model), the drawn 2D flow area and the simulated 

inundation depth for the present LULC scenario (for the event of the 17th of March 

2013). 

 

Figure 2.4 HEC-RAS 2D: (a) Terrain model and 2D flow area. (b) Flood simulation. 
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2.5 Multicriteria evaluation methods 

Hydraulic models, such as the described HEC-RAS 2D, enable the simulation of 

different scenarios, but may provide incoherent results when the input data are not 

representative, or when calibration and validation procedures are not feasible. 

Alternative approaches like the multicriteria evaluation (MCE) techniques have been 

widely used by policy makers and urban planners. They were developed to improve 

the efficiency of the decision-making (DM) activity by aggregating a set of criteria for 

the evaluation of the best alternative (Zuffo et al. 2002, Yahaya et al. 2010).  

Many flood investigations using MCE techniques are found in literature, analysing 

what could not be treated by the traditional methods (Horita et al. 2015, Yahaya et al. 

2010). In some studies, a combination of the MCE techniques and hydraulic models 

is carried out for calibration purposes, improving the final quality of the outcomes 

(Yang et al. 2011). 

2.5.1 Historical development 

Last century, the MCE applied the multiple programming approaches to solving a 

problem from a goal-based DM (Zuffo et al. 2002). The American school aimed to 

find the best solution for the outcome of a DM process referred to as multicriteria 

decision-making (MCDM). For this reason, the concept was based on the 

optimization of the objective functions instead of the problem structural base 

(Korhonen et al. 1992). 

Meanwhile, the European school proposed a new concept, targeting a better-

committed solution for a new multicriteria method as an aid towards the DM, 

designated as multicriteria decision analysis (MCDA) (Zopounidis & Doumpos 2002). 

For that, the problem was not treated separately. Each observer developed, 

structured and evaluated the problem according to its own system of values. The 

objective and subjective elements could be aggregated, depending on their 

relationship. Thus, the decision could be modified along the process, when the 

decision-maker got more knowledge about the specific problem (Zuffo et al. 2002). 

Since then, several multicriteria methods have been developed and used, following 
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the structure recommended by different authors (Zopounidis & Doumpos 2002). 

These methods might be based on a single or multiple objective functions. For the 

multiple objective functions, Cohon & Marks (1975) proposed a classification 

according to the technique used to solve a problem (Table 2.1). 

Table 2.1. Classification of the multiple objective functions. 

Method Technique 

Weighted Product Model (WPM), 
Weighted Sum Model (WSM), and 

Multiple Objective Linear Programming 
(MOLP) 

Generation of a set of non-dominated solutions,  
without any personal preferences. A set of non-
dominated solutions is generated for the vector 
of objective functions, where only the physical 
constraints of the problem are considered. 

Elimination and Choice Translating 
Reality (ELECTRE), Preference Ranking 

Organization Method of Enrichment 
Evaluation (PROMETHEE), and Analytical 

Hierarchy Process (AHP) 

Prior articulation of preferences. The opinion of 
the decision maker is requested before the DM, 
regarding possible changes in the objective 
values. 

Step-Method and Compromise 
Programming (CP) 

Progressive articulation of preferences in order to 
resolve conflicts among the decision makers or 
conflicting objectives. Once a solution is 
reached, the decision maker is asked if the 
desired level to set goals was reached. If not, the 
problem can be modified until it is the best 
solution for the problem. 

 

The assortment of procedures and structural techniques should be an aid to the 

decision-maker. Independent on the school trend, the efficient DM depends on the 

appropriate statement of the decision problem and reliable definition of techniques for 

the construction of criteria (Zopounidis & Doumpos 2002). 

2.5.2 Framework 

According to Yang et al (2011), the general MCDA framework is divided into the 

following components: scenario definition, problem structuring, criteria attribution, 

criteria weight, decision-making, GIS-based criteria, likelihood maps, validation, 

sensitivity analysis and scenario appraisal (Figure 2.5). In the perspective of flood 

evaluation, both the non-urbanised and urbanised scenarios should be evaluated, 
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according to the predicted LULC changes. The scenarios must be related to the 

problem structure. So, the analysis of flood susceptibility is carried out in the 

respective scenario. 

 

Figure 2.5 General procedures for the MCDA techniques. 

The attribution of criteria can be based on a survey or prior knowledge of the problem 

thereof. The Delphi method is an expert-based survey that has been used by policy 

planners for sustainable development approaches (Garcia-Melon et al. 2012). The 

main advantage of the method is that the survey is anonymous and there is no 

respondent bias, i.e. one decision maker does not influence the others. The 

disadvantage is that the score difference between two criteria is reduced after the 

statistical treatment of the data, which excludes all outliers. 
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One of the MCDA techniques is the AHP (Saaty 1977), mostly applied for the 

simplification of complex problems. It is based on the pairwise comparison of the 

criteria matrix that is further in a hierarchical multilevel structure (Shin et al. 2013). 

The consistency analysis is the major advantage of the AHP technique. All the 

criteria are scored according to their level of importance that is indicated by a 

judgement scale. The linear scale (Saaty 1977) is the most widespread. However, 

others have been also studied lately, each one with the respective mathematical 

description (Ishizaka & Labib 2011), among which are: Power, Root Square, 

Geometric, Inverse linear, Asymptotical, Balanced and Logarithmic. The selection of 

the appropriate judgement scale is pertinent because it interferes in the final criteria 

score (Ishizaka & Labib 2011). 

The implementation of the criteria in the GIS environment is related the spatial 

parameterisation of the MCDA model. The association of the criteria in a GIS-basis 

results in a likelihood map, where the relevance of each criterion is materialised. 

These maps cannot always be validated, because of the lack of reference variables, 

which is common in ungauged basins. Nonetheless, a validated model provides more 

trustworthy outcomes, and gain more importance to be treated by policymakers.  

Regarding the sensitivity analysis (SA), it is a means of identifying the effects of 

changes in the input criteria (Yang et al. 2011). The SA can be implemented in the 

criteria ranking phase or criteria values, before the final scenario appraisal. In this 

stage, the urban planners can evaluate the different scenarios and achieve the best 

solution for their initial problem. When the defined problem is to determine the most 

susceptible areas to flood, the final recommendations will be to decrease the criteria 

values that mostly affect the likelihood of floods. In case the criteria values are not 

possible to be varied (i.e. when they are natural or physical characteristics of the 

basin), other solutions might be proposed, based on the achieved results and the 

enhanced perception of the local vulnerability, which might even include the design of 

sustainable LULC changes. 
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2.6 Conclusion 

Even though some areas are naturally vulnerable to hazards, they are still favourable 

to be urbanised. When the interest of developing the environmental assessment tools 

is institutionalised, the social and environmental consolidated risk is disregarded, 

making the tools inefficient for urban planning. 

The hydrological processes alter significantly from the forested to the urbanised (and 

impervious) areas. Conversely, the magnitude of the effects can only be predicted 

based on the accurate modelling of the basin, which depends on the availability of 

representative input data. In ungauged basins, it is very challenging to apply the 

traditional hydrological techniques. The SCS-CN method used in the HEC framework 

seems to be suitable for the simulation of LULC changes in prospective urban 

developments, due to the limited parameters necessary to run the models. However, 

the CN is not a physical parameter through which the infiltration rate might be 

inferred. Thus, the calibration and validation become fundamental procedures for the 

accuracy of the rainfall/runoff conversion. 

To conclude with, alternative approaches like the MCE techniques show that it is 

possible to assess the risk in a feasible manner, even when limited data are 

available. Therefore, the prediction of hydrological impacts has to precede the design 

of LULC changes, aiming the development of a sustainable urbanisation process. 
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CHAPTER 3 

METHODOLOGY 

After  explaining the significance and nature of the research in the first two chapters, 

the methodology is explored in six segments (Chapters 4 to 9), and thoroughly 

approached in eight papers. The methodological procedures of the research are 

shown in Figure 3.1. 

  

Figure 3.1 Methodological procedures of the research. 

Firstly, the "Evaluation of the environmental assessment tools" procedure is carried 

out in Chapter 4, through the paper "How effective are the environmental-planning 

tools towards the urbanization process of Juqueriquerê river basin in Caraguatatuba, 

SP?", which was published at "Revista Brasileira de Gestao e Desenvolvimento 

Regional", 11(3), 31-55, 2015. The major techniques of this paper concerned: 
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 The general analysis of the EIA effectiveness. 

 The characterisation of the urban expansion in the study area. 

 The evaluation of the governance and contextual factors that rule the 

environmental assessment tools for the urbanisation of the study area. 

The City Master Plan of Caraguatatuba is one of the environmental assessment tools 

analysed in Chapter 4. It was approached in the entire research, being the reference 

for the prospective urban expansion of the study. However, the Environmental-

Economical Zoning of the State of São Paulo is also discussed in Chapter 5, 

following the discretisation of the basin, for a brief evaluation of the proposed LULC 

scenarios in the context of flood susceptibility. 

The next methodological procedure is described in Chapter 5 regarding the 

"Discretisation of the Juqueriquere River basin". It was explored  by the paper 

"Watershed spatial discretization for the analysis of land use change in coastal 

regions" that was published at "Boletim de Ciencias Geodesicas", 23(1), 101-114, 

2017. The most significant procedures of this paper were: 

 The data collection, which involved the digital elevation (DEM) and surface 

models (DSM), the drainage network and the gauging station locations 

(considered the control sections of some sub-basin boundaries). 

 The GIS data processing and the automatic drainage extraction. 

 The comparison between the LULC proposed by the City Master Plan of 

Caraguatatuba and by the Environmental-Economical Zoning of the State 

of São Paulo. 

The "Multicriteria selection and weight attribution" are detailed in Chapter 6 through 

the paper "Multicriteria selection and weight attribution for the evaluation of flood 

susceptibility: a combined Delphi-AHP approach" (submitted and under review). This 

topic is the foundation of the next methodological segments of the research, and 

comprises: 

 The Delphi-based survey, responsible for the criteria selection and weight 

attribution. 
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 The implementation of the AHP used for the criteria pairwise comparison. 

 The selection of the most suitable judgement scale, adapted to the AHP 

extended approach of Zuffo (2011). 

 The consistency analysis, based on the proposal of Saaty (1977) and the 

sensitivity analysis of the AHP allocation of scores. 

The "Parameterisation of the models" is explored in the three articles that compose 

Chapter 7. The first paper of this procedure is titled "Analysis of the urbanisation 

effects on the increase of flood susceptibility in coastal areas". It was published at the 

"Theoretical and Empirical Researches in Urban Management Journal", 11(4), 30-45, 

2016, and regarded the derivation of the CN variable. This procedure was essential 

for the simulation of the present and future LULC in Chapters 8 and 9. The methods 

approached in this article were: 

 The determination of the Hydrologic Soil Group (HSG) of the study area 

based on Sartori et al. (2009). 

 The calculation of the CN variable in the present and future scenarios. 

 The evaluation of the sub-basins with major LULC changes in the context 

of flood susceptibility. 

The second article of the parameterisation step, regarded the acquisition of 

Manning's roughness coefficients. The paper is titled "Estimation and calibration of 

Manning’s roughness coefficients for ungauged watersheds on coastal floodplains", 

and was published at the "International Journal of River Basin Management", v. 15, 

n.2, p.199-206, in 2017. The core approaches of this paper were: 

 The estimation of Manning's roughness coefficients based on 

observational data, following the methodology proposed by Cowan (1956). 

 The derivation of state-discharge rating curves of the gauging stations 

located in the floodplains (Areeito, Camburu, and Claro). 

 The calibration of the Manning's roughness coefficients based on the 

observed water levels in field campaigns at HEC-RAS 1D model. 
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The third and last paper of the parameterisation segment is about the interpolation of 

rainfall data. It was published in the Proceedings of the 22nd International Congress 

on Modelling and Simulation (MODSIM2017), held from the 3rd to the 8th of 

December 2017, in Hobart, Tasmania, Australia. The paper "Interpolation methods 

for the calibration of rainfall-runoff models in ungauged basins" consisted in selecting 

the most accurate method for the rainfall interpolation of the available samples, by 

the use of spatial analysis tools in  GIS-basis. 

The methodological procedure of Chapter 8 is about the hydrological modelling of the 

present and future scenarios in the HEC-HMS model. In respect of the flood event of 

17-18 March 2013, the peak discharges of each sub-basin were simulated for both 

scenarios. Then, the effectiveness of the SCS-CN method was analysed, regarding 

the application of the method in regions featured by saturated soil conditions. The 

paper titled "The effectiveness of the CN method in areas with saturated soil 

conditions" was published in the Proceedings of the 22nd International Congress on 

Modelling and Simulation (MODSIM2017), held from the 3rd to the 8th of December 

2017, in Hobart, Tasmania, Australia. 

The last segment of the methodology is presented in Chapter 9 and consists in the 

implementation of the GIS-based MCDA. The content was explored by the paper 

"GIS-based MCDA approach for the evaluation of flood susceptibility in coastal semi-

urban areas" (under review, in publishing process). The previous methodological 

approaches were integrated in this paper, in the following procedures. 

 The implementation of the criteria in the GIS: elevation, drainage density, 

rainfall, CN and slope. 

 The simulation of the different scenarios to evaluate the effect of the 

criteria on the likelihood of flood susceptibility: present and regular (PRR), 

future and regular (FRR), present and flood event (17-18 March 2013) 

(PFR), present and flood event (17-18 March 2013) (FFR), present and 

maximum rainfall (PXR), future and maximum rainfall (FXR), future and 

increased elevation (FRE), future, maximum rainfall and increased 

elevation (FXE). 
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 The calculation of the Index of flood susceptibility for the comparison 

among the simulated scenarios. 

 The implementation o the HEC-RAS 2D model, validated by the use of 

observed inundation depths of the flood event (17-18 March 2013). 

 The evaluation of the MCDA model accuracy, by the comparison of the 

inundation boundary of the PFR scenario with of the HEC-RAS 2D model. 

It is important to notice that, before the implementation of the rainfall in the GIS-

based MCDA, there was a parallel analysis of the correlation between the annual and 

daily rainfalls. The inundation boundary of the MCDA simulated map (from the PFR  

scenario) was derived by the maximum daily rainfall of the flood event of 17-18 

March 2013. However, the other scenarios (except the FFR) used the maximum 

annual rainfall. This fact justified the significance of developing the research paper 

"Derivation of design rainfall and disaggregation process of areas with limited data 

and extreme climatic variability". It explored the gamma-function distribution for the 

frequency analysis of extreme events.  This paper was accepted for publication at the 

International Journal of Environmental Research (2018), and is presented in topic 

9.2, as a supplementary material of Chapter 9. 
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CHAPTER 4 

EVALUATION OF THE ENVIRONMENTAL ASSESSMENT TOOLS 

The purpose of this methodological procedure was to show the importance of using 

the environmental assessment tools for the development of an urban area. 

Substantial concepts are discussed about the effectiveness of these tools for the 

sustainable development of environmental vulnerable regions, such as the 

Juqueriquerê river basin, taking into consideration the population growth and 

infrastructure adaptation. There is also a secondary perspective about the use of 

remote sensing techniques in several aspects of urban planning. An introductory 

approach of it is developed in the research paper to evidentiate the occupation 

tendency in the Juqueriquerê river basin. 

Finally, there is a scrutiny of the zoning areas proposed by the City Master Plan of 

Caraguatatuba and by the Ecological-Economic Zoning of the State of São Paulo. 

The LULC changes proposed by the City Master Plan of Caraguatatuba are used for 

the simulation of future scenarios in the following chapters. 

The paper titled "How effective are the environmental-planning tools towards the 

urbanization process of Juqueriquerê river basin in Caraguatatuba, SP?" investigates 

all the methodological procedures of this chapter. It was published at "Revista 

Brasileira de Gestao e Desenvolvimento Regional", 11(3), 31-55 in 2015. The final 

published version is downloadable from 

<http://www.rbgdr.net/revista/index.php/rbgdr/article/view/1964>. 
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HOW EFFECTIVE ARE THE ENVIRONMENTAL-PLANNING TOOLS 

TOWARDS THE URBANISATION PROCESS OF JUQUERIQUERÊ 

RIVER BASIN IN CARAGUATATUBA, SP? 
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ABSTRACT 

In the beginning of this study, it was possible to comprehend the urban expansion of 

Juqueriquerê River Basin in Caraguatatuba, Northern Coastline of São Paulo State, 

Brazil, in 1986-2010. Remote sensing techniques were used to obtain information 

about the urbanisation process in a multi-temporal analysis. In this period, mainly in 

this area, the urban development scenario completely changed because of the 

governmental project called Pre-Salt, which provided massive investments into gas 

exploration. This basin was previously vulnerable to irregular housing and flooding. 

However, some technical components, such as local outcomes of the environmental 

licensing process at the state or national level, were not considered. Thus, the 

political and normative components were not in the scope of public hearings. 
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The purpose of this study was to verify the urbanisation process, which occurred in 

the expansion area, and determine whether this technical component should have 

been considered during the licensing process of the megaprojects for the 

effectiveness of environmental-planning tools. 

Keywords: Land use; Urban expansion; Environmental licensing; Technical and 

political components; Decision arena actors. 

4.1 Introduction 

According to the United Nations Population Fund - UNFPA (2010), 50% of the world 

population lives in urban areas: the total is 75% in the most developed regions and 

45% in less developed regions. In Brazil, the urban population was approximately 

35% in 1950 and 84% in 2010 (Brazilian Institute of Geography and Statistics - IBGE 

2011). Deak (1999) affirms that in this period, Brazil changed from an agricultural 

country to a virtually urbanised country, and its urban population has increased six-

fold. A fast population growth constitutes a major problem for urban sprawl 

management. 

The end of the 20th century was remarkable for the acceleration of the urbanisation 

process in Brazil, particularly in the State of São Paulo. The consequences of this 

process include the development of metropolitan regions; the verticalization and 

growth of the previously urbanised areas; and the urban expansion of the peripheral 

areas. 

Power et al. (2008) states that in urbanised areas, significant changes occur in the 

local natural resources regarding their ecosystem stability and in the indirectly 

affected areas. The urbanization process is responsible for the modification of rural 

areas because of the population growth and infrastructural requirements (Palen 

1975). The low-income groups (exemplified by the auto construction and occupation 

of irregular lots) may have different spatial dispersion from the medium and high-

income groups (exemplified by the construction of condos in larger areas). 

Environmental vulnerability awareness is one of the main decision-making tools for 

developing sustainable planning (Rossine et al. 2002). However, in developing 
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countries, the institutionalization of environmental tools has not promoted urban 

planning and disregards risky urbanism (Silva & Travassos 2008), which is 

characterised by irregular housing, floods, debris flow, water pollution, river silting, 

illegal sewage flow and hydro transmission diseases (Alaves 2006, Pereira & Silva 

2011), which indicates a social and environmental vulnerability (Torres et al. 2007). 

When the urbanisation process is not truly organized by the State, because of 

economic interests, there is no concretization of what has been planned (Ferreira 

2010), which may cause a social marginalization because the population 

requirements may not be considered a priority. Thus, it will not be possible to 

generate feasible conditions to deliberate and construct collective political actions for 

the welfare of the population (Seller 2014). 

Salinas Chaves (1998) states that to have social adaptation, we depend on the 

adequacy of the decision-making process towards social equality, population growth 

balance and available natural resources. This decision-making process should be 

based on the agreement among stakeholders about the role of environmental 

licensing to avoid confusion about the expectation regarding the management tool 

(Feital et al. 2014). Decisions should be supported by technical elements because 

political and normative questions may not be answered using environmental-

management tools (Ballesteros & Brondízio 2013). 

The characterization of different urban scenarios and the ecosystem vulnerability are 

technical elements that may be unavailable or uncertain for the decision-making 

process. In these situations, mathematical and computational methods have been 

widely applied, where hypotheses are made, and the predictions are simulated under 

different circumstances (Boulomytis 2011). 
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4.2 Urban modelling 

In general, urban modelling includes new methods of expansion, such as the urban 

sprawl, but presents problems concerning the unawareness of physical and social-

economic features, which may contribute to certain urban patterns and dynamics. 

For Peng et. al (2007), a reliable source of this information is the remote sensing 

data, which allow for the continuous feedback and validation of urban models. 

Remote sensing techniques and GIS platforms have been very useful in urban area 

mapping, urban expansion and land use modelling. These techniques provide a 

flexible environment to store, process and analyze digital data from different sources; 

thus, updated spatial data may be obtained and detailed with high temporal 

frequency in addition to historical series. These data introduce a spatial and temporal 

vision of the urban growth and allow the provision of information about this 

environment, such as land use and infra-structure. The GIS environment may provide 

an effective platform to integrate different data models from several sources, such as 

census data to evaluate the urban environment quality level (Gavlak & Prado 2013, 

Li & Weng 2007). 

Sparovek & Costa (2006) studied the interference of urban evolution on the quantity, 

quality and distribution of vegetation cover by analyzing the occupation dynamics and 

evolution of the urban sprawl in Piracicaba. The study was conducted using aerial 

photographs and GIS in five different dates during 1940-2000. In the vegetation 

survey, they verified that major portions of vegetation cover were found in the 

surroundings of the urban area and highlighted the necessity of knowing and 

planning peri-urban areas before these areas are modified by urban structures. 

In a study of Quevedo Neto & Lombardo (2006), the authors emphasize that the 

dynamics of the urban-rural transition area occurs regarding the pressure suffered by 

the urban environment, which stimulates the real estate speculation. This pressure 

results in the modification of the environment, which is then characterised by a 

different land use mosaic. Thus, conflicts, which should be notably well-known, 

emerge for the constitution of a data base, which may allow urban planning and the 

application of public policies. 
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With the advance of new sensor development, there was an improvement of the 

spatial, radiometric, spectral and temporal resolution data. For instance, World View 

3 imagery has a 30-cm spatial resolution and 17 multispectral bands. Thus, new 

possibilities for the use of orbital images began to be applied in urban studies. 

Thoroughly, new methods must be obtained to improve the data processing (Maktav 

et al. 2005), such as the automatization in the process of data interpretation, so that 

a large amount of information may be systematically and objectively produced. 

The traditional systems of automatic classification are based on the spectral 

information of the considered pixel in a single level of information. Similar to the 

object-based systems of classification, the intelligent systems of classification allow 

the consideration of other attributes in addition to the spectral ones to describe the 

classes such as context, shape and texture. Therefore, this type of approach 

becomes similar to a human cognitive system in a visual interpretation classification. 

The advantage is to standardize the elements to be considered, reduce the 

subjectivity and increase the process speed, in addition to providing the possibility of 

reproducing the technique in other areas using different interpreters (Lang & 

Blaschke 2003). 

Several studies show the provision of better results in image classifications of urban 

studies by comparing the object-based approach with the traditional pixel-based 

methods (Alves, Florenzano & Pereira 2010, Antunes & Cortese 2007, Yan et al. 

2006). 

4.3  Environmental Assessment Tools 

The basic requirements for the Environmental Impact Assessment (EIA) were 

regulated in Brazil in 1986 through Resolution 001 of the National Environment 

Council. The Environmental License system was introduced by Resolution 006 in 

1986 and updated by Resolution 237 in 1997. Based on the effect of an enterprise, 

an EIA is required to inspect the local environmental vulnerability and the technical 

alternatives to minimize these effects.  
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In 2004, the Government of São Paulo regulated the first environmental zoning in a 

regional scale, which is called Ecological-Economic Zoning (EEZ). It is a helpful tool 

for the environmental license process because it establishes a specific land use for 

each area according to its natural resources.  

The City Master Plan is a basic tool for municipal land use policy, which details the 

land use and possible activities to be developed in each zone. It must be according 

to the EEZ in the legal environmental process of the municipal and state hierarchy. 

Although municipalities can be effective units to implement these environmental 

management tools, within a limited scale to comprehend the environmental issues 

(Brand & Thomas 2005), the Strategic Environmental Assessment (SEA) can offer a 

priority scope in the decision-making process to achieve a sustainable development. 

The SEA may contribute in the land use management and distinction of integration 

features considering the environmental quality increase. The development proposal 

analysis in other scales is not limited by the specific project level (Boulomytis & 

Fabbro Neto 2011). The concept of the SEA is defined as: 

[…] a result of the recognition that project-level Environmental 

Assessment (EA) processes typically occurred too late in project life 

cycles to be fully effective. In particular, there was an 

acknowledgement that individual projects were often initiated as 

components of larger policies and plans (Mulvihill, Winfield & 

Etcheverry 2013). 

The EIA effectiveness is based on the level of the goals to be achieved (Arts et al. 

2012), which includes the incorporation of environmental considerations in the 

decision-making process and the development of environmental awareness among 

arena actors (Arts et al. 2012, Feital et al. 2014, Therivel & Minas 2002). Arts et al. 

(2012) established a conceptual model, where effectiveness is connected with the 

existing governance mechanisms and contextual elements (Figure 4.1). 
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Figure 4.1 Relationship between governance mechanisms, contextual elements and 

EIA effectiveness. Source: Arts et al. (2012). 

In 2010, the government of São Paulo published the Strategic Environmental 

Assessment of Portuary, Industrial, Naval and Offshore dimension (SEA PINO), 

where the petrol exploration pressures were considered over the cities affected by 

Pre-Salt. The UTGCA (Monteiro Lobato Gas Treatment Unit of Caraguatatuba) EIA 

was analyzed, and the environmental license process approved the deep petrol 

reserve dig in 2011. Some of its elements predicted the land use by comparing the 

SEA and EIA with the City Master Plan (Boulomytis & Fabbro Neto 2011). Feital et al. 

(2014) stated that the decision-making process of the São Sebastião Port expansion 

was formed based on different action situation levels (Figure 4.2). 
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Figure 4.2 Different action situation levels of the decision-making process about the 

São Sebastião Port expansion. Source: Feital et al. (2012). 

In the study of Feital et al. (2012), an Institutional Analysis and Development (IAD) 

framework was produced per action situation level that composed the decision arena 

studied. Then, it was possible to analyze the local situation, essential components 

and relationship among the levels. 

4.4  Expansion area characterization 

On the northern coastline of São Paulo, several megaprojects have been recently 

established for petrol exploration and logistic infrastructure, including the expansion 

of São Sebastião Port and Tamoios driveway complex. Among these projects, the 

plant of UTGCA, for gas exploration, was installed in the plains of Juqueriquerê River 

Basin in Caraguatatuba, SP (Figure 4.3). 
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Figure 4.3 Location of the study area and some megaprojects of the Northern 

Coastline of São Paulo. Source: Adapted from Teixeira et al. (2012). 

Juqueriquerê River Basin is the major river basin in the Northern Coastline of São 

Paulo State, Brazil, with 419.80 sq-km. It is divided into two municipalities: 341.60 sq-

km in Caraguatatuba and 78.20 sq-km in São Sebastião. Its waterway is a 4-km-long 

estuarine channel and is mostly used by small piers and docks. This basin is 

responsible for the major water discharge in the Northern Coastline of São Paulo 

State. It presents a significant potential for water contamination and environmental 

degradation because of the population growth, sewage collection efficiency, 

presence of marines in vulnerable areas, lack of normalisation for the use of fluvial 

transportation and constructions in preservation areas. 

According to Okida & Veneziani (1998), the fluvial and land use dynamics in the 

Juqueriquerê River Basin have been extensively modified. The result is the flood 

occurrence because of the shallow water table level, impervious surfaces, and river-
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bottom silting. Thus, the fragility of the area is translated to a range of diverse issues: 

insufficient riparian forests along the watercourses, runoff increase because of 

rectified river courses and irregular housing along the watercourses and in the 

floodplains. The region is also characterised by the tourism potentiality and real 

estate speculation (Marandola Jr. et al. 2013, Gigliotti & Santos 2013). 

4.5 Urban expansion classification 

In this article, urban modelling was provided by the urban expansion classification as 

an additional technical element to analyze the environmental impact and 

development of Juqueriquerê River Basin. Environmental assessment tools were 

used to analyze their correlation with the technical elements towards a sustainable 

development in the urbanisation process. 

For the urban classification, the following satellite images were used in the study: 

TM-Landsat, orbit/point 218/76, bands 3, 4 and 5, acquired on September 16th, 1986 

and May 15th, 2005; orthorectified GEOEYE, acquired on April 30th, 2010. The 

applied softwares were Definiens v.7 and SPRING v.5.1.7. The 1986 image 

classification was initially done, so only its increments were considered at the 

following classifications to minimize the data-processing time.  

The thematic maps were elaborated from the classification of TM-Landsat images 

using the Definiens software with the Object-Based Image Analysis (OBIA). This 

method was based on two steps: segmentation and classification. In the first step, 

objects were created in different scales according to the shape, color and 

homogeneity, all of which were connected. In the second step, the objects became 

related by the definition of a class hierarchy (attribute heritage that describes a class) 

and semantic information (logical relationship structure among the classes).  

Segmentation is a fundamental step in this process, which is responsible for 

generating homogeneous segments that represent the inherent dimensions of the 

objects in the images (Blaschke & Hay 2002). In the Definiens software, 

segmentation is performed in two levels for a region-growing algorithm (multi-

resolution segmentation), which is determined by a limier of similarity (the Weighted 
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Average between color and shape) and a scale factor. The color parameter indicates 

the weight given to the spectral characteristics in detriment of the shape parameter. 

Then, the segments are subdivided into compactness/smoothness, with 

complementary concepts between each other, where a high value of compactness 

conducts to smaller and compact segments. These segments are opposite from the 

segments with more dendritic boundaries and boundaries of non-fringed edges, 

when the high value corresponds to their smoothness. The scale factor controls the 

maximum heterogeneity that is inherent to an object, which is determined by an 

interpreter; thus, a larger scale factor corresponds to larger generated segments 

(Kressler & Steinnocher 2006). In this study, the parameters were: scale (10), shape 

(0.1) and compactness (0.5), which were empirically defined based on the knowledge 

of the interpreter regarding the specific targets and images. 

From the definition of classes, the class hierarchy was elaborated and used in all 

different dates (Figure 4). In the first level of the 1986 image segmentation, the 

vegetation and non-vegetation areas  the Normalised Difference Vegetation Index 

(NDVI) as a classification attribute. In the second level of segmentation, different 

classes were classified, where texture attributes were used to separate the urbanised 

areas from the bare-soil ones, and spectral attributes (average between bands 3 and 

5) were used to separate the water and shadow classes. For the cloud separation of 

other classes, spectral attributes were used, which included negative values of NDVI 

and maximum value of brightness. 

 

Figure 4.4 Class hierarchy used in the image classification process. 

In the classification process, the highest level of pertinence of an object regarding a 

class is used by the fuzzy logic (Chubey, Franklin & Wulder 2006). In Definiens v.7, 
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the fuzzy pertinence functions are elaborated by the selected attribute histograms. 

An object of a certain class can be qualified based on the level of pertinence, which 

is provided by imprecise limits. In addition to the spectral and texture attributes, 

relational attributes were used to consider identical classes on different dates, which 

include the object attributes, relationship among the classes, global relationship and 

logic operators (which may occur at an the same identical class hierarchy level, 

higher or lower ones). The group of attributes that describe each class is called the 

descriptor. To elaborate the descriptors, samples were collected. 

The 2000 Landsat images were classified based on the obtained classification of the 

1986 image for the urbanised area, where the increase in urbanisation only occurred 

in that period. The same procedure was adopted for the 2005 image classification 

using the results of the 2000 image. To classify the 2010 high-resolution image, the 

same procedure was applied. OBIA techniques were notably useful for the 

classification of high-resolution imagery. 

The image classification was validated by collecting  random and stratified groups of 

samples based on the visual interpretation of the images, the interpreter’s knowledge 

of the area, and the pre-existing topographic maps and charts. 

4.6 Governance mechanisms and contextual factors 

This study analyzed the governance mechanisms and contextual factors based on 

the methodology proposed by Arts et al. (2012) and the analysis of technical 

elements, which was verified using urban modelling and the results of Boulomytis & 

Fabbro Neto (2011), Teixeira et al. (2012) and Feital et al. (2014). 

Boulomytis and Fabbro Neto (2011) examined the relationship among the 

environmental-planning tools (EIA, SEA/PINO, City Master Plan and the EEZ) for the 

megaprojects in the scope of Juqueriquerê River Basin. Initially, the SEA PINO social 

and economic effects were compared to the land use prediction of the EIA. Then, the 

analyzed topics were combined with different guidelines in the City Master Plan and 

EEZ. 
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Teixeira et al. (2012) approached the megaprojects in their total range. This work 

studied the relationship between the co-located facility megaprojects and the social 

and environmental changes in the region with high ecological significance and major 

social problems. The methodology was based on the analysis of 13 environmental 

impact studies of development projects in the Northern Coastline of São Paulo. 

Three impact-assessing methods were used as a comprehensive approach. In total, 

7 environmental, social and economic indicators were analyzed to identify and 

assess the cumulative effects of the projects. 

Feital et al. (2014) studied the environmental-planning tools in the scale of São 

Sebastião Port Expansion, which is in the indirectly affected area of Juqueriquerê 

River Basin. They showed different action levels related to the decision arena about 

São Sebastião Port extension, the main components of each level, and the feedback 

relations among them. The study was conducted using the IAD framework, which 

identified the network of action-situations (at national, regional and local scales), their 

components and connections. 

4.7 Results and discussion 

In the object-based classification, it was possible to verify that there was confusion 

among the classes that represented some urbanised and bare-soil areas, mainly in 

the mountainous region (commission errors). The commission errors of urban 

classes occurred in bare-soil areas because of the transition use of new lots and 

industrial areas under implantation. The classification results of their Kappa Index 

were reasonable for the 1986 image (k=0.78) and excellent for the 2000 (k=0.81) and 

2005 (k=0.84) images (Congalton & Green 1998). Thematic maps were obtained 

from the classification of the 1986, 2000, 2005 and 2010 images (Figure 4.5). 
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Figure 4.5 Thematic maps: (a) floodplains; (b) classification (%) in 1986, 2000, 2005 

and 2010; (c) classification of the Juqueriquere river basin - upstream area. 
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Urban expansion was observed in the decrease of the increase rate in the urban 

areas of all studied periods: 48% (1986 to 2000), 8.25% (2000 to 2005) and 10.80% 

(2005 to 2010). The relative growth rate of each period was 3.42% (1986 to 2000), 

1.65% (2000 to 2005) and 2.16% (2005 to 2010), which shows that urban expansion 

mostly occurs in the first and last periods. There was a dispersion of urban areas with 

isolated agglomerations in 2010 over the grasslands and crops. A successive 

increase in urban area occurred down Juqueriquerê River from 1986 to 2010. In the 

last period, small portions of remaining vegetation were drastically reduced and 

replaced by urbanised areas. In this period, megaprojects started being developed in 

the area, which confirms the population growth and increasing necessity of 

infrastructure adaptation. 

The multi-temporal analysis of land use in this study using urban modelling and 

geoprocessing techniques proves the social and economic effects in the expansion 

area. However, the EIA did not follow the SEA PINO guidelines and only detected the 

positive effects for social and economic issues. The impact assessment classified the 

effects on the biota and physical environment as local effects and the effects on the 

social and economic environment as regional effects (Boulomytis & Fabbro Neto 

2011).   

The City Master Plan of Caraguatatuba has been molded to implement UTGCA and 

did not follow the land use guidelines proposed by the EZZ. Indeed, the City Master 

Plan considers the Juqueriquerê River basin appropriate for urban expansion, which 

supports the SEA PINO and EIS perspectives for multiple land uses, mostly industrial 

and logistic. The municipal zone proposal diverges from the EEZ, which considers 

the Juqueriquerê River basin appropriate for agricultural uses. However, it is implied 

that in case the EEZ is changed, the City Master Plan, which has been approved by 

the local municipality, can expand the Juqueriquerê River basin according to its 

mechanisms and determinations at the local level of the decision arena. No technical 

issue concerning the infrastructure improvement for population growth in the area or 

local environmental fragility and vulnerability to flooding has been questioned. 

All Urban Expansion, Logistic and Vertical Housing Zones, which were established 

by the City Master Plan, are located in the surrounding area of the Juqueriquerê 
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River Basin, which indicates the meticulous requirement for the urban expansion 

historical data because the conflicts in land use and macro drainage may increase 

with population growth and ecosystem changes. 

According to Article 14 of the EEZ, the Juqueriquerê River basin in Caraguatatuba 

was classified as Terrestrial Zone 3 (TZ3). This zone considers the areas with 

agricultural uses and rural settlements, where less than 50% of the primary 

ecosystems is modified, less than 30% of the area is slopes, and the area is covered 

with secondary vegetation in the initial or medium stage of regeneration and soils 

with agricultural suitability. Article 15 says that the management of TZ3 must maintain 

multiple rural uses with low practices for soil, surface and underground water 

conservation, increase the agriculture productivity, and avoid new deforestation.  

Particularly in the downstream area of Claro River, Juqueriquerê River basin plains 

the largest concentration of farms and represent the most significant agricultural 

territorial expression of the Northern Coastline of São Paulo (Caraguatatuba 2012). 

The urban modelling analysis and Teixeira et al. (2012), it was possible to verify  that 

the effects of petrol exploration on the regional patterns of land use are directly 

related to the UTGCA installation because it was installed in a predominantly 

agricultural use area. Although it is the area with the most appropriate physical 

features for urbanisation in the northern coastline of São Paulo, after the installation 

of this unit, the City Master Plan indicated industrial and logistic activities regarding 

the petrol exploration and São Sebastião Port expansion for future use of this area. 

In addition, the new industrial zone is on the border of Serra do Mar State Park, 

which indicates a complex and problematic controversy between industrial 

development and the bioma and biota conservation. Nevertheless, although this 

effect is the main result of petrol exploration in the regional physical change, the 

UTGCA EIA characterised it as a restricted local effect to the grazing area of 

Serramar Farm, where the plant was constructed, and considered the impact to be of 

medium importance and magnitude (Teixeira et al. 2012). 

According to  Feital et al. (2014), the effects of the local action situation were divided 

into direct (technical) and indirect (political) components. The direct component is 
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related to the project, its effects and mitigation, whereas the indirect component is 

related to the structure of the decision process, public hearings, and public 

participation in this process. 

 Although the technical-issue discussions represent an “action” to define the effects 

of the “situation”, which is the environmental process, they do not actually interfere at 

the environmental-licensing level. These components often appear disconnected. In 

other words, while some actors are only limited to the discussion and negotiation of 

the technical component, the others suggest the discussion of political and normative 

components of the process. This disconnection occurs because of the inconsistency 

between the roles of environmental licensing and public hearing. The local groups 

represent the actors who expect public hearings to discuss technical, political and 

normative issues. The lack of functionality of the licensing process as a tool for both 

technical and political components make the situation vague and less transparent, 

which impairs the effectiveness of environmental assessment and management 

tools. 

4.8 Conclusion 

The methodology to classify the available images aided in analyzing the urban 

expansion in the study area. The results indicate that in the surrounding areas of 

Juqueriquerê River, the maps show the tendency of fulfilling the occupation of this 

region, where the city overlaps with the remaining areas of vegetation.This study 

shows that there is an emergent importance to develop a plan for the occupation of 

new areas and manage the already occupied ones. 

Using the urban modelling processing techniques, we verified that technical 

components, such as population growth and infrastructure adaptation, should have 

been considered by the UTGCA EIA as local outcomes of this megaproject. 

However, the only considered effects were in the notably restricted area of Serramar 

Farm. 

After the installation of UTGCA, the City Master plan had to change its guidelines and 

started considering the area, which was first declared as the most adequate area for 
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urban expansion of the Northern Coastline of São Paulo, as an ideal area for 

industrial use. Additionally, because Juqueriquerê River Basin is near the 

megaproject of São Sebastião Port, the expansion area is now considered suitable 

for logistical purposes. This change is inconsistent with the present EEZ, which 

considers this area as most appropriate for agricultural use as it has been for a 

century after the extractivism of the native forest. This change has the most 

significant effect on the area and against the interests of some local actors of the 

decision arena. 

There is a misunderstanding from some actors of the decision arena who participate 

in the public hearings that their social demands and beliefs will be heard and able to 

change an issue in the participatory process. In fact, in the licensing process, only 

technical issues have a space in public hearings, which are generally transferred 

from the local to the state or national levels, which causes a misbelief and general 

frustration of the actors who participate in public hearings. 

The analysis of this study shows that important technical issues such as population 

growth and infrastructure adaptation were not adequately considered using all 

environmental assessment and management tools. In addition, it is important to 

notice that no technical or political components were properly treated with all decision 

arena actors in the licensing process or could interfere somehow in the participatory 

public hearings, which makes the environmental assessment and management tools 

less effective regarding the population expectations and local environmental 

vulnerability. 
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CHAPTER 5 

DISCRETISATION OF THE JUQUERIQUERE RIVER BASIN 

The main topic of this chapter concerns the criteria and methodology used for the 

discretisation of the Juqueriquere River basin into sub-basins, which was vital for the 

characterisation of the study area. Part of the methodology was to select appropriate 

criteria in order to establish the boundaries of each sub-basin during the 

discretisation process. The criteria was according to the needs of the research, 

delineating  the floodplains of Juqueriquerê River basin, which are potential 

urbanising areas. 

The manuscript titled "Watershed spatial discretization for the analysis of land use 

change in coastal regions" was published at "Boletim de Ciencias Geodesicas", 

23(1),101-114 in 2017. The final published version is downloadable from 

<http://dx.doi.org/10.1590/s1982-21702017000100007>. The methodological 

process used for the discretisation of the local low-lying areas is thoroughly detailed, 

and alternative sources of input data are suggested, such as the digital surface 

model complementing traditional digital elevation models, in order to achieve more 

realistic and accurate altimetry levels. 

Flooding vulnerable areas are successfully detected during the drainage network 

extraction. There is a concluding discussion about the natural susceptibility of the 

study area to floods, and a comparison between the LULC proposed by the City 

Master Plan of Caraguatatuba and the Ecological-Economical Zoning. The paper is 

presented as follows. 
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ABSTRACT 

In this study, we present a methodology to discretise a non-assessed basin based on 

terrain analysis using digital elevation (DEM) and surface models (DSM) in a 

drainage network semi-automatic extraction process. The Juqueriquerê River Basin 

was used for the case study. It is the most representative basin of the northern 

coastline of São Paulo State, Brazil, due to its hydro availability and large plains. The 

low-lying region is featured by elevations close to the sea level, mild slopes, and 

shallow water tables. The region is also influenced by tidal variation and orographic 

rain. Therefore, frequent flooding occurs, even in the semi-urban and rural areas, 

which remain vegetated. Two conflicting land use scenarios, proposed by the City 

Master Plan(CMP) of Caraguatatuba and the Ecological-Economical Zoning (EEZ), 

were compared to analyze the flood vulnerability increase and geotechnical risk 

caused by the urbanisation process. The drainage extraction techniques showed 

better results on high resolution DSM for low-lying regions and determined with 

accuracy the flood potentiality of the plains. Conflicts were detected between the 

CMP and the EEZ, considering the land use approaches in zones under geotechnical 

risk limitations, such as flood and debris flow. 
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5.1 Introduction 

Geographical and climatic features result in regions prone to flooding, such as high 

water tables, coastlines with orographic precipitation, and extensive plains with large 

perennial rivers (Dutta 2011 and Song et al. 2014). Floods occur when river flow 

overtops natural and artificial banks, spreading water over the surrounding plains 

(Aggarwal et al. 2014). On coastal cities, watersheds with these features are 

frequently urbanised. Approximately 20% of the world population lives within 30 km 

of coastal areas (Cohen et al. 1997) and are frequently affected by floods (Dutta 

2011). 

In order to evaluate the flood vulnerability of a basin, it is necessary to understand its 

spatial distribution. Song et al. (2014) described this as the first step before analyzing 

the alluvial and hydrological effects of river and estuarine systems. In the absence of 

a sub-basin discharge monitoring, it becomes more efficient and realistic to estimate 

the basin hydrological parameters if the spatial distribution is consistent. Therefore, 

watershed spatial distribution is a basic requirement to implement hydrological 

models, which are essential in water resources management and sustainable 

development of a region during the urbanisation process. 

Remote sensing techniques have been widely employed for watershed discretisation. 

Corresponding methods are based on visual interpretation, using satellite images 

and digital elevation models (DEM) (Frazier & Page 2000,  Ribeiro & Ferreira 2014, 

and Tarboton, 2003). 

Automatic drainage extraction methods generate good results when associated with 

Geographic Information Systems (GIS) (Fernández 2011, Hogg & Todd 2007, and 

Ribeiro & Ferreira, 2014).  However, on mild slopes and diffuse flow areas, the 

combination of these methods might present less realistic representations (Fuller et 

al. 2006, Oksanena & Sarjakoskia 2005). Several DEMs present a high amount of 

spurious depressions and, without proper treatment, they may provide a 

discontinuous drainage network, making the hydrological analysis unfeasible 

(Chagas et al. 2010, and Ribeiro & Ferreira 2014). Zhang et al. (2013) state that the 

current drainage extraction methods do not treat effectively the spatial correlation of 
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flat regions. Thus, the quality of the extracted drainage depends on visual inspection. 

Therefore, imagery interpretation and field observations are helpful techniques to 

analyze the generated drainage of complex flat regions. 

In this study, the spatial distribution of a non-assessed watershed was conducted by 

terrain analysis and decision making processes. Digital elevation models (DEM), 

Digital Surface Models (DSM), elevation maps, high-resolution imagery, and field 

collected data were used as support tools to define all sub-basins. 

The discretisation of Juqueriquerê River basin, located in the northern coastline of 

São Paulo, Brazil, was established to support the hydrological and land use studies 

of each sub-basin. The flat  region is under economical and political pressure for 

urban development, and although floods already occur regularly, the watershed is not 

monitored and hydrological historical data are unavailable. Previous studies have 

been performed to assist the gas and petrol investments in the region (Pre-salt 

Program - Brazilian petrol and gas exploration program in the pre-salt layer). 

However, the discharge data of some specific outflows have been extrapolated from 

other regions without spatializing the watershed, avoiding specific analysis of each 

sub-basin discharge contribution.  

While the City Master Plan of Caraguatatuba Municipality (CMP) (Caraguatatuba 

2011) considers Juqueriquerê River basin a potential area for petrol and gas logistic 

infrastructure development, the Ecological-Economical Zoning (EEZ) (São Paulo 

2005) emphasizes its natural aptitude for agribusiness, in addition to reinforcing its 

importance as a transition zone between Serra do Mar State Park and the urbanised 

region on the coastline. 

The purpose of this study was to promote the analysis of land use change and 

comprehend the effects of the urbanisation process on the flood vulnerability and 

geotechnical risk of each sub-basin, specifically. Thus, it was also the aim of this 

study to develop an effective spatial distribution of the watershed, mainly in the 

complex flat region, which had not been done with strict criteria considering both the 

CMP and EEZ proposals for future land use scenarios. 
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5.2 Material and methods 

5.2.1   Study Area 

The study area is Juqueriquerê River Basin, located in the municipality of 

Caraguatatuba, northern coastline of São Paulo, Brazil. Its geographic position is 

between latitudes 23o 33’ and 23o 49’S and longitudes 45o 43’ and 45o 24’W, as 

shown in Figure 5.1. 

 

Figure 5.1 Geographic location of the study area: Juqueriquerê River Basin, in 

Caraguatatuba, São Paulo, Brazil. 

The Köepen weather classification indicates tropical and rainy weather, with an 

undefined dry season and heavy rainfall in the summer. Due to the high altitude of 

the Serra do Mar Mountains and closeness to the ocean, it is one of the rainiest 

areas of Brazil. The plains are strongly influenced by high tide, and to a degree, 

interrupts the natural flow of superficial water through the river courses and channels. 

This contributes to the occurrence of floods, due to a combination of the two 

phenomena, i.e., high tide and intense rainfall, each flowing in the opposite direction 

of the other. 

Santos & Galvani (2012) reported annual average temperature of 25o C and 1784 

mm of annual precipitation. Humid tropical and equatorial air masses exhibit a 

greater influence on Caraguatatuba. The tropical air masses support medium to high 

temperatures, with very high specific humidity due to ocean evaporation. However, 
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equatorial air masses characterise extreme dry air temperatures if produced on the 

continent, or humid if the air was originated on the ocean (Santos & Galvani 2012). 

When air reaches the hill slopes, it also experiences a higher amount of orographic 

precipitation. 

Juqueriquerê River Basin comprises the major non-urbanised plains of the region. It 

also exhibits the largest area and length among the 34 basins: 419.36 km² by 135.25 

km, respectively. According to the Watershed Committee of the Northern Coastline of 

São Paulo State - CBHLN (2014), the basin’s reference discharge is the most 

representative among the basins, corresponding to 2.79 m³/s. It is also the only basin 

in the 7th Strahler order, with a minimum 3rd order restriction to flood and 

inundations (Souza 2005). Thus, the morphometric susceptibility of the basin 

indicates its natural probability for flood occurrence (Souza 2005). 

5.2.2  Historical Land Use Contextualization 

About 23% of Juqueriquerê River Basin is composed of already anthropized plains. 

At the beginning of the last century, the region was known for wood extraction and 

agriculture. However, the entire area was destroyed by the debris-flow catastrophe of 

1967. Detachment sites occurred at different heights, but primarily slopes near 

mountain crests. In the downstream area, a concentration of mud and sediments 

were deposited, brought from the upper fast moving flows. 

Following the catastrophe, the plains have been used for agribusiness in general, 

mining, and gas exploration. Particularly, at the Claro River downstream area, the 

number of agricultural farms is the most representative in the region (Caraguatatuba 

2012). The remaining plains included in the watershed are located on a farm called 

Serramar, historically known as Fazenda dos Ingleses. Along the entire northern 

coastline of São Paulo, a 3,278ha area supports livestock, and 3,000ha area located 

in the Municipality of Caraguatatuba (Caraguatatuba 2012). 

Investments of the Pre-Salt Program, the Sao Sebastião Port expansion, and real-

estate speculations have intensively modified the land use in this area. A gas 

treatment plant (UTGCA) was installed at Serramar Farm in 2010. UTGCA is 
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approximately 6 km away from the main road between Caraguatatuba and São 

Sebastião, which is entirely surrounded by urban areas. 

5.2.3   Data collection 

Initially, for the methodological approach to the study, a base map was built in GIS 

ILWIS v.3.31 Academic (Koolhoven et al. 2007) and SPRING v. 5.1.8 (Câmara et al., 

1996). Data were processed in the Universal Transverse Mercator (UTM), zone 23S, 

and South American Datum 1969 (SAD 69). 

In the study area, impressive spatial variability exists in topography, from the Serra 

do Mar Mountains to the plains along the coastline. Therefore, the watershed 

discretisation methodology was carried out by dividing the area into two parts: 

mountainous and plains. For each part, the following steps were developed: (1) 

plains delimitation; (2) determination of each sub-basin outflow; (3) automatic 

extraction of the mountainous area drainage; (4) automatic drainage extraction of the 

plains in the low-lying region; and (5) border line correction using vector-editing 

techniques. 

The plains delimitation was based on visual interpretation of the high-resolution 

image GeoEye (Feb 02/2010) (Caraguatatuba 2010), with permission of the Planning 

and Development Secretariat of Caraguatatuba. The spatial resolution was 0.41m 

(panchromatic) and 1.65m (multispectral), which was resampled to 0.50m.  

An information plan was drawn using GIS SPRING v. 5.1.8 (Câmara et al. 1996), 

where the entire plains were surrounded by a buffer of 2.0 km. It was done to 

improve the edge detection, between the mountains and the flat lands. This distance 

was adopted based on the transition width between the mountains and the flat areas, 

observed in the field and measured with navigation GPS. The widest distance 

measured corresponded to 1.6 km, so 0.4 km was the safe distance adopted (about 

20%). The adopted buffer technique was important to minimize computer data 

processing, which is a relevant concern in DEM analysis. By distinguishing the flat 

region from the sea, the algorithm was simplified and shortened, avoiding error 

generation. 
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For the determination of each sub-basin outflow, some reference points were 

established, based on specific conditions, as it follows: (1) the existence of 

fluviometric gauging stations - essential for the development of future hydrological 

and hydraulic studies; (2) the occurrence of a single cross section or water course at 

the outflow; (3) relief changes, mountainous or plains, due to the variations of time of 

concentration, depending on the sub-basin slope; (4) the urbanising area edge -  

consistent with the  CMP (Caraguatatuba, 2011) future scenario, in order to make it 

possible to assess the land use impact on the natural environment of each sub-basin; 

(5) border line between the plains and the estuarine area under tidal  influence, due 

to the uncertainty of determining stage–discharge rating curves in tidal rivers. 

The Shuttle Radar Topography Mission (SRTM) DEM (NGA & NASA, 2014) was 

used for the mountainous area drainage extraction. This product has a spatial 

resolution of 90m and 5m vertical accuracy for heights above this limit (Gradella et al. 

2011). In low lying regions, higher scale errors might occur, making its use unreliable 

(Liu 2008, Passini & Jacobsen 2007).  

The use of TOPODATA (Valeriano 2008), derived from SRTM DEM and refined to a 

spatial resolution of 30 m, is consistent to continental areas but presents divergences 

in terrain elevations for the delimitation of coastal areas (Landau & Guimarães 2011).  

Brubacher et al. (2012) demonstrated that SRTM DEM is more precise than 

TOPODATA for drainage extraction, mainly in winding and flat areas. Thus, as the 

elevation of the estuarine plains is lower than 5m, a digital surface model (DSM) 

granted by EMPLASA (2013) was employed for the automatic extraction of sub-

basins in the low lying region. It features a regular 5m spatial resolution and a vertical 

accuracy of 1m. A DSM is a terrain surface with the addition of object elevations, 

including trees and buildings. For the use of a DSM in mountainous vegetated areas, 

tree heights must be deducted to depict the DEM ground surface.  

A DSM was analyzed in São Sebastião Municipality, which is an adjacent region of 

the study area (Cruz et al. 2011). The achieved altimetric accuracy was not 

according to the Brazilian standard specifications for the classification of cartographic 

bases (PEC), particularly in lowland areas. However, according to Cruz et al. (2011), 

the divergences of DSM altimetric results were satisfactory, when compared to 
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results measured in field. They were less than 2 m, except for a single point sampled, 

with a 2.58m altimetric difference. 

EMPLASA DSM (EMPLASA 2013) generation was conducted by reconstructing the 

solid surface with finite elements via selection of the best regions of stereo pairs (with 

an average 45 cm resolution), including automatic error filtering. The visual and 

geometric model quality was evaluated by recording sample points in 1m resolution 

orthophotos (EMPLASA 2013). 

5.2.4  Data processing 

The watershed discretisation was performed using GIS ILWIS 3.31 Academic 

(Koolhoven et al. 2007). The flowchart with all developed procedures is presented in 

Figure 5.2. 

 

Figure 5.2 Automatic extraction process used for the watershed spatial distribution. 

In the beginning of the process, the sinks could not be removed when its pixels were 

improperly defined beside an unidentified value or at the map edge. Therefore, it was 

essential to use buffers around the DEM to avoid this type of occurrence. In the study 

area, a 2km buffer was drawn around the watershed borderline.  
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The model was subsequently improved by the use of the DEM Surface 

Reconditioning System (Hellweger 1997), which established original drainage lines 

on the model (Callow et al. 2007, Martz & Garbrecht 1998). An interpolation method 

is generally used for the acquisition of a hydrologically corrected DTM (Digital Terrain 

Model) aiming to truly reproduce the superficial water flow of a basin (Chagas et al. 

2010, Oliveira et al. 2007, Ribeiro & Ferreira 2014, Turcotte et al. 2001, Zhang et al. 

2013). The initial studies regarding the applied methods are dated from the 90's, 

such as: Bruneau et al. (1995), Hutchinson (1989) and Martz & Garbrecht (1998). 

They report about the specific techniques, limitations and accuracy of hydrologically 

corrected DTM (Fisher et al. 2006, Kienzle 2004, Oliveira et al. 2007, Turcotte et al. 

2001, and Wilson 2012). 

At the study case, buffer distances were also designated along the watercourses, in 

addition to decreases in the river channel, which could be smooth or sharp 

(Koolhoven et al. 2007), shown in Figure 5.3. 

 

Figure 5.3 Parameters adopted for the DEM optimization: (a) buffer distance; smooth 

and sharp drop; (b) buffer distance and smooth drop; (c) sharp drop. Source: 

Koolhoven et al. 2007. 

The buffer distance was automatically disregarded in the sharp drop sections. For the 

plains region of the study area, the adopted parameters were as follows: buffer 

distance = 10 m; sharp drop = 0 m; smooth drop =2 m. These parameters were 

based on visually observed conditions verified while sailing the main river courses for 

bathymetry purposes, on 15 December 2012 and 1 May 2013. In the mountainous 

areas, we adopted the parameters as follows: buffer distance = 0 m; sharp drop = 5 

m; smooth drop = 0 m. 



88 
 

 

 

The original drainage map (CBHLN 2010) was imported to GIS SPRING v. 5.1.8 

(Câmara et al. 1996), where the geographic correction and vector editing were 

completed to update the data based on the GeoEye high-resolution image 

(Caraguatatuba 2010). Figure 5.4 shows the flow direction procedure used to 

determine the closest neighbor pixel where water from a pixel would flow. 

 

Figure 5.4 (a) Steepest slope operation: detection of the highest value pixel; (b) 

Lowest slope operation: detection of the lowest value pixel. Source: Adapted from 

Koolhoven et al. 2007. 

This operation is calculated for every single pixel from a 3x3 cellblock, systematically 

comparing each pixel value to the 8 pixel values around it. This method is called D8 

(Deterministic eight neighbors) (Jenson & Domingue 1988) and is widely applied to 

determine the water flow preferrence (Oliveira et al. 2007, Paz & Collischonn 2008, 

Ribeiro & Ferreira 2014).  However, in case the water flow is discontinuous, the 

adoption of method D-infinity has been applied in association with D8 for channels to 

provide more accurate results (Oliveira et al. 2007, Ribeiro & Ferreira 2014, Serra & 

Paz, 2013). 

At GIS ILWIS 3.31 Academic (Koolhoven et al. 2007), the flow direction step is 

operated using the Steepest or Lowest slope functions, to detect the pixel with the 

respective highest or lowest value. 
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The flow accumulation step determined the pixel number, which naturally contributed 

to river downstream water flow. The step is applied as an input parameter at the 

drainage extraction procedure, generating a map with two attributes, true or false, 

depending on the existence of drainage segments. Another input parameter for this 

operation is the minimum pixel number, which might be added to the pixel 

responsible for upstream drainage (stream threshold). The value used in this study 

was 10 pixels. Flow direction and accumulation methodology followed Moore et al. 

(1991). For the drainage network ordering process, we estimated a length of 100 m 

based on field survey observations. The final catchment extraction and merge 

operations were performed using pre-defined outflow points, based on the water 

course distribution, easily accessible and suitable to measure with flow meters (Song 

et al. 2014).  

5.3  Results and discussion 

The SRTM DEM (NGA & NASA, 2014) was used to reproduce the superficial water 

flow of the mountainous areas and reasonable results were generated. However, for 

low-lying regions, EMPLASA DSM (EMPLASA 2013) produced more suitable results. 

SRTM DEM (NGA & NASA 2014) was used to process the low-lying regions and 

results indicated the sinks were filled at a 15.00m elevation. By processing 

EMPLASA DSM (EMPLASA 2013), the sinks were filled at a lowest elevation of 

2.47m. Figure 5.5 shows the intermediate procedure steps. 
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Figure 5.5 Intermediate steps for the sub-basin extraction in the plains by the use of 

SRTM DEM (1) and EMPLASA DSM (2): (a) elimination of depressions; (b) drainage 

extraction. 

In some low-lying areas, the elevation was close to 0 m and the extracted drainage 

network was very dense, indicating its natural flood conditions (Figure 5b-2) at 

CLR_1, PRQ_1, JQR_1 and PRS_1 downstream area sub-basins. Comparing this 

result (Figure 5b-2) with a flood event registered on April 10, 2010, the vulnerable 

areas detected in the drainage network procedure were compatible with the more 

intense flood location, confirming the accuracy of the approach of this methodology 

used in the study (Figure 5.6). 

  



91 
 

 

 

Figure 5.6 Drainage extraction showing intense water flow compared to the flood 

event registered on April 10, 2010 in the Juqueriquerê River Basin. 

The watershed was spatially distributed into 11 sub-basins, shown in Figure 5.7. The 

sub-basin given names were based on the river responsible for their main water 

contributions. The number represents sub-basin order assigned by altimetry 

differences, from the highest to the lowest elevations. 

 

Figure 5.7 Spatial discretisation of Juqueriquerê River Basin. 
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The sub-basins located in the urban expansion area included CBR_2, JQR_1, 

PDL_5, PRQ_1, and part of PRS_1. The total area of Juqueriquerê is 419.36 km² 

(CBHLN 2010), but the spatialized area of this study was 358.87 km², due to the 

exclusion of the downstream area, which was already urbanised and is under tidal 

influence. Its subdivision is provided in Table 5.1. 

Table 5.1 Discretised watershed dimensions of the study area. 

 

Overlaying the spatial distribution of the watershed with the CMP (Caraguatatuba 

2011), the primary urban expansion area was located at CBR_1, JQR_1, PDL_5, and 

PRQ_1 sub-basins shown in Figure 5.8. 
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Figure 5.8 Land use scenario according to the CMP at the discretised Juqueriquerê 

River Basin.  

The CMP limits the impermeability in these areas to 80%. The increase of impervious 

areas tends naturally to increase the water flow and decrease infiltration. However, 

other facts also contribute to flood vulnerability in this region, considering how easily 

the saturation occurs due to the shallow water table, intense orographic rain, low 

elevation and slope, and influence of tide because of the proximity to the ocean. 

Results also showed the PRS_1 downstream area, i.e. the Ecological Tourist Zone, 

occupies a region vulnerable to debris flow and flood. There are steep slopes, which 

were proposed in the CMP as suitable areas for ecological tourism development, 

including the construction of reserve hotels and agriculture. It opposed EEZ’s 

proposal, shown in Figure 5.9, which qualified these areas as an Environmental 

Conservation Zone, named Z1, suitable for ecotourism low impact activities (São 

Paulo 2005). Both laws considered these areas adequate for family agribusiness and 
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fisheries, environmental education, and research for species maintenance. However, 

EEZ considered the restrictions surrounding geotechnical risk areas, mainly due to 

the average 47% slope (São Paulo 2005). 

 

Figure 5.9 Land use scenario according to EEZ at the discretised Juqueriquerê River 

Basin. 

 

The differences between the Environmental Conservation Zone of the CMP 

(Caraguatatuba 2011) and the Especially Protected Zone (Z1AE) approached in EEZ 

(São Paulo 2005) were negligible. The Buffer Zone exhibited average slopes 

between 30% and 47%. The CMP (Caraguatatuba 2011) considered it suitable for 

residential construction on parcels with large areas, institutional services, and 

ecological tourism, including the construction of reserve hotels. However, EEZ (São 

Paulo 2005) considered this zone (Z2) suitable for mining exploration, sustainable 

agribusiness and fisheries, under the zone’s geotechnical limitations. Both laws 

considered the mandatory maintenance of conservation and preservation areas, but 
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only EEZ restricted the zone land use under geotechnical risk limitations 

(Caraguatatuba  2011, and São Paulo 2005). 

The urban expansion area of the CMP (Caraguatatuba 2011) integrated preservation 

and conservation areas, surrounded by industrial and commercial activities in large 

plants. It opposed EEZ’s definitions for this zone (Z3), which found it suitable for 

agriculture, fisheries, and rural activities, in general. Even though the CMP 

(Caraguatatuba 2011) remains under approval of zone modification, the Pre-salt 

plant installation was already approved, which included access to the location remote 

area through paved roads. The only expansion area in EEZ, according to the CMP 

(Caraguatatuba 2011) was zone Z4, located in the PRQ_1 downstream area. 

5.4  Conclusion 

In this study, we successfully analyzed the urbanisation process in the Juqueriquerê 

River Basin flooding areas based on its spatial distribution, which determined the 

influence of upstream sub-basins on downstream-urbanised areas, where floods 

occur frequently. 

In the watershed discretisation process, pre-established conditions (to adopt and 

locate reference points) were mandatory to provide a realistic  approach for the 

analysis. 

The EMPLASA DSM (EMPLASA 2013) with high resolution data was crucial to 

employ the automatic DEM hydro processing procedure to fill sinks in low lying 

regions, with a mild slope and close to sea level. The use of SRTM DEM (NGA & 

NASA 2014) would generate non-realistic results with a minimum 15m elevation 

instead of 2.47m, which was the elevation obtained by DSM processing. 

The drainage extraction result indicated the natural susceptibility to floods in the 

CLR_1, PRQ_1, JQR_1 and PRS_1 downstream area sub-basins. This result was 

consistent with the most flooded regions of the 10 April 2010 event. Thus, the 

drainage extraction techniques on high resolution DSM were effective to determine 

potential flooding areas at the low-lying regions of the basin. 
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Finally, every zone considered in the CMP (Caraguatatuba 2011) and in EEZ (São 

Paulo 2005) were analyzed in the discretised sub-basins. Both scenarios were 

compared showing that the increase of impermeability contribute to the decrease of 

infiltration but may not be the only responsible for the occurrence of floods, because 

of the physical features of the region, such as shallow water table, low elevation and 

slope, orographic rain and influence of tide.  

The future assessments of the basin (necessary for the infrastructure development, 

micro and macro drainage design) should consider the effects of hydrodynamic 

distribution, based on each sub-basin location, land use type, and area specificity, 

which were the data provided in this study. 
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CHAPTER 6 

MULTICRITERIA SELECTION AND WEIGHT ATTRIBUTION 

This chapter comprises the selection and attribution of criteria that affect the flood 

susceptibility of the study area. All the criteria and the respective importance levels 

are defined in this chapter, which are essential for the implementation of the GIS-

based MCDA approached in Chapter 9. 

The paper "Multicriteria selection and weight attribution for the evaluation of flood 

susceptibility: a combined Delphi-AHP approach" has already been submitted to an 

international journal and is currently under review. In the first part of the paper, the 

Delphi survey-method is employed to define the criteria and their initial weights. The 

key elements of Keeney (1992) are used to evaluate the feasibility and coherency of 

the selected criteria. A cognitive map is also used to improve the comprehension 

about the aggregated criteria and the basic means for their achievement. 

A thorough discussion is held about the statistical treatment of data in the Delphi 

method, and also about the suitability of the root square judgement scale adapted to 

the AHP extended approach of Zuffo (2011) in order to redistribute the criteria weight 

that was previously allocated in a constrained range. The final remarks are about the 

consistency analysis of the AHP method for the attribution of the weight vector, which 

is later used as the input data of the MCDA GIS-based approach. 
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ABSTRACT 

The prediction of areas susceptible to floods is essential for the protection of the 

population who live in vulnerable conditions. This is only possible when the main 

contributing factors are pointed out. It is challenging for hydrologists to run models 

when the input data is not representative. Alternative methods, such as the Multi 

Criteria Decision Analysis (MCDA), represent a good solution for the simulation of 

future scenarios, particularly when traditional methods are compromised. The 

purpose of the current study was to select and attribute scores to the feasible criteria 

that contribute to flood susceptibility in the coastal plains of Juqueriquere River basin, 

Brazil. First, the Delphi method was employed in the expert-based survey. Then, the 

root square judgement scale was adapted to the Analytic Hierarchy Process (AHP) 

extended approach of Zuffo (2011) for the allocation of priority values. Although the 

initially ranked scores were within a limited range, the proposed methodology could 

properly redistribute these scores in the final scale from 1 to 10.  
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The consistency and sensitivity analysis revealed that the model was coherent, 

providing the weight vector of the achievable criteria that affect the flood likelihood in 

the study area. 

Keywords: Delphi method, AHP, judgement scale, consistency, flood susceptibility. 

6.1 Introduction 

Floods have always represented one of the most destructive natural hazards to the 

mankind. The occurrence of floods worldwide impacts human lives and jeopardize 

the economy of many regions (Jonkman & Dawson 2012, Ouma & Tateishi 2014). In 

urban areas, the decrease of infiltration naturally occurs upon the increase of 

imperviousness. It subsequently makes the peak flow higher in a shorter time to flow 

to the outlet of the basin, increasing the load in the downstream areas. In the low-

lying areas of coastal cities, floods tend to increase due to the tide variation effects 

(Shahapure et al. 2011). 

For the prevention or attenuation of floods, it is essential to have full awareness 

about the hydrological behaviour of the basin, which depends on physical, climatic 

and anthropic aspects, such as the land use and land cover (LULC). Hydrological 

and hydraulic modelling are important tools for the design of infrastructure, but might 

be impaired when inappropriate techniques and variables are chosen (Fenicia et al. 

2013, Tehrany et al. 2014). Traditional methods of prediction are not always possible 

due to the data being unavailable, inconsistent or non-representative. Questions like 

“how does this or that variable control the hydrological phenomena in the area?” or 

“how sensible is the area to the magnitude of this or that variable?” are commonly 

raised by modellers. In case the watershed is ungauged, and previous studies cannot 

effectively reveal the significance of the model input parameters, it is challenging to 

choose an ideal approach to predict future scenarios. 

The Multicriteria Decision Analysis (MCDA) has been effectively used by policy 

makers and urban planners for the flood management (Horita et al. 2015, Qi & 

Altinakar 2011, Tehrany et al. 2014, Yahaya 2008). One of the reasons is that the 

structured aggregation of elements, based on the expert’s knowledge of the area or 
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phenomena, cannot be comprehensively analysed by traditional hydrological 

methods. Besides, participatory processes of environmental governance are 

recognised to be effective for local sustainable developments (Kain & Soderberg 

2008), addressing the global concerns that are not covered by local environmental 

tools (Boulomytis et al. 2015). 

6.2 Multicriteria Decision Analysis 

Among all the existing multicriteria evaluation techniques, there is a mutual purpose 

of providing the decision makers an aid to reach the ideal solution for a problem. 

Structured decision-making is essential for predictive sustainable models (Runge & 

Walshe 2014). It enhances the effectiveness of the process and reduces the decision 

uncertainties (Keeney 1996). In a structured decision-making (DM) approach a 

complex decision can be divided into elements to simplify the construction and the 

evaluation process. 

It is a natural tendency of decision-makers to define alternatives without completely 

defining the objectives (Runge & Walshe 2014). Conversely, decision situations 

cannot be controlled by this alternative-focused thinking approach, which identifies 

alternatives before articulating values. Alternatives are the means to achieve values. 

When the DM is based on a value-focused thinking, the objectives are clearly defined 

and associated to their quantitative functions (Keeney 1996). 

The identification of the objectives is essential to achieve a decision in a smarter 

value-focused thinking approach (Keeney 2007). The fundamental objectives are 

related to the ultimate value of the DM, while the means objectives are the methods 

to achieve the ends (Gregory & Keeney 2002). Strategic objectives are influenced by 

all the decisions. Finally, process objectives concern how the decision was made 

(Keeney 2007, Runge & Walshe 2014). According to Keeney (1992), consistent 

objectives (or criteria) must be essential, independent, controllable, operational, 

decomposable (or undependable), non-redundant, complete, measurable, concise 

and understandable.  
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The structural identification of criteria is not a trivial task. It requires creativity and 

appropriate communication skills (Keeney 1996). Making a list of objectives without 

deep concepts provides a poor set of alternatives (Gregory & Keeney 2002). A 

logical structured discussion should use a guided sequence of questions for each 

criterion, such as: the use of “how” to ask how it can be achieved; and the use of 

“why” to indicate its importance and lead the ends back to the means, which 

depending on the answer, may become an alternative. The ‘why” question has to be 

repeated until no further answers can be given, i.e. the respondent can only say that 

it is important for its own sake  (Gregory & Keeney 2002). Cognitive maps are 

normally employed for the construction of objectives, improving the display of ideas 

and clarifying perceptions (Ferretti 2016). The main advantages of the cognitive 

mapping are the organised classification of the concepts and the simplified access 

and visualization of the previously discussed concepts. (Mendoza & Prabhu 2009). 

In the current study, the Delphi method is applied for the expert-based survey. Then 

the Analytic Hierarchy Process (AHP) uses the root square judgement scale (Harker 

& Vargas 1987) adapted to an extended approach of Zuffo (2011). The prior 

articulation of preferences among the experts, from the selection to the attribution of 

each criterion, was later ranked in a prioritisation mechanism of pairwise 

comparisons. 

6.3 Delphi method 

In a participatory process of knowledge and judgement, the selection and 

participation of motivated experts are crucial for the DM approach (Garcia-Melon et 

al. 2012). In the Delphi method, the participation of experts in the DM process is 

anonymous. The distribution of outcomes is represented statistically, and a post-

evaluation feedback is used to search for a consensual “ideal” solution (Figure 6.1).  
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Figure 6.1 The Delphi judgement procedure in a consensus-building process. 

The method assumes that the structured use of knowledge, experience, and 

creativity of all the experts is better than the opinion of single individuals to achieve 

ideal solutions, especially when there is insufficient quantitative data to predict a 

scenario or when new factors may change future trends (Giovinazzo & Wright 2000). 

The negative effects caused by the interaction of groups, such as the respondent 

biases, can be avoided since the method works with written opinions (Garcia-Melon 

et al 2012). Recent applications of the Delphi method are found in the field of 

sustainable development and policy planning, such as Garcia-Melon et al. (2012) and 

Terrados et al. (2009). 

One disadvantage of the Delphi method is that the relative importance among the 

criteria might be reduced due to the proposed statistical treatment. By removing the 

judgement weights considered outliers (which occurs when they are out of the 

interquartile range), the distance among the criteria weights tends to be narrowed 

between the values 7 and 9. However, upon the use of the AHP, the weights and 

their importance level might be properly redefined again. 

6.4 Analytical Hierarchy Process 

This multilevel and hierarchical structural technique was developed by Saaty (1977), 

and has been mainly used due to the simplification of complex and subjective 

problems (Shin et al. 2013, Zhang 2010).  The AHP evaluation is based on the 

pairwise comparison of the A matrix (n x n), given by:  
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            (1) 

 

 

Where n is the number of criteria, aij is the pairwise comparison (1≤ i,j ≤ n)  and z1, 

z2…zn is the relative priority. 

The A matrix is then normalised, and the matrix A’ is achieved. For that, all the 

elements of the A matrix are divided by the sum of the respective element column. 

 

 

            (2) 

 

 

Accordingly, the sum of each row of the normalised judgement matrix A’ converts to 

the vector matrix V. 

          

  (3) 

 

The vector matrix V is finally normalised and converted to the final weight vector 

matrix (λ).  

         (4) 
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6.4.1 Consistency analysis 

One of the advantages of the AHP is the employment of consistency analysis to 

evaluate the outcomes. Saaty (1977) initially proposed a methodology where the 

matrix highest eigenvalue (λmax) is calculated using Equation 5 for the derivation of 

the consistency index (CI) as expressed by Equation 6. 
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With the advance of pairwise comparisons, it was also necessary to improve the 

evaluation of consistency errors (Franek & Kresta, 2014). Moreover, Saaty (1980) 

recommended the measure of the consistency ratio (CR), given as: 

 
RI

CI
CR    (7) 

Where RI is the random index (Table 6.1). The best solution would be for CI=0. Thus, 

consistent values correspond to CR < 1. 

Table 6.1 Relative scores according to the level of importance of each criterion. 

n 2 3 4 5 6 7 8 9 10 

RI 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.51 

 Source: Adapted from Saaty (1980). 

6.4.2 Judgement scale selection 

Depending on the judgement scale, the results may differ significantly (Franek & 

Kresta 2014). The linear scale of Saaty (1977) has been prevailing in the AHP 

studies since its proposal (Franek & Kresta 2014, Garcia-Melon et al. 2012, Ishizaka 

& Labib 2011). It varies from 1 to 9, and attribute priorities to the hierarchical 
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structures according to their importance level. Level 1 represents equal importance 

and extends to level 9, which indicates a dominant importance form one of the 

criterion over the others. Subsequently, other numerical scales have also been 

developed to indicate importance levels, based on diverse mathematical concepts, 

as shown in Table 6.2. 

Table 6.2 Judgement scale values and mathematical descriptions. 

Scale type 
Mathematical 

description 
Parameters Scale values 

Linear (Saaty 1977) s = x x = {1,2, ..., 9} 1, 2, 3, 4, 5, 6, 7, 8 ,9 

Power (Harker & 

Vargas 1987) 
s = x

2
 x = {1,2, ..., 9} 

1, 4, 9, 16, 25, 36, 

49, 64, 81 

Root Square (Harker 

& Vargas 1987) 
s =    x = {1,2, ..., 9} 

1,   ,   , 2,   ,   , 

  ,   , 3 

Geometric 

(Lootsma1989) 
s = 2 

x-1
 x = {1,2, ..., 9} 

1, 2, 4, 8, 16, 32, 64, 

128, 256 

Inverse linear (Ma & 

Zheng 1991) 
s = 9 / (10 - x)  x = {1,2, ..., 9} 

1, 1.13, 1.29, 1.5, 

1.8, 2.25, 3, 4.5, 9 

Asymptotical (Dodd & 

Donegan 1995) 
        

       

  
  x = {1,2, ..., 9} 

0, 0.12, 0.24, 0.36, 

0.46, 0.55, 0.63, 

0.70, 0.76 

Balanced (Salo & 

Hamalainen 1997) 
s = x / (1-x) x = {0.5,0.55, 0.6, ..., 9} 

1, 1.22, 1.50, 1.86, 

2.33, 4, 5.67, 9 

Logarithmic (Ishizaka, 

et al. 2011) s = log2 (x+1) x = {1,2, ..., 9} 
1, 1.58, 2, 2.20, 2.58, 

2.81, 3, 3.17, 3.32 

Source: Adapted from Ishizaka & Labib (2011). 

The selection of a judgement scale is not a trivial task, as the weight attributions of 

the decision-making process have their specificities. Some considerations are indeed 

essential for the proper selection of the judgement scale, such as the limited range 

among the attributed scores (Zuffo 2011), the evaluation of clustered-valued scores 
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(Franek & Kresta 2014), the sensitivity analysis of the outcomes when integer values 

from 1 to 9 are used for disperse data (Salo & Hamalainen 1997), the variation of 

priority-value allocation (Franek & Kresta 2014) and the scale sensitivity to consistent 

and inconsistent matrices (Franek & Kresta 2014). In the study of Franek & Kresta 

(2014), both the consistent and inconsistent matrices were evaluated (Table 6.3). 

Table 6.3 Evaluation of judgement scales for consistent and inconsistent matrices. 

Judgement 

Scale 

Matrix Feature 

Inconsistent Consistent 

CI CR CI CR 

Linear 0.241 0.170 0.116 0.083 

Power 2.206 0.173 0.953 0.075 

Root square 0.075 0.275 0.049 0.179 

Geometric 1.997 0.096 0.377 0.018 

Inverse linear 0.050 0.092 0.015 0.027 

Asymptotical 0.033 0.117 0.010 0.037 

Balanced 0.086 0.121 0.027 0.037 

Logarithmic 0.024 0.087 0.076 0.207 

 Source: Adapted from (Franek & Kresta 2014). 

For the inconsistent matrix, the least sensitive judgement scales were the geometric, 

inverse linear and logarithmic scales. For the consistent matrix, the most sensitive 

judgement scales were the root square and the logarithmic scales. Franek & Kresta 

(2014) also evaluated the variation of priority-value allocation of the judgement 

scales. For the consistent matrices, the criteria ranking was uniform for all scales, but 

the priority-value allocation was discrepant. The power and geometric scales highly 

influenced the allocation of values of the dominant criterion. On the other hand, the 

asymptotical and root square were the scales that provided the most uniform 

allocation of priority values. The only scale that showed inconsistency to the 

allocation of priority values was the logarithmic. The final classification of judgement 
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scales, according to their consistency sensitivity and priority-value allocation is 

summarized in Table 6.4. 

Table 6.4. Classification of the judgement scales for consistency and priority-value 

allocation aspects. 

Classification 

level 
Consistency sensitivity 

Variation of priority-

value allocation 

High Root square, Logarithmic Power, Geometric 

Moderate Linear , Power Linear , Balanced 

Low 
Geometric, Inverse linear, 

Asymptotical and Balanced 

Root square, Inverse 

linear, Asymptotical 

 Source: Adapted from Franek & Kresta (2014) 

6.4.3 AHP extended approach of Zuffo 

As stated before, a constrained range of scores between 7 and 9 (in a scale from 1 to 

10) is mostly resulted from the employment of the Delphi method, which affects the 

relative importance given to the criteria (Zuffo 2011). The AHP extended approach of 

Zuffo (2011) enables an effective redefinition of the criteria scale originated by the 

Delphi method. Some of the adaptations to the traditional AHP approach are the 

following: 

 The criteria is initially ordered in descending order in a square matrix (n x 

n). 

 The relative differences are calculated between the criterion i and the least 

dominant criteria, and then between the criterion i+1 and the least 

dominant criteria, consecutively. 

 The relative differences are substituted by the numbers used to define the 

judgement scale. 

Finally, the weights are redefined using the traditional AHP approach, where the 

inferior matrix is filled with the transpose of the row values in each of the columns. 
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6.5  Material and Methods 

6.5.1 Study area 

The study area is located in Caraguatatuba municipality, along the northern coastline 

of the state of São Paulo, Brazil (Figure 6.2). As the plains are surrounded by the 

Serra do Mar Mountains, they are affected by intensive orographic rainfalls and high 

tides. 

Figure 6.2 Juqueriquere floodplains and the main infrastructure developments. 

Low elevation, shallow water tables and highly saturated soils are the main physical 

constraints. The average annual temperature is 25º C and the average annual 

precipitation (measured between 1977 and 2015) is 1652.8 mm. The weather is 

subtropical and rainy especially in the summer. The downstream area of the plains is 

already urbanised, while the upstream area is rural, mostly covered by pastures and 

cultivated lands. Both regions are affected by frequent inundation episodes 

(Boulomytis et al. 2017). 
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After the historical development of expressive agricultural activities, an emerging 

economic and political speculation has been raised for the local land use and land 

cover (LULC) change, particularly after the establishment of the gas exploration plant 

(UTGCA) in 2012. Other infrastructure developments, such as the Tamoios driveway 

complex and the Port of São Sebastião (about 20km from the plains) also motivated 

the urbanisation of the area (Boulomytis et al. 2015), despite its vulnerability to 

natural disasters (Souza 2005). 

On the 18th of March 1967, the daily rainfall was 240.8 mm. In that year, the annual 

rainfall was 2141.2 mm. After more than 13 hours of extreme rainfalls, debris flows 

from the saturated steep slopes devastated the area. In Caraguatatuba, more than 

436 people lost their lives, and about 3,000 inhabitants had their houses completely 

destroyed. After 50 years, it is still considered the most destructive natural disaster of 

the State of São Paulo (Pombo 2017). 

6.5.2 Proposed methodology 

Two main phases were carried out in the study: 1) the criteria selection and 

attribution by the expert-based survey (Delphi method), 2) the weighting and ranking 

of hierarchical criteria (AHP). The methodological approach is shown in Figure 6.3. 
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Figure 6.3 Methodological procedure adopted in the study. 

6.5.2.1 Expert-based survey: Delphi method 

The fundamental objective of the survey was to evaluate the physical and 

hydrological criteria that affected the flood susceptibility in the forthcoming urban 

coastal and riverine area of the Juqueriquere plains. The decision-framing was 

incorporated in the first phase, when the experts iteratively attributed criteria in 

articulation with the approach used in the study. In the thorough expert-based survey, 

there were 3 rounds: 2 anonymous rounds with the general experts using video 

conference or presential individual interviews, and 1 round divided into parts I and II 

with the hydrology experts in a presential DM conference. 
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At first, 22 general experts were invited to take part of the survey, but only 15 were 

available to take part of both rounds. Their careers were in the field of geography, 

hydrology, meteorology, ecology, oceanography, civil, agricultural, survey and 

environmental engineering. In the first round, a pre-elaborated form (brainstorming 

criteria) was presented to the general experts for the initial brainstorm. It was based 

on the study area physical features, hydrological modelling parameters available and 

a previous literature review: Fernandez & Lutz (2010), Karakis et al (2015), Lawal et 

al. (2010), Ouma & Tateishi (2014), Shahapure et al. (2011), Tehrany et al. (2014), 

and Yahaya (2008). Additional criteria were suggested, while others were considered 

insignificant and asked by the experts to be removed. The interviewer used a guided 

sequence of questions for each criterion (with “how” and “why” questions), according 

to Gregory & Keeney (2002). 

An aggregated cognitive map was prepared with all the discussed criteria and 

presented to the experts in the 2nd round. Between the 1st and the 2nd rounds, all the 

criteria were analysed based on the key features defined by Keeney (1992) and on 

the constraints of the study. The analysis was presented to each expert in the 2nd 

round in order to achieve a consensual outcome. Furthermore, they attributed scores 

from 1 to 10, according to the likelihood of each criterion to affect the flood 

susceptibility as given in Table 6.5. 

Table 6.5 Importance level attributed by the general experts to the criteria. 

Score 1 2 3 4 5 6 7 8 9 10 
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Between the 2nd and 3rd rounds, the criteria scores were statistically treated. The 

mean and quartile (Q1 and Q3) values were calculated, in order to measure the 

variation of each scored criterion. All the outliers out of the quartile ranges were 

removed, according to the Delphi method approach. The 3rd round was in a DM 

conference, attended by five hydrology experts. Part I was an initial discussion about 
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the concepts of the previously selected criteria, and then each expert wrote 

anonymous criteria scores based on those previously shown in Table 6.5. The scores 

were collected and immediately computed to achieve the final mean values per 

criterion. In part II, the final results were presented to the hydrology experts. 

6.5.2.2 Criteria weight ranking:  AHP 

After the attribution of scores by the experts, the mean value was used to assess the 

behaviour of the data set. The AHP extended approach of Zuffo (2011) was then 

applied. The root square judgement scale (Harker and Vargas 1987) was applied 

based on the prior dispersion analysis of the data set. Later, the linear judgement 

scale (Saaty 1977) was also used for comparison purposes in order to evaluate the 

consistency sensitivity and the variation of priority-value allocation among the criteria. 

The traditional AHP approach was then used. The pairwise judgement matrix was 

initially normalised. Then the vector matrix was found and also normalised, resulting 

in the weight vector matrix. Furthermore, the matrix highest eigenvalue was derived, 

and the consistency index and ratio could be determined. A final sensitivity analysis 

was carried out by increasing and decreasing the most dominant criterion. This 

procedure was essential to evaluate the coherence of the model towards the 

hierarchy order and weight vector. 

6.6  Results and discussion 

6.6.1 Criteria selection 

The objective of the survey was to explore and select criteria that affects the flood 

susceptibility in the study area. Floods frequently occur in the region, showing the 

natural vulnerability of the study plains to this phenomenon. Thus, the questions 

raised with the experts were: What criteria mostly affect the flood occurrence in the 

study area? How intense is the effect of each criterion? 

The constraints of the study were that the criteria had to be physically related, or 

originated by hydrological phenomena. In addition, the data had to be available or 
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feasible to estimate. The brainstorming criteria was also brought up for discussion 

with the experts, who suggested the addition of new ones (refer to table A1 in the 

appendix). Finally, after interviewing all the available experts, the cognitive map of 

the aggregated criteria was drawn (Figure 6.4), enabling the evaluation of the key 

features of Keeney (1992) and if the criteria were conclusive to be considered in the 

current study.  

 

 

 

 

 

 

 

 



118 
 

 

 

 

 

Figure 6.4 Cognitive map of the aggregated criteria discussed with the experts in the 1st round. 
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In the 2nd round, the aggregated cognitive map was presented to the experts. All the 

important concepts about each one of the criteria and the evaluation of the key 

features (Keeney 1992) were taken into consideration. The means to achieve the 

criteria were also approached. Then the final decision was made and the criteria 

were selected. The concepts and evaluation of the categorised criteria are presented 

in Table 6.6. 

Table 6.6 Evaluation of the criteria deliberated in the 2nd round. 
 

Criteria Concepts raised in the survey Evaluation 

CN 

It is a variable used in hydrological 

modelling, that associates the land use 

and land cover (LULC) changes, the 

soil type and its infiltration conditions. 

Sartori et al. (2009) proposed a 

methodology to achieve the CN based 

on Brazilian types of soils and the 

underground water level. 

This criterion was considered appropriate to 

be used in the study. The LULC and HSG 

raster maps are achievable input data. In the 

study area, some samples of a geological 

underground water survey (Waterloo Brazil 

Environmental Consulting 2009) might also 

be used to infer the hydrological soil 

behaviour. 

Drainage 

density  

(Dd) 

According to Pallard et al. (2009), the 

Dd affects the concentration time and 

thus, the peak flow, as the flow velocity 

is increased in the river network. 

This criterion was judged appropriate to be 

used in the study. It might be achieved 

through the river network of São Paulo 

(2010). 

Elevation 

Low lying areas, where the DEM cells 

have lower elevation, are naturally 

susceptible to flow accumulation (Ouma 

& Tateishi 2014). In coastal areas, 

these areas are also more affected by 

the high tide (Shahapure et al. 2011). 

This criterion was considered appropriate to 

be used in the study. It might be achieved 

through a Digital Elevation Model (DEM), 

which is available for the study area. 

Flow length 

It is the distance of the flow from any 

point of the basin to the outlet. The lag 

time of the basin is represented by the 

division of the flow length by the flow 

velocity, which is regarding to the 

contribution of the basin towards the 

outlet. 

This criterion is not appropriate as it is not 

decomposable from the slope. In GIS, the 

equivalent flow length is calculated in a 

similar way to the slope of a segment. It is 

not operational and not concise either, as the 

value depends on the selected segment. 

Moreover, it should not be used in the study. 
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Table 6.6 (Continued) Evaluation of the criteria deliberated in the 2nd round. 

Criteria Concepts raised in the survey Evaluation 

Peak  flow 

(upstream) 

The peak flow is related to the 

occurrence of rainfalls. The level of 

water in rivers rises when there are 

heavy rainfalls. 

It is not decomposable from the rainfall or 

operational. As the basin is ungauged, there 

is no representative data available. So, this 

element should not be used in the study. 

Presence of 

highways 

It refers to the presence of highways 

and how it affects the drainage system 

in the surrounding area. 

This is a redundant criterion, as it is achieved 

by the use of a LULC map. It is not 

operational either. As there is no micro or 

macro drainage plan for the area yet, nothing 

can be inferred about the drainage. Thus, it 

should not be used in the study. 

Presence of 

riparian forests 

It refers to the presence of riparian 

forest (vegetation situated on the banks 

of a river) and how it affects the 

discharge, roughness and infiltration 

alongside the rivers. 

This is a redundant criterion, as it is achieved 

by the use of a LULC map. The same area is 

classified and converted to a CN value, 

which takes into consideration the soil 

infiltration of the respective LULC class. 

Moreover, it should not be used in the study 

Presence of 

wetlands 

It refer to the areas where there is a 

natural flow accumulation, especially in 

the rainy season. 

This is a redundant element, as it is achieved 

by the use of a LULC map. The same area is 

classified and converted to a CN value, 

which takes into consideration the soil 

infiltration of the respective LULC class. 

Thus, it was judged inappropriate for the 

study. 

Slope 

It influences in the direction and the 

total area available for the surface 

runoff. It contributes essentially to the 

duration of the surface flow, infiltration 

and subsurface flow (Ouma & Tateishi 

2014). 

Appropriate to be used in the study. It might 

be achieved through geoprocessing 

techniques applied to a DEM, which is 

available for the study area. 

Rainfall 

Heavy rainfalls are the triggering cause 

of floods. As the study plains are 

surrounded by high and steep 

mountains, it is also affected by 

orographic rain. 

This criterion is appropriate to be used in the 

study. Data is available from rain gauges 

distributed around the basin. Thus, 

geoprocessing and spatial analysis will be 

necessary for the rainfall interpolation. 
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Table 6.6 (Continued) Evaluation of the criteria deliberated in the 2nd round. 

Criteria Concepts raised in the survey Evaluation 

tide level 

The plains of the study area are in a 

coastal low lying region. This criteria 

refers to how tide level could affect the 

flow in the river network. 

There is no data recorded in field regarding 

how different the dispersion of the tide is 

throughout the plains. Thus, this element is not 

operational, and not measurable (as there are 

no available data). Thus, it may not be applied 

in the study. 

time of 

concentration 

It is the average time need for the water 

to flow towards the outlet of the basin. 

The calculation might use different 

equations, which mostly use the slope 

and area as input variables. The 

equation is chosen based the LULC 

and area. 

The element is not decomposable from the 

slope. It is not concise, because If the sub-

basins are divided into smaller portions, other 

equations have to be applied, providing 

different results. Therefore, it is inappropriate 

to be used in the study. 

underground 

water level 

It refers to the natural infiltration 

condition of the soil. When the 

saturation level is high, the infiltration is 

decreased. 

There is no representative data available. As it 

is not achievable for the time being, it was 

considered not measurable, and judged as 

inappropriate for the study. 

 

6.6.2 Score attribution 

After achieving a consensual outcome regarding the criteria that should be removed, 

the general experts scored the selected criteria (refer to Table A2 in the appendix). 

Between the 2nd round and the 3rd round, the data was statistically analysed, 

according to the Delphi method. All the quartile outliers were removed. In the 3rd 

round, 5 hydrology experts took part of a DM conference. In part I, the aggregated 

cognitive map was presented and there was a consensual outcome about the 

appropriate criteria to be used. Then, each of the experts individually assigned the 

respective scores. 

The scores were collected and the statistical treatment was done before part II. 

There were no outliers among the scores given by the hydrology experts. Further, the 

final results were presented and approved (refer to Table A3 in the appendix). The 
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scores of the 2nd  and 3rd rounds, and the hierarchy variation among the criteria are 

shown in Table 6.7. 

Table 6.7 Criteria score and hierarchy in 2nd and 3rd rounds. 

Criteria 2
nd

 Round Hierarchy 3
rd

 Round Hierarchy 

CN 8.20 4 8.43 4 

Dd 8.87 1 8.80 2 

Elevation 8.67 2 8.88 1 

Rainfall 8.53 3 8.50 3 

Slope 8.20 4 8.36 5 

 

After the statistical treatment of the both rounds, the deviation between the most and 

least dominant importance levels slightly changed. In the 2nd round, the deviation was 

0.67 and in the 3rd round, it was 0.52. The criteria were constrained in the range 

between 8 and 9 (in a scale out of 10) in both rounds. This is one of the peculiarities 

of the Delphi method outcomes, to be in a limited range due to the removal of the 

quartile outliers. The variation of hierarchy was observed between the 2nd and 3rd 

most dominant criteria (elevation and Dd). Regarding the weakest ones, they were 

tied in the 4th position and then allocated in the 4th and 5th positions. 

6.6.3 Hierarchical process 

The first step after the score was attributed was to analyse the dispersion of the data, 

as shown in Figure 6.5. 
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Figure 6.5 Analysis of the dispersion among the criteria scores 

 

Even though the range was limited, there were two evident clusters. The first was 

with the two most dominant criteria and the other with the three least dominant ones. 

One of the features of the root square judgement scale (Harker & Vargas 1987) is 

that the weight allocation might be smoothly distributed in disperse data sets. Thus, 

this scale was the one used in the AHP. 

The extended AHP approach of Zuffo (2011) was carried out, generating the pairwise 

comparison matrix with the root square judgement scale. The further AHP steps were 

conducted up to the derivation of the normalised weight vector (refer to Table A4 in 

the Appendix).The same procedure was developed using the linear judgement scale 

(Saaty 1977) up to the consistency evaluation. The comparison results are presented 

in Table 6.8. 
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Table 6.8 Linear and root square judgement scales applied in the study. 

Criteria 

Criteria weight 

Linear Root Square 

Elevation 10.00 10.00 

Dd 7.42 7.72 

Rainfall 3.04 4.25 

CN 2.06 3.21 

Slope 1.39 2.45 

Consistency 

Evaluation 

CI 0.0503 0.0244 

CR 0.0449 0.0218 

 

The root square judgement scale showed more consistent results both for the CI and 

CR than the linear scale (as the CI and CR were less than 0.1 and closer to zero). 

The allocation of priority values was also smoother for the root square judgement 

scale. The discrepancy of values allocated to the 2nd most dominant criterion (Dd) 

was not high, but very significant comparing to the weakest criteria (Rainfall, CN and 

slope). Therefore, the selection of the root square judgement scale for the AHP of the 

study was corroborated. 

At last, the sensitivity analysis (SA) was carried out by the evaluation of two different 

scenarios: the increase of 10% and the decrease of 0.5% of the most dominant 

score. The decrease was of 0.5% as there was only a deviation of 1% between the 

1st and 2nd most dominant criteria. If more than 0.5% was deducted, the hierarchical 

change occur in the AHP. The results of the SA are shown in Table 6.9.  
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Table 6.9 The sensitivity analysis of the two different scenarios.  

Criteria 
Weight Vector 

(current scenario) 

Weight Vector 

(Elevation + 10%) 

Weight Vector 

(Elevation - 0.5%) 

Elevation 10.00 10.00 10.00 

Dd 7.72 5.14 8.72 

Rainfall 4.25 3.48 4.38 

CN 3.21 2.96 3.31 

Slope 2.45 2.57 2.53 

Consistency 

Evaluation 

CI 0.0244 0.0151 0.0213 

CR 0.0218 0.0135 0.0190 

 

In both scenarios, there was no change in the hierarchical order. As expected, the 

values of the 2nd most dominant criterion were modified, but a slight discrepancy 

occurred in the three least dominant criteria. The model was also consistent for the 

two different scenarios. 

6.7  Conclusion 

In the current study we presented the expert-based survey by the use of the Delphi 

method, which was enhanced by the cognitive map of the aggregated criteria and the 

evaluation of the key elements of Keeney (1992). The outcomes were consensual, 

and the common respondent bias that normally occurs in DM surveys could be 

avoided.  The judgement of all experts were statistically treated, resulting in a limited 

range of weights (8.36 to 8.88). Moreover, the use of the AHP extended approach of 

Zuffo (2011) was very effective to convert this restricted scale to a broad ratio of 

priority values. 

We proposed the use of the root square judgement scale (Harker & Vargas 1987), 

which provided a better consistency than the linear scale (Saaty 1977). The final 

criteria weights were also better distributed, especially for the three least dominant 

values. By the use of the linear scale, the criteria weights had a similar behaviour to 

the initial ones (assigned by the experts), which were split into two main clusters: one 
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with the two most dominant and the other with the three least dominant weights. 

Consequently, the root square judgement scale (Harker & Vargas 1987) enhanced 

the AHP outcomes of the study model.  

Lastly, the sensitivity analysis demonstrated the coherence of the weight vector. The 

simulation of different scenarios by the modification of the most dominant criteria only 

affected the final weights but not the hierarchy. The methodology proposed in the 

study was very useful to evaluate the consistency and the sensitivity of the model, 

providing reliable matrices and appropriate allocation of priority values. 

ACKNOWLEDGEMENTS 

We gratefully acknowledge UNICAMP and the Brazilian National Council for the 

Improvement of Higher Education (CAPES) for the study support, and the Australian 

Government for the Research Training Program (RTP) Fees Offset Scholarship at 

Swinburne University of Technology. We would also like to express our great 

appreciation to the experts for their contribution in the survey. 

REFERENCES 

Boulomytis, V. T. G., Alves, C. D., Zuffo, A. C., & Gireli, T. Z. (2015). How effective are the 

environmental planning tools towards the urbanization process of Juqueriquere river 

basin in Caraguatatuba, SP. Revista Brasileira de Gestao e Desenvolvimento 

Regional, 11(3), 31-55. 

Boulomytis, V. T. G., Zuffo, A. C., & Gireli, T. Z. (2017). Watershed spatial discretization for 

the analysis of land use change in coastal regions. Boletim de Ciencias 

Geodesicas, 23(1), 101-114. 

Dodd, F. J., & Donegan, H. A. (1995). Comparison of prioritization techniques using 

interhierarchy mappings. Journal of the Operational Research Society, 46(4), 492-

498. 

Fenicia, F., Savenije, H. H., Matgen, P., & Pfister, L. (2007). A comparison of alternative 

multiobjective calibration strategies for hydrological modelling. Water Resources 

Research, 43(3). 



127 
 

 

 

Fernandez, D. S., & Lutz, M. A. (2010). Urban flood hazard zoning in Tucumán Province, 

Argentina, using GIS and multicriteria decision analysis. Engineering Geology, 111(1), 

90-98. 

Ferretti, V. (2016). From stakeholders’ analysis to cognitive mapping and Multi-Attribute 

Value Theory: An integrated approach for policy support. European Journal of 

Operational Research, 253(2), 524-541. 

Franek, J., & Kresta, A. (2014). Judgement scales and consistency measure in 

AHP. Procedia Economics and Finance, 12, 164-173. 

Garcia-Melon, M., Gomez-Navarro, T., & Acuna-Dutra, S. (2012). A combined ANP-Delphi 

approach to evaluate sustainable tourism. Environmental Impact Assessment 

Review, 34, 41-50. 

Gregory, R. S., & Keeney, R. L. (2002). Making smarter environmental management 

decisions. Journal of the American Water Resources Association, 38(6), 1601-1612. 

Harker, P., Vargas, L. 1987. The Theory of Ratio Scale Estimation: Saaty's Analytic 

Hierarchy Process. Management Science. 33(11), 1383-1403. 

Horita, F. E., de Albuquerque, J. P., Degrossi, L. C., Mendiondo, E. M., & Ueyama, J. (2015). 

Development of a spatial decision support system for flood risk management in Brazil 

that combines volunteered geographic information with wireless sensor 

networks. Computers & Geosciences, 80, 84-94. 

Ishizaka, A., & Labib, A. (2011). Review of the main developments in the analytic hierarchy 

process. Expert Systems with Applications, 38(11), 14336-14345. 

Ishizaka, A., Balkenborg, D., & Kaplan, T. (2011). Does AHP help us make a choice? An 

experimental evaluation. Journal of the Operational Research Society, 62(10), 1801-

1812. 

Jonkman, S. N., & Dawson, R. J. (2012). Issues and Challenges in Flood Risk Management - 

Editorial for the Special Issue on Flood Risk Management. Water, 4(4), 785-792. 

Kain, J. H., & Soderberg, H. (2008). Management of complex knowledge in planning for 

sustainable development: the use of multi-criteria decision aids. Environmental Impact 

Assessment Review, 28(1), 7-21. 

Kazakis, N., Kougias, I., & Patsialis, T. (2015). Assessment of flood hazard areas at a 

regional scale using an index-based approach and Analytical Hierarchy Process: 



128 
 

 

 

Application in Rhodope–Evros region, Greece. Science of the Total Environment, 538, 

555-563. 

Keeney, R. L. (1992).Value-focused thinking: a path to creative decision-making. Cambridge: 

Harvard University Press. 

Keeney, R. L. (1996). Value-focused thinking: Identifying decision opportunities and creating 

alternatives. European Journal of Operational Research, 92(3), 537-549. 

Keeney, R. L. (2007). Developing objectives and attributes. In Edwards, R. F., Miles Jr., & 

Winterdfeldt, D. von. (Ed.), Advances in decision analysis. From foundations to 

applications. Cambridge: Cambridge University Press. 

Lawal, D. U., Matori, A. N., Hashim, A. M., Wan Yusof, K., & Chandio, I. A. (2012). Detecting 

flood susceptible areas using GIS-based analytic hierarchy process. 

Lootsma, F. (1989). Conflict Resolution via Pairwise Comparison of Concessions. European 

Journal of Operational Research, 40(1), 109-116. 

Ma, D., Zheng, X. (1991). 9/9-9/1 Scale Method of AHP. In 2nd Int. Symposium on AHP (v.1,). 

University of Pittsburgh: Pittsburgh, 197-202. 

Mendoza, G. A., & Prabhu, R. (2009). Evaluating multi-stakeholder perceptions of project 

impacts: a participatory value-based multi-criteria approach. International Journal of 

Sustainable Development & World Ecology, 16(3), 177-190. 

Ouma, Y. O., & Tateishi, R. (2014). Urban flood vulnerability and risk mapping using 

integrated multi-parametric AHP and GIS: methodological overview and case study 

assessment. Water, 6(6), 1515-1545. 

Pallard, B., Castellarin, A., & Montanari, A. (2009). A look at the links between drainage 

density and flood statistics. Hydrology and Earth System Sciences, 13(7), 1019-1029. 

Pombo, C. C. (2017). Há 50 anos: após tres dias ininterruptos de chuvas, Caraguatatuba 

sofreu pior tragedia de sua história. Folha de São Paulo. Retrieved 19 March 2017, 

from http://acervofolha.blogfolha.uol.com.br/2017/03/18/ha-50-anos-apos-tres-dias-

ininterruptos-de-chuvas-caraguatatuba-sofreu-pior-tragedia-de-sua-historia/ 

Qi, H., & Altinakar, M. S. (2011). GIS-based decision support system for dam break flood 

management under uncertainty with two-dimensional numerical simulations. Journal 

of Water Resources Planning and Management, 138(4), 334-341. 

http://acervofolha.blogfolha.uol.com.br/2017/03/18/ha-50-anos-apos-tres-dias-ininterruptos-de-chuvas-caraguatatuba-sofreu-pior-tragedia-de-sua-historia/
http://acervofolha.blogfolha.uol.com.br/2017/03/18/ha-50-anos-apos-tres-dias-ininterruptos-de-chuvas-caraguatatuba-sofreu-pior-tragedia-de-sua-historia/


129 
 

 

 

Runge, M. C., & Walshe, T. (2014). Identifying objectives and alternative actions to frame a 

decision problem. In Guntenspergen, G. R. (Ed.), Application of threshold concepts in 

natural resource decision making (pp. 29-43). New York: Springer. 

Saaty, T.L. (1977). A scaling method for priorities in hierarchical structures. Journal of 

Mathematical Psychology, 15(3), 234-281. 

Saaty, T.L. (1980). The Analytic Hierarchy Process. New York: McGraw-Hill. 

Salo, A., & Hamalainen, R. (1997). On the Measurement of Preference in the Analytic 

Hierarchy Process. Journal of Multi-Criteria Decision Analysis. 6(6), 309-319. 

São Paulo (2010). Water Resources Management Secretariat. The Northern Coastline of 

São Paulo Basin Committee (CBH-LN). Drainage map of Juqueriquere River basin 

(shape file). Caraguatatuba: CBH-LN, 2010. 

Sartori, A., Genovez, A. M., & Neto, F. L. (2009). Tentative Hydrologic Soil Classification for 

Tropical Soils. In Zhang, C., & Tang, H. (Ed.), Advances in Water Resources & 

Hydraulic Engineering - Proceedings of 16th IAHR-APD Congress and 3rd 

Symposium of IAHR-ISHS, Berlin: Springer. 

Shahapure, S. S., Eldho, T. I., & Rao, E. P. (2011). Flood simulation in an urban catchment 

of Navi Mumbai City with detention pond and tidal effects using FEM, GIS, and remote 

sensing. Journal of Waterway, Port, Coastal, and Ocean Engineering, 137(6), 286-

299. 

Shin, Y. B., Lee, S., Chun, S. G., & Chung, D. (2013). A critical review of popular multi-

criteria decision making methodologies. Issues in Information Systems, 14(1), 358-

365. 

Souza, C. R. de G. (2005). Suscetibilidade morfometrica de bacias de drenagem ao 

desenvolvimento de inundações em áreas costeiras. Revista Brasileira de 

Geomorfologia, 6(1), 45-61. 

Tehrany, M. S., Pradhan, B., & Jebur, M. N. (2014). Flood susceptibility mapping using a 

novel ensemble weights-of-evidence and support vector machine models in GIS. 

Journal of Hydrology, 512, 332-343. 

Terrados, J., Almonacid, G., & Perez-Higueras, P. (2009). Proposal for a combined 

methodology for renewable energy planning. Application to a Spanish 

region. Renewable and Sustainable Energy Reviews, 13(8), 2022-2030. 



130 
 

 

 

Waterloo Brazil Environmental Consulting (2009). Underground Water Assessment, 

Caraguatatuba/SP - PETROBRAS, Report 734.1871/09, II. 

Wright, J. T. C., & Giovinazzo, R. A. (2000). Delphi: uma ferramenta de apoio ao 

planejamento prospectivo. Caderno de Pesquisas em Administraçao, 1(12), 54-65. 

Yahaya, S., Ahmad, N., & Abdalla, R. F. (2010). Multicriteria analysis for flood vulnerable 

areas in Hadejia-Jama'are River basin, Nigeria. European Journal of Scientific 

Research, 42(1), 71-83. 

Zhang, L. (2010). Comparison of classical analytic hierarchy process (AHP) approach and 

fuzzy AHP approach in multiple-criteria decision making for commercial vehicle 

information systems and networks (CVISN) project. (Master’s thesis, University of 

Nebraska-Lincoln). 11. Retrieved 10 May 2017 from 

http://digitalcommons.unl.edu/imsediss/11 

Zuffo, A. C. (2011). Incorporaçao de Matemática Fuzzy em Metodos Multicriteriais para 

Descrever Criterios Subjetivos em Planejamento de Recursos Hídricos: Fuzzy-CP e 

Fuzzy-CGT. Revista Brasileira de Recursos Hídricos, 16(4), 29-40. 

 

 

 

 

 

 

 



131 
 

 

 

APPENDIX 

Table A1. Criteria selected by the experts in the 1st round of the survey. 

General Experts 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 votes % 

B
ra

in
s

to
rm

in
g

 c
ri

te
ri

a
 

CN x x x x x x x x x x x x x x x 15 100 

elevation x x x x x x x x x x x x x x x 15 100 

flow length - - - - x x x x x - - - - x - 6 40 

peak  flow (upstream) x x x - - - - x - - x x - - - 6 40 

presence of highways x x x x - - - - - - - - - - - 4 27 

presence of riparian 
forests 

x - x - - - - x x x x x - x x 9 60 

presence of wetlands x x x x - x - x x - x x - - x 10 67 

rainfall x x x x x x x x x x x x x x x 15 100 

slope x x x x - x x x x x x x x x x 14 93 

presence of riparian 
forests 

x - x - - - - x x x x x - x x 9 60 

tide level x x x x - x - x x x - - x x - 10 67 
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Table A1. (Continued) Criteria selected by the experts in the 1st round of the survey. 

General Experts 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 votes % 

S
u

g
g

e
s

te

d
 c

ri
te

ri
a
 

drainage density x - - x x x - x x x x x - x x 11 73 

time of concentration - - x - - - - - - - - - x - - 2 13 

 

Table A2. Attributed criteria in the 2nd round 

Criteria 

General Experts Statistical Analysis 

01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 mean Q1 Q3 

CN 10 9 8 8 9 7 10 8 8 8 7 9 7 8 7 8.20 7.5 9.0 

Dd 10 9 10 9 8 10 8 8 10 10 8 8 8 8 9 8.87 8.0 10.0 

Elevation 10 10 9 8 8 10 10 8 10 9 8 7 7 7 9 8.67 8.0 10.0 

Rainfall 10 8 9 8 8 9 10 8 8 8 8 9 9 8 8 8.53 8.0 9.0 

Slope 10 10 8 7 7 9 8 8 8 8 9 8 9 7 7 8.20 7.5 9.0 
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Table A3. Attributed criteria in the 3rd round 

Criteria 

General Experts Hydrology Experts Statistical Analysis 

01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 01 02 03 04 05 mean Q1 Q3 

CN  9 8 8 9   8 8 8  9  8  8 9 9 9 8 8.43 8.0 9.0 

Dd 10 9 10 9 8 10 8 8 10 10 8 8 8 8 9 8 10 9 8 8 8.80 8.0 10.0 

Elevation 10 10 9 8 8 10 10 8 10 9 8    9 8 8 9 9 8 8.88 8.0 10.0 

Rainfall  8 9 8 8 9  8 8 8 8 9 9 8 8 9 9 9 9 9 8.50 8.0 9.0 

Slope   8   9 8 8 8 8 9 8 9   8 9 9 8 8 8.36 8.0 9.0 
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Table A4. AHP matrices with the extended approach of Zuffo (2011) and the root 

square judgement scale (Harker & Vargas 1987) of the current scenario. 
A

H
P

 e
x
te

n
d

e
d

 a
p

p
ro

a
c
h

 o
f 

Z
u

ff
o

 (
2
0
1
1
) 

Criteria Elevation DD Rainfall CN Slope 

Weight 8.88 8.80 8.50 8.43 8.36 

Elevation 0.00 0.08 0.38 0.45 0.52 

Dd  0.00 0.30 0.37 0.44 

Rainfall   0.00 0.07 0.14 

CN    0.00 0.07 

Slope     0.00 

P
a
ir

w
is

e
 C

o
m

p
a
ri

s
o

n
 

M
a
tr

ix
 

Elevation 1.000 1.732 2.646 2.828 3.000 

Dd 0.577 1.000 2.450 2.646 2.828 

Rainfall 0.378 0.408 1.000 1.732 2.000 

CN 0.354 0.378 0.577 1.000 1.732 

Slope 0.333 0.354 0.500 0.577 1.000 

Total 2.642 3.872 7.173 8.784 10.561 

N
o

rm
a
li

s
a
ti

o
n

 

Elevation 0.378 0.447 0.369 0.322 0.284 

Dd 0.219 0.258 0.342 0.301 0.268 

Rainfall 0.143 0.105 0.139 0.197 0.189 

CN 0.134 0.098 0.080 0.114 0.164 

Slope 0.126 0.091 0.070 0.066 0.095 

E
ig

in
 V

e
c
to

r 

Criteria Mean Vector V Vector W λ 

λ
m

a
x
  
(a

v
e
ra

g
e
) 

Elevation 0.360 1.8528 10.00 5.1443 

Dd 0.277 1.4301 7.72 5.1542 

Rainfall 0.155 0.7877 4.25 5.0850 

CN 0.118 0.5947 3.21 5.0412 

Slope 0.090 0.4532 2.45 5.0628 5.0975 
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CHAPTER 7 

PARAMETERISATION OF THE MODELS 

Several parameters are necessary for the implementation of the hydrological model 

and the MCDA. Besides the assigned criteria, other input data characterise the 

physical conditions of the water courses, such as the Manning's roughness 

coefficients.  

The methodology adopted for the achievement or calculation of each parameter is 

presented in this chapter. Alternative approaches are used for the estimation of data 

when it is scarce or not representative. The chapter includes three papers, which 

respectively provide: the CN for the present and future scenarios; the Manning's 

roughness coefficients; and, the spatial and temporal distribution of the rainfall of the 

flood event (17-18 March 2013). 

7.1 Derivation of the CN variable 

The CN variable corresponds to one of the assigned criteria. In this paper, it was 

calculated for both scenarios by the integration of the Land Use and Land Cover 

(LULC) and the Hydrological Soil Groups (HSG), according to the methodology 

proposed by Sartori et al. (2009). 

 The article  "Analysis of the urbanisation effects on the increase of flood 

susceptibility in coastal areas" comprises all the methodological details of the CN 

attribution in the Juqueriquerê River basin. It was published at the Theoretical and 

Empirical Researches in Urban Management Journal, v. 11, n. 4, p. 30-45, in 2016. 

The published version is downloadable from <http://www.um.ase.ro/no114/3.pdf>. 

Different remote sensing techniques were used for the data processing. Additionally, 

there was a discussion about the representativeness of the CN variable for the 

evaluation of LULC changes in floodplains, where soil conditions are highly 

saturated.  
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OF FLOOD SUSCEPTIBILITY IN COASTAL AREAS 
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ABSTRACT 

The unplanned urbanisation causes severe environmental, economic and social 

impacts to a region and its surroundings. Without providing adequate infrastructure, 

peri-urban areas might turn into dispersing and disorganised urban sprawls. The 

concept of sustainability already confirms the need of integrated urban and water 

resources management. For that, policymakers and planners need to be aware of the 

impacts caused by land use and land cover changes while urbanising a region. 

Remote sensing techniques and GIS frameworks provide tools to process and 

achieve data in a less expensive, time-efficient and accurate way. In addition, 

hydrological models simulate the effects of different land use change scenarios on 

the basin runoff or discharge. For such assessment, the runoff curve number method 

is widely used due to requiring a few parameters, such as land use and land cover 

classes and hydrological soil groups. However, for the determination of hydrological 

soil groups, the saturated hydraulic conductivity data is not always available in 

weathered soils like the ones located in Brazil. In the study, the method used for the 

hydrological soil group acquisition was based on the local physical and mineralogical 

properties, more suitable for the regional conditions and available data.  
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This paper presents the final assessment results showing the most flood-susceptible 

areas of Juqueriquere River Basin due to land use and land cover changes predicted  

by the City Master Plan development. 

Keywords: Land use and land cover changes, urbanisation, flood susceptibility, 

Curve Number, GIS. 

7.1.1   Introduction 

Urban expansions are modifications to the rural/natural areas as a result of the 

population growth and infrastructure development (Palen 1975). It causes direct and 

indirect impacts to the area and its surroundings, such as vegetation destruction, 

floods and climate change (Grimm et al. 2008, Ramachandra et al. 2013, Boulomytis 

et al 2015). The dynamics of the urban-rural transition area is associated with the 

pressure it suffers from the urban development and the way it stimulates real estate 

speculation (Quevedo Neto & Lombardo 2006).  

For the appropriate urban planning and development of an area, it is necessary to 

predetermine its potential land use and land cover  (LULC) changes in a spatial-

temporal scale (Patel & Rawat 2015, and Ilchenko & Lisogor 2016). When the 

urbanisation process is unplanned,  a dispersive growth in peri-urban areas may 

occur, which is usually called urban sprawl. It leads to a higher use of land without 

the necessary amenities, making it a disordered conglomeration (Sudhira et al. 2004, 

and Ramachandra et al. 2013). 

Remote sensing techniques and GIS frameworks are extensively being used for 

urban assessment as they provide appropriate tools to store, process and analyse 

digital data from different sources in spatial-temporal bases (Boulomytis et al. 2015, 

and Ilchenko & Lisogor 2016). Reliable data with diverse spatial, spectral and 

temporal resolutions are economically provided to the city planners to qualify and 

quantify impacts of LULC changes for city planners (Jensen & Cowen 1999, and 

Ramachandra et al. 2013). Customised internet-based GIS systems have also 

become popular for the low budget expenses and friendly frameworks and 

sometimes, not having to be installed but just operated online (Masron et al. 2015). 
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Water resources management and urban planning are entirely correlated (Ioris et al. 

2008, and Wang et al. 2008). The sustainable development of a region depends on 

its integrated water management through suitable policy-making and planning 

strategies (Simonovic 1996, and Boulomytis et al. 2015). These strategies are often 

not fruitful when there is a lack of reliable information about qualitative and 

quantitative aspects of water resources. Hydrological and hydraulic modelling are 

being used for data achievement and also for the prediction of different land use and 

climate change scenarios (Fohrer et al. 2001, Krysanova et al. 2005, and Wang et al. 

2008). 

The Runoff Curve Number (CN) method has been widely used in hydrological 

models due to the very few parameters necessary for its determination (Arnold & 

Williams 1995). It estimates runoff from rainstorms with the association of Hydrologic 

Soil Groups (HSG) and LULC types, and varies from 1 to 100 (the most impervious 

condition). 

The HSGs are classified from the lowest (type A) to the highest (type D) runoff 

potentiality. The CN is determined using the normal or average Antecedent Runoff 

Condition (ARC II) (previously referred as Antecedent Moisture Condition - AMC). It 

is based on the accumulated rainfall of the previous 5 days and can be converted to 

the dry (ARC I) or wet condition (ARC III) (United States Department of Agriculture - 

USDA 1986) as presented in Table 7.1.1. 

Table 7.1.1 Rainfall groups for Antecedent Runoff Condition (ARC). 

ARC 

Total of 5-day accumulated rainfall (mm) 

Growing Season Dormant Season 

I (dry) < 35 < 12 

II (average) 35 to 53 12 to 28 

III (wet) > 53 > 28 

Where:              
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The CN method was developed by the US Soil Conservation Service in the 50s (Soil 

Conservation Service – SCS 1964) based on the soil texture. However, it did not 

specify objective criteria, mainly the application outside the USA. The saturated 

hydraulic conductivity was then included in the revised edition (Natural Resources 

Conservation Service - NRCS 2007), making it a less subjective approach; but still, 

these data are expensive and time-consuming and because of this, they are not 

frequently available in many countries like Brazil. which have highly weathered soils 

(Sartori et al. 2009). Sartori et al. (2009) proposed a method based on the physical 

and mineralogical properties published in the Brazilian Soil Survey Manual (Brazilian 

Agricultural Research Corporation - EMBRAPA 2006) to create new HSG. By the use 

of this approach after determining the HSG (Sartori et al. 2009) and the LULC types, 

the CN values can be calculated or determined by the USDA (1986) tables. 

This paper presents determinations of CN values for the comparison between the 

present and future LULC scenarios and predicts the impact caused by LULC 

changes towards the increase in flood susceptibility. 

7.1.2   Study area 

The study area is Juqueriquere River Basin, in the municipality of Caraguatatuba, 

located along the northern coastline of São Paulo, Brazil, lies between latitudes 23o 

33’S and 23o 49’S and longitudes 45o 43’W and 45o 24’W (Figure 7.1.1). 
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Figure 7.1.1 Study Area. Source: Adapted from Boulomytis et al. (2017). 

The weather is tropical and rainy, with an undefined dry season and heavy rainfall in 

the summer (average annual temperature of 25o C and precipitation of 1,784 mm). 

Between Serra do Mar Mountains and the ocean, it is influenced by high tide and at 

the same time, one of the rainiest areas of Brazil, contributing to the occurrences of 

frequent floods. When air reaches near the hill slopes, it also experiences a higher 

amount of orographic precipitation. 

Juqueriquere River Basin exhibits the largest non-urbanised plains among the 34 

basins. Its area and length are 419.36 km² and 135.25 km respectively, with the most 

representative discharge from all the basins, corresponding to 2.79 m³/s. It is also the 

only basin in the 7th Strahler order, with a minimum 3rd order restriction to flood and 

inundations and a morphometric susceptibility to floods (Souza 2005). 

In this region, several mega projects have been  implemented in the last decade 

concerning the petrol exploration, São Sebastiao Port Expansion and Tamoios 

driveway complex. Among the petrol exploration projects, the plant of UTGCA (Gas 

Treatment Unit of Caraguatatuba) has already been built in the plains of 

Juqueriquere River Basin. 
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7.1.3  Material and methods 

For the determination of the CN parameter, each methodological step used is 

outlined in Figure 7.1.2, including the hydrologic soil group approach and the LULC 

data processing of the present and future scenarios, based on the City Master Plan 

of Caraguatatuba Municipality (Caraguatatuba  City Council - CCC 2011). 

 

Figure 7.1.2  Flowchart of the CN attribution for both scenarios. 
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The hydrologic soil group was classified according to the criteria proposed by Sartori 

(2010) (Figure 2, part 1), taking into consideration the soil classification of the study 

area (EMBRAPA 2006) shown in Figure 7.1.3.  

 

Figure 7.1.3 Soil classification map of the study area. 

Some geotechnical survey sampling data of water table levels (Brazilian Petrol - 

PETROBRAS 2007, and Waterloo Brazil Environmental Consulting - WBEC 2009) 

were also used for the consideration of inference on the HSG (Sartori et al. 2009). 

The samples were located at the UTGCA, between the Camburu and the Pau d'Alho 

rivers, and along the stretch of the tunnel which will be constructed between the 

UTGCA and the São Sebastião Port. 

All the map crossing procedures were done at the GIS software SPRING v. 5.1.8 

(Camara et al. 1996) for the acquisition of the hydrologic soil group thematic map. 

For the present LULC assessment, we used the following imagery: 1) the high-

resolution GeoEye image (datum UTM/SAD69, zone 23S, achieved on 30/04/2010) 
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for the urban and semi-urban plains; 2) the Landsat 7 ETM+ image (orbit 218, point 

76, achieved on 01/10/2012) for the mountainous areas. This procedure was 

necessary as the high-resolution image covered only part of the study area. 

The GeoEye image was segmented and classified using the GIS software SPRING 

v. 5.1.8 (Camara et al. 1996). We used the growing regions technique for the image 

segmentation with a similarity level of 5 pixels and the minimum area comprised 30 

pixels. At least 20 samples were selected for each class in the training step and later 

analysed. After the extraction of regions, the image was classified by the use of 

Bhattacharyya distance (Bhattacharyya 1943), widely applied for pattern recognition, 

within an acceptance threshold of 95%. A thematic map was generated featuring the 

2010 LULC of the urban and semi-urban areas (plains). 

For the generation of the 2013 LULC thematic map, all classes obtained at the 2010 

map were updated. This procedure was done using the Google Earth imagery and 

visual interpretation. We overlaid the Google Earth image with the 2010 LULC map in 

a regular grid of 200 m, to facilitate the visual scanning and the assessment of LULC 

changes between 2010 and 2013.While updating the land use classification, the ARC 

of both 2010 and the 2013 images were compared and evaluated for the proper 

visual interpretation of the area. 

For the segmentation of the Landsat 7 ETM+ image, the similarity level was 5 pixels 

and the minimum area comprised 100 pixels, due to the homogeneity of the land 

cover in the conservation areas of Serra do Mar Mountains.The statistical analysis for 

both the GeoEye and the Landsat 7 ETM+  imagery classification was done based on 

a confusion matrix and the kappa index (Congalton & Green 2009). Then, the 

achieved thematic maps were integrated using a standard mosaic GIS procedure, 

comprising both mountainous regions and plains (semi-urban areas). 

For the future scenario (Figure 2, part 1B), the City Master Plan of Caraguatatuba 

Municipality (CCC 2011) was imported, registered and digitalized using vector editing 

tools at the GIS software SPRING v. 5.1.8 (Camara et al. 1996). The LULC features 

of each zone were analysed and assembled for the further attribution of the CN 

values. 
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For the attribution of the CN values (USDA 1986), the procedure was similar to both 

the current and the future scenarios (Figure 2, part 3). The map of the hydrologic soil 

group was integrated into the maps of LULC and discretised subbasins. The mean 

CN values were calculated and weighed according to the percentage of each LULC 

type in the subbasin area. The CN value was first evaluated taking into account the  

ARC II but was later converted to the wet condition (ARCIII) based on the 

accumulated rainfall of the previous 5 days. This third step was processed by the GIS 

software ArcGis v.10 (Environmental Systems Research Institute - ESRI 2011). 

Finally, the CN value achieved in each subbasin was compared between the present 

and the future scenarios in order to evaluate the effects of the urbanisation process 

on the increase in flood susceptibility of the study area. 

7.1.4   Results and discussion 

7.1.4.1 Hydrologic Soil Group Classification 

The hydrologic soil group classification was based on (Sartori et al. 2009) approach, 

taking into consideration the weathered soils of Brazil and also their main hydraulic 

properties, such as the saturated hydraulic conductivity, which is not always 

available. The criteria proposed by (Sartori et al. 2009) is mainly based on soil 

texture, the presence of iron oxide, the level of the water table and restrictive layer.  

The sampling data extends from the JQR_1 to the PRQ_1 subbasins along the 

tunnel site (PETROBRAS 2007) and are also located in the PDL_5 subbasin, at the 

UTGCA (WBEC 2009).  

Along the tunnel site, there are 24 sample locations (ST-06 to ST-30). The water 

table levels found in the floodplains varied from 30 cm (ST-08) to 125 cm (ST-06).  

At the UTGCA, 20 sample results were provided and the water table levels varied 

from 30 cm (PM-02) and 400 cm (PM-18). According to WBEC (2009), at the 

UTGCA, the area had been landfilled with layers comprising similar soils to the 

original ones. This probably occurred due to the mineral extraction alongside the 
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Camburu River that used to be in the same location, and recently it occurs near 1 km 

upstream. 

The pedological information (EMBRAPA 2006) and geotechnical survey sampling 

data of the water table levels (PETROBRAS 2007, and WBEC 2009) provided the 

relevant physical properties for the hydrological group acquisition, described in Table 

7.1.2. 

Table 7.1.2 Physical properties for the HSG acquisition. 

Soil Relevant physical properties of the study area soil HSG 

Ferralsol 

Moderate restrictive layer between 50 and 100 cm; medium 

clayey or very clayey texture; highly weathered soil; medium 

to low presence of iron oxide. 

B 

Cambisol 
No restrictive layer; medium or clayey texture with incipient 

Horizon B. 
B 

Podzol 

Water table lower than 100cm for a short period of the year 

or permanently; saturated for a few days during the rainy 

season. 

D 

 

Nevertheless, the survey samples showed that the water table levels were shallower 

than 50 cm in the floodplains, providing the necessary data for the hydrological soil 

group acquisition of the Podzols, according to (Sartori et al. 2009).  

7.1.4.2  Imagery classification for the present LULC scenario 

For the present scenario, the LULC comprised the following thematic classes: water, 

agriculture, forest, pasture, bare soil, urban. The classes were designated taking into 

consideration their further CN attribution. 

For updating the GeoEye image (achieved on 22/02/2010), the Google Earth imagery 

was composed of two scenes (achieved on 08/01/2013 and 03/03/2013), with the 

antecedent runoff conditions shown in Table 7.1.3.  
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Table 7.1.3 ARC of the study area when the imagery was achieved. 

Imagery 
Acquisition 

Date 

Accumulated 

Rainfall (5 Days) 
ARC 

GeoEye 22/02/2010 40 II 

Google Earth (scene 1) 08/01/2013 33 I 

Google Earth (scene 2) 03/03/2013 0 I 

 

Due to a higher precipitation volume in the previous 5 days, some water ponds could 

be detected at the high-resolution GeoEye image, but could not be detected in the 

Google Earth images. As they were located in frequently flooded areas (Boulomytis 

et al. 2017), the water class was not modified after the visual interpretation evaluation 

process. 

At the mineral extraction sites, the bare soils vary daily, so the classification remained 

the same and was not modified when compared with the Google Earth images. 

The urban class was attributed to all the bare soil, agriculture and pasture classes 

that were classified as urban on the 2013 Google Earth images. Some bare soils in 

the 2010 images were classified as pasture in the 2013 Google images, as 

vegetation had been recovered in specific areas. 

The average accuracy of the imagery classification was 82.50% and the kappa index 

was 0.78 (Table 7.1.4). 
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Table 7.1.4 Confusion matrix and kappa index for the accuracy evaluation. 

Classes  

(LULC Map) 

Classes (Reference Map) Kappa 

Index WAT AGR FOR PTR BSL URB Total 

Water  WAT 3 0 0 0 0 0 3 1.0000 

Agriculture AGR 0 6 0 1 1 0 8 0.7345 

Forest FOR 3 0 27 1 0 0 31 0.8280 

Pasture PTR 0 1 2 27 2 1 33 0.7576 

Bare Soil BSL 2 0 1 1 26 1 31 0.7825 

Urban URB 2 0 0 0 2 10 14 0.6825 

Total 10 7 30 30 31 12 120 0.7763 

 

According to Landis & Koch (1977), the quality of the classification process is 

considered very good when the kappa value is between 0.60 and 0.80 range. The 

LULC map for the present scenario is shown in Figure 7.1.4. 
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Figure 7.1.4 LULC classification map of the present scenario. 

7.1.4.3   City Master Plan evaluation for the future LULC scenario 

For the future scenario, we evaluated the City Master Plan of Caraguatatuba 

Municipality (CCC 2011) and assembled its zones into different clusters taking into 

account their association with the classes of the present scenario LULC map and the 

further attribution of the CN value (Figure 7.1.5). 
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Figure 7.1.5 LULC classification map of the future scenario. 

The criteria established for this zone assembly was based on the USDA (1986) CN 

LULC patterns and the zone functionality predicted by the CCC (2011). The steps 

and sequence of this approach are listed as follows. 

 At the Permanent Protection Zone (ZPP), there will be less LULC change, 

as it is located at Serra do Mar State Park and protected by law. Nothing 

has been mentioned at the CCC (2011) about urbanising this area. Thus, 

in this zone, it was assigned the same CN of the present scenario as 

forest class. 

 At the Touristic Ecological Zone (ZTE), the most critical land use was 

taken into account. It is regarding the residential zone (RU3) or the flat 

condominium (RMH2) with parcels of land of 5,000 m², and 20% of them 
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with construction sites or impervious areas. This percentage was used for 

the attribution of CN. 

 At the Buffer Zone (ZA), the most critical condition was the straight row 

crops (agriculture class), increasing runoff and erosion towards the river. 

 At the Environmental Protection Zone (ZPA), the woods might be 

protected from grazing, and the soil covered by litter and brush. 

 The Logistic and Industrial Zone (ZLI), Urban Support Zone (ZSU), 

Industrial Strategy for the Proper Use of Petrol and Gas (ZIEPG), Mix 

Vertical Zone (ZMV-9) and Urban Expansion Zone (ZEU) were assembled 

to the ZEU+ cluster. The most critical scenario took into account the land 

use of industries and large companies. The calculated CN was based on 

the impervious area of 80%, which is predicted by the CCC (2011). 

 At the Mix Vertical Zone (ZMV4) the most critical condition is 70% of the 

area being impervious. 

 The ROD class was attributed to all driveways as prescribed by the CCC 

(2011). 

7.1.4.4  CN value attribution 

The CN values were attributed both for the HSG B and D (of all classes) in the 

present and future scenarios (Table 7.1.5). The average CN was calculated for each 

subbasin. They were originally obtained for the ARC II and converted to the ARC III, 

for further studies (i.e. hydrological modelling) using the most critical condition for 

flooding (Table 7.1.6). 
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Table 7.1.5 Attributed CN values for the present and future LULC scenarios. 

Present 

Scenario 

LULCClasses 

CN 
Future Scenario 

LULC Classes 

CN 

HSG B HSG D HSG B HSG D 

   AGU 98 98 

WAT 98 98 ZA 81 91 

AGR 78 89 ZEU+ 87 93 

FOR 55 77 ZMV4 78 88 

PTR 69 84 ZPA 73 86 

BSL 82 89 ZPP 55 77 

URB 86 94 ZTE 68 84 

   ROD 98 98 

 

Table 7.1.6 Average CN values of each subbasin in the present and future LULC 

scenarios. 

Subbasin 

ARC II ARC III 

Present  

LULC Scenario 

Future 

LULC Scenario 

Present  

LULC Scenario 

Future 

LULC Scenario 

CBR_1 55.41 55.46 74.08 74.11 

CBR_2 72.92 78.63 86.10 89.43 

JQR_1 75.02 83.26 87.35 91.96 

PDL_1 55.89 56.82 74.45 75.16 

PDL_2 55.16 55.67 73.89 74.28 

PDL_3 56.00 58.21 74.54 76.21 

PDL_4 60.76 64.67 78.08 80.80 

PDL_5 79.02 86.12 89.65 93.45 

PRQ_1 70.23 79.09 84.44 89.69 

PRS_1 58.13 59.98 76.15 77.51 

RCL_1 55.26 55.33 73.96 74.02 
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The CN values increased in all the subbasins for the future scenario, except CBR_1 

and RCL_1, where there will be no urbanisation process according to the CCC 

(2011)  (Figure 7.1.6). 

 

Figure 7.1.6 CN variation between the present and the future  LULC scenarios. 

The increase of the CN value in each subbasin implies that less water will infiltrate 

through the land surface, and subsequently more runoff over the surface (Hsu et al. 

2000, Shuster et al. 2005). At the study area, the most significant changes are 

predicted to occur on the floodplains at the following subbasins: CBR_2, JQR_1, 

PDL_5 and PRQ_1. 

For the PRQ_1 subbasin, the CN value shows the largest percent increase of 12.6% 

under the future scenario. It was predicted that this subbasin will host several 

significant industrial developments. An expansion of the ZPA area could be done to 

increase the vegetation cover and thus, infiltration, reducing the potential increase in 

CN value. Additionally, alternative permeable paving materials could be used for an 

efficient drainage of the industrial and urban areas (Ball & Rankin 2010, and Imran et 

al. 2013). When traditional paving is used, the CN value is 98 for the HSG of D class 

(USDA 1986), which is the case for the PRQ_1 subbasin. 

In the JQR_1subbasin, the percent increase of the predicted CN value is 11.0%. The 

same land use entities of PRQ_1 subbasin are assigned to the JQR_1subbasin but 

on a larger scale. JQR_1 is the largest subbasin, comprising the most susceptible 

area to floods. Nonetheless, the drainage design should include permeable paving 

materials to the roads, parking lots and patios. 
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The UTGCA is located at the PDL_5 subbasin. In the future, the area will also be 

used for the industrial strategy of petrol and gas, similar to the CBR_2 subbasin, with 

an additional potentiality for the logistic development. Even though there are two 

water courses draining this area, Pau d'Alho and Camburu Rivers, the slope is mild. 

Runoff over the land brings sediments to the rivers. Significant amounts of sediments 

deposit on the river bed, reducing the effective flow area and eventually causing 

floods in the rainy season. This is a frequent problem in the JQR_1 subbasin, 

downstream of Claro River, between Pirassununga and upstream of  Claro Rivers. 

Thus, this area needs control measures towards effective drainage and flood 

protection systems (Barros et al. 2008, and Neal et al. 2012). 

7.1.5   Conclusion 

A composition of high and medium spatial resolution imagery resulted in a very good 

classification and acquisition of the present land use scenario map. Part of the 

validation process used free online imagery, proving that remote internet-based GIS 

systems may provide reliable results, where not all the data are available. 

Sartori et al. (2009) approach was also found to be suitable for the acquisition of the 

HGSs, as it took into account the local and available physical and mineralogical 

properties. Without  using this approach  it would  not possible to present appropriate 

results, mainly in the floodplains, where water table levels  had a crucial role in the 

decision-making process. 

The CN method could forecast the most critical floodplains affected by the future land 

use changes scenario. However, as an average CN value was calculated per 

subbasin, it was not possible to predict particularly impacted areas inside these 

clusters. Thus, for more expressive impact agents, such as the driveway construction 

or large company parking and paving, it is recommended that subbasins are further 

subdivided into smaller clusters, according to the specific land use type of the agent 

itself. The traditional runoff  CN method could not reflect more expressive variations 

in the most impacted subbasins where there was saturated land when comparing the 
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present and future land use scenarios.  Hence, other criteria should also be used in 

association with the CN value, to provide more realistic hydrological simulations. 

Nonetheless, as the Juqueriquere River basin is already susceptible to floods, it is 

mandatory to plan the urbanisation process of the plains in integration with the proper 

water resources management, to ascertain a sustainable development and avoid 

environmental, economic and social vulnerability of the region. 
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7.2  Acquisition of Manning's roughness coefficients 

 

The Manning's roughness coefficients were necessary input parameters for the 

hydrological modelling, but were not available for Juqueriquerê river basin. Achieving 

these data was a challenging task as the basin had not been continuously gauged, 

with scarce or non-representative data. 

This section is about the estimation and calibration of Manning's roughness 

coefficients for three cross-sections, at Areeiro, Camburu and Claro gauging stations. 

The initial estimation was based on observational data. From field campaigns, 

discharge flows were measured, and stage-discharge rating curves were plotted. The 

calibration was done at HEC-RAS model, using a trial an error approach. 

The methodology is described throughout the manuscript "Estimation and calibration 

of Manning’s roughness coefficients for ungauged watersheds on coastal 

floodplains", which was published at the International Journal of River Basin 

Management, v. 15, n.2, p.199-206, in 2017. The published version is downloadable 

from <http://www.tandfonline.com/doi/full/10.1080/15715124.2017.1298605>.  
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ESTIMATION AND CALIBRATION OF MANNING’S ROUGHNESS 

COEFFICIENTS FOR UNGAUGED WATERSHEDS ON COASTAL 

FLOODPLAINS 
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Monzur Alam Imteaz4 

ABSTRACT 

Knowledge of hydrodynamic behaviour is imperative for the water resource 

management and the sustainable development of basins. Hydraulic and hydrologic 

modelling are essential tools for the simulation of this behaviour. However, lack of 

basin assessment makes modelling input data scarce. This is the case for the 

Juqueriquere River basin, which comprises the major floodplains of the northern 

coastline of São Paulo State, Brazil. This region is susceptible to floods and is under 

pressure from real estate speculation, gas exploitation, and infrastructure 

development for port facilities. The purpose of this study was to estimate and 

calibrate Manning’s roughness coefficients of the Juqueriquere River basin, as they 

are mandatory data for hydraulic modelling. Manning’s n values were estimated 

according to Cowan (1956) based on the field observations. These data were 

inserted into the HEC-RAS model for the calibration of the roughness coefficients in a 

trial and error process.  
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The findings of this study proved that the estimation and calibration methods were 

efficient, with mean absolute deviations lower than 10% in the studied sections. 

Keywords: Coastal floodplains; basin assessment; roughness coefficient; Manning’s 

equation; HEC-RAS model. 

7.2.1  Introduction 

The hydrodynamics of a basin depends on its nature and design (Hin et al. 2008). 

Determining the discharge capacity of a river channel is a complex task, due to 

frequent variations of geometry and boundary roughness (Wohl 1998, Hin et al. 

2008, and Ballesteros et al. 2011), particularly in ungauged watersheds (Wang et al. 

2010). 

Stage-discharge rating curves have been widely used in river management for 

translating the river water level to discharge. This technique is based on several 

collections of stage-discharge data under different flow conditions for a particular 

river section. It depends on discrete time observations that represent the flow through 

the river cross-section under varying conditions (Taylor 2011, and Song et al. 2014). 

However, it is difficult to derive and utilise such a rating curve for unstable river cross-

section conditions (Wohl 1998, Leonard et al. 2000, and Ballesteros et al. 2011). 

Alternatively, Manning’s equation has been widely used to calculate the flow rate as 

a function of the hydraulic radius and longitudinal water surface slope, based on a 

single water level (Leonard et al. 2000, and Mirauda & Greco 2014). It is given by Eq. 

1 as follows: 

  
     

 
  

 
 

 
 (1) 

where Q is the discharge (m³/s), A is the wet area (m²), S is the average slope (m/m), 

n is Manning’s roughness coefficient (s/m1/3), R the hydraulic radius (m), which is the 

ratio of the flow cross-section to the wet perimeter, and k is the conversion factor 

between SI and English units (k = 1 for SI units, and k = 1.49 for English units). 

The estimation of Manning’s n values for Saint-Venant’s equations is important for 

the hydrodynamic calculations related to the propagation of extreme floods. The 
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basic hypothesis on Saint-Venant’s equations is based on a straight longitudinal axis 

of the channel, with a one-dimensional (1D) flow, mild slope, and adoption of 

permanent and uniform regime roughness coefficients, according to Manning’s or 

Chezy’s equation (Lança 2000). Song et al. (2014) pointed out that the use of proper 

roughness coefficients in the hydraulic models minimises estimation errors. 

Mathematically, stage-discharge rating curves are expressed as in Eq. 2: 

         
   (2) 

where Q is the discharge (m³/s), H is the stage (m), and a and b are adjustment 

parameters. Moreover, H0 is the stage/level (m) at which discharge is zero. 

Several studies have been carried out to determine Manning’s roughness coefficient 

and to study the changes in this value in floodplains and natural channels (Ree 1954, 

Cowan 1956, Chow 1959, Henderson 1966, Barnes 1967, Limerinos 1970, Streeter 

1971, Knighton 1975, and Yen 1992). Field engineers have reported many changes 

of n values due to discharge variations and claimed that a cautious methodological 

approach should be used to estimate Manning’s roughness coefficients (Rhodes 

1978, Hydrologic Engineering Center 1986). 

Cowan (1956) developed a method considering two factors that affect the estimation 

of Manning’s n coefficient: (1) the type and size of the channel bed and bank 

materials and (2) the channel shape. The methodology consists of breaking the 

roughness estimate into six factors, which could be determined by visual observation 

and does not require a specific measurement (Marcus et al. 1992). According to 

Cowan (1956), Manning’s n coefficient is determined using Eq. 3: 

                       (3) 

where n0 is the roughness coefficient for the kind of material in the river beds, n1 for 

the cross-section irregularities, n2 for the channel variations, n3 for the effect of 

obstruction, n4 for the channel vegetation, and m is the degree of meandering of the 

channel (Coon 1998).  
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For the development of hydraulic models, Manning’s roughness coefficients are 

usually calibrated using observed inundation/water levels (Pappenberger et al. 2005, 

Wang et al. 2010). Researchers have simulated floods or flow rates using the 

calibrated Manning’s n values through different models, such as HEC-RAS 

(Timbadiya et al. 2011, Parhi et al. 2012, and Song et al. 2014), MIKE FLOOD (Patro 

et al. 2009, Vanderkimpen et al. 2009, and Ballesteros et al. 2011), and SWAT 

(Benaman et al. 2005, Lemonds and Kasch 2007, and Baltokoski et al. 2010). 

All models represent the approximate geometry of channels/rivers, and the geometric 

variations interfere with the calibration effectiveness of roughness values (Bates et al. 

1996; Romanowicz et al. 1996; Marks and Bates 2000). Theoretically, all models 

should have the same roughness coefficient if they used the same calculation 

approach and discretisation. However, due to applications of different calculation 

approaches (i.e., steady/unsteady, 1D/2D/3D), the n value for a particular river 

section may vary from model to model. The sensitivity of a model also depends on its 

dimensionality and discretisation (Lane et al. 1999, and Pappenberger et al. 2005). 

The objectives of this study were to collect data from the bathymetric and fluviometric 

campaigns to obtain a stage-discharge rating curve for each of the three cross-

sections at the gauging stations, estimating Manning’s n values according to Cowan 

(1956). Finally, Manning’s n-values were calibrated in an interactive process. 

7.2.2  Material and methods 

7.2.2.1 Case study 

The Juqueriquere River basin plain is mainly located in Caraguatatuba municipality, 

on the northern coastline of the State of São Paulo, Brazil (Figure 7.2.1). 
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Figure 7.2.1 Location of the study area: Juqueriquere River Basin, northern coastline 

of São Paulo, Brazil. 

The weather is tropical with heavy rainfall in the summer. As it is located between the 

Serra do Mar mountains and the coastline, it is highly influenced by tides, which are 

likely to obstruct the natural flow of the superficial water down to the ocean, 

contributing to the frequent floods. The basin is the largest of the 34 basins of the 

region, covering a drainage area of 419.36 km² and a total length of 135.25 km, 

where there is an average flow of 1,395 m³/s (CBHLN 2010). The basin’s main rivers 

are the Camburu, the Claro, and the Juqueriquere. This study selected three gauging 

stations, two along the Camburu River (Areeiro Gauging Station in the transition area 

between the Serra do Mar mountains and the Juqueriquere River plains, and 

Camburu Gauging Station) and one along the Claro River (Claro Gauging Station, 

downstream of the basin near the confluence with the Camburu River, where the 

Juqueriquere River begins). There is no gauging station in the downstream area of 

the Juqueriquere River, which is highly affected by tide variation. 

Even though the basin is susceptible to floods, it is not continuously monitored. It is in 

the process of rapid urbanisation, under the pressure of real estate speculation, gas 

exploitation, and infrastructure development for the port facilities of São Sebastiao, 

40 km away from the basin. At present, the floodplains are mostly covered by pasture 

and agricultural land and partially by construction land. 
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7.2.2.2  Data collection and processing 

The discharge and stage data were collected in fluviometric campaigns conducted 

between April 2012 and August 2013; details are provided in Table 7.2.1.  

Table 7.2.1 Summary of fluviometric campaigns.  

Date 

Gauging Stations 

Areeiro Camburu Claro 

01 May 2012 Q-liner Q-liner X 

30 May 2012 Current meter Current meter Current meter 

15 August 2012 Current meter Current meter Current meter 

03 February 2013 Q-liner X Current meter 

04 February 2013 X ADCP X 

01 May 2013 Current meter Current meter Current meter 

05 August 2013 Q-liner X X 

06 August 2013 X Current meter Current meter 

 

Cross-section profiles of water surface width, depth, velocity, and discharge were 

measured at the gauging stations located at the outlet of the main sub-basins. The 

devices used were Qliner (ADQ, OTT Company; Acoustic Doppler measurement, 

1.0 MHz, range 0.1–20.0 m, accuracy ± 2%), current meter (C31, OTT Company; 

range 0.025–10 m/s, accuracy ± 1%) and ADCP (Rio Grande, Teledyne 

RDInstruments; Acoustic Doppler, 1200 kHz, range 0.3–25.0 m, accuracy ± 1%). 

For data processing, first, a non-adjusted rating curve was drawn with determined 

discharges. For the initial estimation of the calculated discharge, the a and b 

adjustment parameters were considered at a = 1 and b = 1. To establish the initial 

value for H0, we subtracted the stage from the mean depth of each campaign and 

calculated the mean values. The section mean depths were calculated with AutoLisp 

(AutoCAD's inbuilt programming language), where the cross-section geometries were 
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previously drawn. Constants a, b, and H0 were set by the adjustment of the curve 

with the least square method in an iterative process. 

Collections of field data provided more realistic values for the hydraulic model 

because the study area is estuarine with low altitude and mild slopes. For these 

conditions, satellite imagery could not provide plausible slope values. We obtained all 

hydraulic parameters, and the average slope was set by drawn sections, using 

Manning’s equation for all campaign data (discharge, wet section area, wet 

perimeter, estimated Manning’s n-value, and cross-section mean depth calculated 

with AutoLisp). 

In the HEC-RAS model, the adopted downstream boundary condition was at normal 

depth because there was a steady river flow at the cross-section reach. For this, the 

energy grade line slope downstream of the studied reach had to be provided. Several 

methods are commonly applied: topography measurements, the approximate water 

surface slope (Knighton 1999, Barker et al. 2009, Kiesel et al. 2013), or remote 

sensing techniques (Knebl et al. 2005, Halwatura and Najim 2013). The achievement 

of determining slopes in low-lying areas using remote sensing is possible but 

primarily depends on data accuracy. For the study area, a digital surface model 

(DSM) granted by the Metropolitan Planning Company of São Paulo (EMPLASA 

2013) was used for the acquisition of elevation profiles, and this provided more 

reliable results than the Shuttle Radar Topography Mission (SRTM)  digital elevation 

model (DEM), with divergences of less than 2 m in terrain elevations. However, it still 

did not correspond to the Brazilian standard specifications for the classification of 

cartographic bases or to the altimetry levels observed at the gauging stations in field 

campaigns. Thus, to provide energy grade line slopes in the HEC-RAS boundary 

condition, each slope value was calculated with Manning’s equation, using the cross-

section geometric data measured in field campaigns and Manning’s roughness 

coefficients estimated according to Cowan (1956). 

Using the slope for the downstream boundary condition, the estimated Manning’s n 

values, and the maximum discharge (collected in the field), the HEC-RAS model 

structure was implemented. In the model, the geometric representations of at least 

three subsequent cross-sections were also drawn, including the cross-section of the 
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gauging station. The distance between these cross-sections varied from 300 m to 

2 km to have a realistic representation of the longitudinal river profile for the 

calculation of Manning’s roughness coefficients, according to Tucci (2005). The 

elevation profiles of the cross-sections were achieved using geo-processing 

techniques with the DSM (EMPLASA 2013) and the Global Mapper software. 

The calculated stages of the HEC-RAS model were compared with the calculated 

stages obtained using the rating curve techniques. The process was carried out 

using a trial and error method to calibrate Manning’s roughness coefficient of each 

gauged cross-section. These coefficients are mandatory for the estimation of river 

flows using hydrologic models such as HEC-HMS. 

7.2.3  Results and discussion 

7.2.3.1 Data acquisition 

The fluviometric campaigns collected the stage and discharge data to determine the 

rating curve for each control section. At the Areeiro Gauging Station (Figure 7.2.2a), 

there was an intense sediment transport carried towards the downstream area. This 

cross-section is entirely controlled by the upstream flow, where the hills of the Serra 

do Mar mountains have an altitude of 800 m with slopes that are higher than 40% 

(Castro et al. 2012). This was further amplified through local scour around the bridge 

pillar located 20 m upstream of the Areeiro Gauging Station caused by severe 

erosion after the rainfall on 17 March 2013 (Figure 7.2.2b). 
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Figure 7.2.2 (a) Areeiro Gauging Station in February 2013, (b) the same cross-

section after 17 March 2013. 

On this occasion, georeferenced marks were all covered with mud along the river 

banks, and the reference level of the gauging station could not be directly recovered 

for the subsequent campaigns. Thus, the reference was repositioned at the central 

bridge pillar shoe. The photographic record (Figure 7.2.3a) of the campaign during 

the dry season (15 August 2012) shows the damaged central pillar shoe, which led to 

the acquisition of new stages for the campaigns on 01 May 2013 (Figure 7.2.3b) and 

05 July 2013 (Figure 7.2.3c). 

 

Figure 7.2.3 (a) Areeiro station reference data (15 August 2012) to generate the 

stages of the next campaigns on (b) 01 May 2013 and (c) 05 July 2013. 
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7.2.3.2  Stage-discharge rating curves 

After conducting field surveys to obtain the discharge and bathymetric data, the 

stage-discharge rating curves (Figure 4a) and cross-section profiles (Figure 7.2.4b) 

were drawn for the gauging station section. 

 

Figure 7.2.4 Stage-discharge rating curves (a) and bathymetric data (b) of the 

gauging stations. 
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At the Areeiro Gauging Station, the geographic conditions varied only at the cross-

section banks but not at the river bed, reflecting a good coefficient of determination 

(0.972) of its stage-discharge rating curve. The results could have been better 

without the sediment accumulation that started occurring in February 2013, which 

caused changes in the cross-section. The best result was at the Camburu Gauging 

Station. Even though there was a mild slope in the area, the cross-section was stable 

without erosion or sediment accumulation, resulting in a coefficient of determination 

of 0.991. At the Claro Gauging Station, there was sediment accumulation due to its 

location downstream of the plains, which led to the lowest coefficient of determination 

for the generated stage-discharge rating curve. 

The coefficient of determination (R2) of the stage-discharge rating curves indicated a 

good fit with values higher than 90%. These were proportional to the bathymetric 

variations among the different cross-sections measured in different campaigns. 

7.2.3.3  Model calibration and estimation of Manning’s n-values 

Manning’s n-values were determined according to the methodology proposed by 

Cowan (1956). The estimated n values are shown in Table 7.2.2. 
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Table 7.2.2 Estimated Manning's n-values through the observations of the river 

channel. 

Gauging 

Station 

Cross-

section 

Part 

n0 n1 n2 n3 n4 m 
Manning's 

n-values 

Areeiro 

LB 0.024 0.020 0.015 0.010 0.025 1.000 0.094 

bed 0.024 0.020 0.015 0.030 0.015 1.000 0.104 

RB 0.024 0.020 0.015 0.010 0.025 1.000 0.094 

Camburu 

LB 0.020 0.005 0.005 0.020 0.010 1.000 0.060 

bed 0.020 0.005 0.005 0.000 0.010 1.000 0.040 

RB 0.020 0.005 0.005 0.020 0.010 1.000 0.060 

Claro 

LB 0.020 0.005 0.005 0.000 0.010 1.150 0.046 

bed 0.020 0.005 0.005 0.010 0.010 1.150 0.058 

RB 0.020 0.005 0.005 0.010 0.025 1.150 0.075 

 Note: LB = left bank; RB = right bank 

The n0 roughness coefficient accounts for the kind of material in the river channel. 

This coefficient was chosen based on the values published by Chow (1959) 

according to Coon (1998). At the Areeiro Gauging Station, there was fine gravel, with 

a particle diameter ranging between 4 and 8 mm. Thus, the n0 value was taken to be 

0.024. For the other two gauging stations, the type of channel and bed material was 

firm earth, and the adopted value was 0.020 (Chow 1959). 

Regarding the cross-section irregularities, at Areeiro Gauging Station, the estimated 

n1 coefficient was 0.020, as there was a severe surface irregularity upstream of the 

river. The area corresponded to scalloped banks of a natural stream. The adopted 

value was chosen based on the 0.011–0.020 range proposed by Cowan (1956) and 

modified by Chow (1959), according to Coon (1998). At the other two gauging 

stations, there was a minor irregularity. Because of slightly eroded banks, the 

adopted n1 coefficient was 0.005, within the 0.001–0.005 range proposed by Coon 

(1998). 
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The cross-section shape and size variations were estimated at the n2 coefficient. At 

Areeiro Gauging Station, the cross-sections alternated frequently. There were wide 

and narrow cross-sections, causing a recurrent shift of the main flow from side to 

side. Thus, within the 0.001–0.005 range proposed by Coon (1998), the estimated 

coefficient was 0.015. At the other stations, the variations occasionally alternated; the 

estimated n2 was 0.005 within the 0.001–0.005 range shown at Coon (1998). 

For the estimation of the n3 values, the effects of obstructions in the channel were 

analysed. The channel features differed among the cross-sections and within each 

cross-section, considering the effects of the banks as well as the effects of the bed. 

At the banks of the Areeiro Gauging Station, there were sharp-edged objects 

because of the bridge, but these obstructions did not influence the others. Thus, the 

effect was considered minor, and the estimated n3 coefficients for the banks were 

0.010, within the 0.005–0.015 range shown at Coon (1998). Along the channel bed 

close to the Areeiro Gauging Station, some obstructions occupied about one-third of 

the section in the upstream area, at a bridge structure and downstream at a channel 

partially blocked by fallen trees. Thus, for the bed of the Areeiro Gauging Station, the 

n3 value was 0.030, which was considered appreciable, within the 0.020–0.030 range 

proposed by Coon (1998). At the Camburu Gauging Station, the obstruction was less 

prominent than at the Areeiro Gauging Station. However, it was still appreciable 

(0.020) at the river banks because of tree trunks and vegetation partially blocking the 

channel flow. In the bed, the n3 value was considered minor (0.000) due to the 

presence of firm earth and no obstruction. At the Claro Gauging Station, pasture 

covered the left bank, so the n3 coefficient was considered negligible (0.000). 

Because of higher vegetation on the right bank and partial sediment accumulation 

along the bed, the estimated n3 coefficients for both were 0.010. 

Channel vegetation was more significant on the Areeiro Gauging Station’s banks and 

the Claro Gauging Station’s right bank. Dense vegetation normally covers up to 3 m 

in width during the growing season, and a few mature trees cover about 50% of the 

wet perimeter. Thus, the adopted n4 coefficient was medium, corresponding to 0.025 

within the 0.010–0.025 range according to Coon (1998). At the Areeiro Gauging 

Station bed, the vegetation in the channel was medium but less dense, so the 
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estimated n4 value was 0.015. For the other cross-sections, the vegetation was not 

dense, with less coverage (about 30%) of the wet perimeter in any season. Thus, the 

n4 coefficient was estimated to be 0.010, within the smaller range of  0.002–0.010, 

according to Coon (1998). 

The m coefficient accounts for the channel degree of meandering. For the 

achievement of this value, the ratio of the channel meander length (Lm) to the 

straight-channel length (Ls) was calculated. The specific results for the degree of 

meandering of the Areeiro, Camburu, and Claro Gauging Stations were 1.0, 1.1, and 

1.3. According to Coon (1998), when the ratio is between 1.0 and 1.2, the adopted m 

value will be 1.0 (minor degree), and if it is between 1.2 and 1.5, it will be 1.15 (an 

appreciable degree). Thus, the m values adopted for the Areeiro, Camburu, and 

Claro Gauging Stations were 1.0, 1.0, and 1.15, respectively. 

Table 7.2.3 shows the calibrated Manning’s n values for the cross-sections derived 

by the HEC-RAS model. In the first column, photos of the gauging stations and the 

average slopes are provided. In the second column, the table shows the maximum 

discharge, the date it was measured, and the final calibration depth in the HEC-RAS 

model. The third column displays the initial and final Manning’s n values at three 

locations (left bank, bed, and right bank). The fourth column displays the absolute 

deviation (AD) and mean absolute deviation (MAD) values at each cross-section. 

Columns 3 and 4 combined also show the graphical variations of the calibrated and 

estimated Manning’s n values across the cross-sections (left bank, bed, and right 

bank) as well as the MAD values. 
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Table 7.2.3. The calibration process of the final Manning´s n-values with HEC-RAS 

model. 

Gauging Station and 

Average Slope (m/m) 

Date, Qmax (m
3
/s), 

stage (m) and 

calibration profile 

Initial and Final 

Manning n-values 

(LB-bed-RB) 

Absolute Deviation 

and MAD 

Areeiro 

0.00151 

 

 

01 May 2012 

13.01 

131.5 

 

 

 

 

0.094-0.104-0.094 

0.085-0.110-0.085 

0.009-0.006-0.009 

0.008 

 

Camburu 

0.00043 

 

 

04 February 2013 

25.73  

205.0 

 

 

0.060-0.040-0.060 

0.060-0.015-0.060 

0.000-0.025-0.000 

0.008 

 

Claro 

0.00148 

 

 

03 February 2013 

7.36 

158.0 

 

 

0.046-0.058-0.075 

0.050-0.056-0.070 

0.004-0.002-0.005 

0.004 

 

 

At the Areeiro Gauging Station, the worst ADs were for the bank roughness 

coefficients, probably due to the heterogeneous vegetation alongside, making it 

difficult to estimate the n4 parameter. The highest AD was obtained for the Camburu 

Gauging Station; the initial Manning’s n coefficient of the bed was estimated as 
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0.040, whereas the final n value was 0.015. Three issues were considered in this 

analysis: 

 The minimum value for the n0 parameter: we observed that, even if the 

surface irregularity and vegetation n values (n1 and n4) were disregarded, 

the minimum value for the type of material in the river channel (n0) would 

be 0.020, according to Cowan (1956), making the total n value still higher 

than the calibrated value, 0.015. Thus, the deviation was mainly due to 

inconsistencies of the earlier established estimation methods. 

 The high discharge: the considered maximum discharge was 25.73 m³/s at 

the Camburu Gauging Station, whereas at the Areeiro and Claro Gauging 

Stations the maximum discharges were 13.01 m³/s and 7.36 m³/s, 

respectively. Thus, it is possible to correlate the higher discharge with the 

lower friction coefficient of the river bed at the Camburu Gauging Station. 

 The combination of biomass and water level effects: we observed that, 

due to the low biomass and high water level in the flood season, there was 

a reduction of the roughness coefficient (n) to a minimum value. The same 

effect was observed by Song et al. (2014), while studying the annual 

variation of roughness in the flood season in the Upper Stör catchment, 

Germany. 

The best-estimated result was for Claro Gauging Station, with a MAD of 0.004. This 

was probably due to the vegetation homogeneity alongside the left and right river 

banks, with low and medium density, respectively. The lower discharge and sediment 

accumulation made the river profile easier to observe and therefore, Manning’s n 

values easier to predict. 

The AD of Manning’s n coefficient for the river bed is plotted against flow discharge in 

Figure 7.2.5. The solid line indicates the linear trend of the nbed AD with the increase 

of discharge with a coefficient of determination of 0.980 and good correlation 

between both variables. This is mainly due to the lower biomass in flooded areas, 

lower sediment accumulation with higher discharge flows, and finally, lower friction 
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coefficients. Thus, the method of estimating Manning’s n values becomes more 

inconsistent for these conditions. 

 

Figure 7.2.5 Absolute deviation of Manning's roughness coefficient of the river bed 

(nbed AD) plotted against flow discharge (Qmax). 

7.2.4   Conclusion 

To develop an efficient river basin management strategy, as a foundation work, the 

stage-discharge relationships were developed using the recommended method for 

three selected gauging stations within the Juqueriquere River basin in northern São 

Paulo, Brazil. The selected gauging stations are located along the Camburu River 

and Claro River. The coefficients of determination for the developed rating curves 

showed the best fit for areas with low sediment accumulation, homogeneous 

vegetation, and low profile changes across the cross-sections. 

Through bathymetric data acquisitions along the river profile as well as selected 

cross-sections, Manning’s roughness coefficients were estimated using well-

established methods proposed by Cowan (1956). The HEC-RAS model was 

developed for the river reaches incorporating selected cross-sections. Using the 

measured stage and discharge data in the selected cross-sections, the HEC-RAS 

model was calibrated to find appropriate Manning’s roughness values at the selected 

cross-sections. In some cases, the HEC-RAS derived n values do not match the 

earlier estimated n values using the theoretical approach, and methods proposed by 
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Cowan (1956) overestimate Manning’s n values in flooded areas, where the amount 

of biomass is low in high water levels. Additionally, the vegetation heterogeneity, 

which is usual to many river basins in Brazil, is a challenge for the proper estimation 

of roughness coefficients. As HEC-RAS is one of the latest sophisticated tools for 

such a calibration, derived n values should be more accurate than estimations using 

earlier methods. Nonetheless, the MADs of HEC-RAS calibrated n values were within 

the 0.004-0.008 range, which are quite acceptable. 

The findings of this study are useful for identifying potentially vulnerable areas on 

estuarine plains, such as the Juqueriquere River basin, that need sustainable 

territorial planning, particularly when historical discharge data are unavailable. 
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7.3 Interpolation of rainfall data 

The purpose of this topic was to analyse the best interpolation method to achieve the 

distributed rainfall in the Juqueriquere river basin. The basin is not properly gauged, 

thus, for the effective calibration of rainfall-runoff models, it is necessary to achieve a 

representative temporal and spatial distribution of rain throughout the basin. 

First, all the available data for the specific event (17-18 March 2013) were 

investigated, comprising vector (rain gauges and data collecting platforms) and raster 

(geostationary satellites) data. Subsequently, the best interpolation method was 

chosen for the available samples, by the use of a statistical analysis of dispersion 

and variance. 

Finally, the data was interpolated and the rainfall hydrographs of the 11 sub-basins 

were generated. This procedure enabled the parameterisation of the meteorological 

input data for the HEC-HMS model, used to process the sub-basin runoff and 

calibrate the MCDA flood susceptibility map for the event. 

The summarization of the study, titled "Interpolation methods for the calibration of 

rainfall-runoff models in ungauged basins", was submitted to the 22nd International 

Congress on Modelling and Simulation (MODSIM2017), held from the 3rd to the 8th 

of December 2017, in Hobart, Tasmania, Australia, and accepted to be published in 

their proceedings. 
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RAINFALL-RUNOFF MODELS IN UNGAUGED BASINS 
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ABSTRACT 

Meteorological data are essential for the calibration of rainfall-runoff models and the 

acquisition of reliable outcomes. The rainfall spatial and temporal variability is not 

easily detected when the number of rain gauges is insufficient or when they are 

improperly distributed. In addition, the effect of orographic rain near mountainous 

areas or other local phenomena may not be effectively assessed in a large-scale 

approach, or by geostationary satellites, such as the Tropical Rainfall Measuring 

Mission (TRMM). Remote sensing and geoprocessing techniques have been widely 

used for the spatial analysis of rainfall data, which may come from similar or different 

sources and formats (vector or raster). Data are commonly integrated and processed 

by the use of interpolation methods in geographic information systems (GIS). The 

aim of this study was to achieve properly distributed rainfall data for the calibration of 

a rainfall-runoff model. The study area is located in the Juqueriquere River Basin, 

Caraguatatuba municipality, on the northern coastline of São Paulo, Brazil. The area 

is not properly gauged and is influenced by orographic rainfalls due to the nearness 

to the Serra do Mar Mountains. The analysed precipitation was on the 17th of March, 

2013, when the downstream area of the basin was flooded.  
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Data from different sources were assembled to ideally represent the entire area, 

including the Data Collecting Platform (PCD) 32521, the rain gauges EMQAR1 and 

EMQAR2 and TRMM. Using GIS techniques and spatial analysis, tests were done for 

the most intense rainfall period data sets using assorted multivariate interpolators 

(inverse distance weighting, spline, and kriging). The statistical analysis revealed that 

the best performance was for the kriging method, taking into consideration the lowest 

standard deviation for the sample processing. Thus, it was the chosen technique for 

the rainfall interpolation. A map with rainfall data was generated for the basin with the 

mean precipitation of every 3h, which was then integrated with the 11 sub-basin 

maps. A 24h period was processed, starting at 3 a.m. (17 to 18 of March 2013), 

totalling 88 maps with mean precipitation values, and a 24h rainfall hydrograph for 

each sub-basin. The proposed methodology provided more reasonable and well-

distributed rainfall data than each separate collecting device, which could not detect 

the local effect of the orographic rain on the plains in the downstream area. 

Keywords: interpolation, rainfall-runoff models, kriging, calibration, statistical 

analysis. 

7.3.1  Introduction 

The meteorological data processing is essential for the rainfall/runoff modelling. A 

model can only provide reliable runoff outcomes when rainfall input data have the 

same quality. Besides the spatial and temporal variability of precipitation, orographic 

rainfalls may also affect the randomness of local events, especially if the rain gauges 

are not properly distributed or historical data is not available. 

For technical reasons, it is very common for rain gauges to be in accessible 

locations, near urbanised areas, not providing representative spatial data for large 

basins. Recently, interpolation techniques have been applied to maximize the spatial 

and temporal representativeness of these local rain gauges towards the entire basin. 

Many studies combine vectorial data from rain gauges with the raster data of TRMM 

using spatial analysis (Collischon et al. 2007, Huffman et al. 2007, Pereira et al. 

2013, and Rozante et al. 2010), where rainfall data are limited or the number of rain 

gauges is not sufficient to represent the basin (Rahman et al. 2011). 
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Several interpolators have been widely used in geographic information systems for 

spatial analysis, such as the Inverse Distance Weighted (IDW), spline and kriging. 

The IDW is a deterministic interpolation method, used to calculate new values by the 

average values of the neighbourhood points of each cell. The shorter distance the 

point is from the central point of the cell, the more influential it will be in the 

interpolation process. The spline method is also deterministic and is based on 

minimising the curvature between points by the use of mathematical equations, 

resulting in a smoother surface passing through the exact cell point. 

Kriging is an advanced statistical interpolation method that generates a new surface 

from the initial cell points. As for the IDW, it is based on the distance between the cell 

points and their predicted location, but also on their general spatial distribution in the 

cell (Bohling 2005, and Dubrule 1983). 

There are two types of kriging models: ordinary and universal (or with a trend). The 

ordinary is the default method, where the mean value is not known. When the data 

follow a dominant trend, the universal method might be used, which is modelled by a 

polynomial function. By subtracting the polynomial from the set of points, the random 

errors are auto correlated until the model is fit. It is also important to fit the data into 

an empirical semi variogram, which shows the autocorrelation of the predicted points, 

similar to a regression analysis that fits a line into a set of points. The predictions are 

evaluated to see if the variances are positive. Different mathematical models are 

used for the selection of the empirical semivariograms, such as the circular, 

spherical, exponential, Gaussian and linear (Bohling 2005, Dubrule 1983, and Oliver 

& Webster 1990).  

The purpose of this study was to interpolate the local data of a PCD and two rain 

gauges with the TRMM data, in order to achieve a rainfall specific hydrograph for 

each sub-basin, in 3h intervals for the 24h event (between 3 am of 17th and 18th of 

March 2013). 
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7.3.2  Material and methods 

7.3.2.1 Study area 

The study area corresponds to the upstream sector of the Juqueriquere River Basin in the 

municipality of Caraguatatuba, São Paulo, Brazil. It comprehends the area of 358.87 km², 

divided into 11 sub-basins (Boulomytis et al. 2017) (Figure 7.3.1). 

 

 

Figure 7.3.1 Study area, Caraguatatuba, SP, Brazil. Source: Adapted from 

Boulomytis et al. (2017). 

The weather is tropical and rainy, especially in the summer. The average annual 

temperature is 25º C, and the average annual precipitation is 1,652.8 mm (between 

1977 and 2015).  There is a significant influence of orographic rain in the plains, as 

they are surrounded by Serra do Mar mountains, with an altitude of up to 1,327 m. 

The available rainfall data is not well distributed, covering just part of the downstream 

area. 

7.3.2.2  Proposed methodology 

The event on the 17th of March 2013 caused severe floods in the plains of the 

Juqueriquere river basin, especially in the upstream area. For calibration purposes of 

rainfall/runoff models, it would be an ideal event, as local farmers recorded the water 

level of several flood locations. 
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During the event, the available rainfall records referred to the PCD 32521 

(accumulative every 3 hours), and the EMQAR1 and EMQAR2 rain gauges 

(accumulative every hour). However, the distribution of these stations could only 

cover the downstream areas of the basin, and the rainfall data from the rain gauges 

were very discrepant. Even though the EMQAR1 and EMQAR2 rain gauges were 

only 8 km distant from each other, the accumulative precipitation of the event was 

247.20 mm and 134.00 mm, respectively. Whilst the precipitation of the EMQAR1 

rain gauge represented a 42-year return period, the data from the EMQAR2 rain 

gauge was equivalent to a 3-year return period, according to the IDF equation of 

Caraguatatuba (Department of Water and Electric Energy of the State of São Paulo – 

DAEE 2016), for the E2-046 rain gauge located in the same basin. 

Thus, the TRMM data (accumulative every 3 hours) were interpolated with the 

accumulative data of the other stations using spatial analysis at ArcGIS v.10 

software. The TRMM grid and the other stations are shown in Figure 7.3.2. 

 

Figure 7.3.2 Spatial distribution of the TRMM grid, PCD and rain gauges. 

 

For the statistical analysis, the six samples that represented the most intense rainfall 

periods were tested with the following interpolators: Inverse Distance Weighting 

(IDW), spline, and kriging. The samples were chosen from the total population of 8 

groups (each one with a 3h period) and had 65,511 points to be interpolated from the 

TRMM grid, the PCD and the rain gauges.  
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The chosen interpolator was the one that had the majority of lower standard 

deviations. Similar statistical analyses were employed by Chen & Liu (2012), 

Githungo et al. (2016), Haberlandt (2006), Rahman et al. (2011), and Wagesho et al. 

(2013). 

The data of every 3 hours was interpolated, resulting in a map per sub-basin. The 

total of 8 maps was built for the 11 sub-basins regarding the 24h event, totalizing 88 

maps. From the mean value of each map, we could build a rain hydrograph for every 

sub-basin, providing the necessary information for future hydrological modelling. 

7.3.3 Results and discussion 

From the statistical test, the interpolator that had the majority of lower standard 

deviations (5 out of 6 samples) was kriging, which was chosen for the study (Figure 

7.3.3). 

 

Figure 7.3.3 Statistical analysis of the interpolators. 

The ordinary kriging was developed in a spherical model as it was the model that 

best fit into the empirical semi variogram for the largest distances within the cell 

range. For resolution and accuracy purposes (Huffman et al. 2007 and Rozante et al. 

2010), the interpolation process was individual for each sub-basin. It resulted in a 

map for every 3 hours, as shown in Figure 7.3.4. 
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Figure 7.3.4 Interpolation from 9 am to 12 pm of 17 March 2013 at sub-basins (a) 

PRS_1, and (b) CBR_2. 

The mean values of 88 maps provided the levels of every 3 hours for the rainfall 

hydrograph (Figure 7.3.5). This result was representative for the spatial and temporal 

distribution of the entire basin. Developing the interpolation by the use of the rain 

gauges and the PCD it would only be possible to represent the sub-basins CBR_1, 

the northern part of JQR_1 and the southern part of PDL_5. Thus, the effect of 

orographic rain near the mountains, would not be detected and the hydrological 

model would not be able to run with realistic meteorological information. 
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Figure 7.3.5 Rainfall hydrographs of each sub-basin from 3 am of 17 March to 3 am 

of 18 March 2013. 

7.3.4  Conclusion 

It is very challenging for hydrologists to run models when rainfall data are not 

representative. The study revealed that the interpolation between geostationary 

satellite data and local rain gauges are a good technique to improve the spatial and 

temporal rainfall distribution. For ungauged basins, this technique is an essential 

contribution. 

All interpolators provide good estimates when data locations are dense and well 

distributed, but the larger the gaps between these data are, the less realistic the 

outcomes will be. In the study, the kriging method was a good solution for that, giving 

less weight to the clustered data when compared to the isolated ones. When the 

model is fit into the empirical semi variogram, the largest distances among the 

dataset are also compensated. The result is a positive variance and more correlated 

pairs of cell points. 

The findings of this study showed that by the use of interpolation methods in every 

sub-basin, it was possible to represent the local effect of orographic rain near the 

mountains, even though there were no local rain gauges. 
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CHAPTER 8 

HYDROLOGICAL MODELLING OF THE PRESENT AND FUTURE 

SCENARIOS 

The purpose of this chapter was to aggregate all the previously achieved data and 

derive the peak flow in the downstream area of each sub-basin. For that, the CN 

method was applied at the Hydrologic Modelling System (HEC-HMS), simulating both 

the present and the future scenarios. 

The main advantage of the method is the possibility of using it in ungauged basins, 

where limited data are available. There was also a thorough discussion about the 

limitations of the SCS-CN method in tropical low-lying regions, where the soil 

conditions are normally saturated. 

The results revealed that, even with the increase in the imperviousness, the 

generated peak flow could not accurately represent the LULC impact over the 

floodplains. This constraint could be minimized if calibration and validation 

procedures were possible to be adopted. 

The research paper titled "The effectiveness of the CN method in areas with 

saturated soil conditions", was published in the Proceedings of the 22nd International 

Congress on Modelling and Simulation (MODSIM2017), held from the 3rd to the 8th of 

December 2017, in Hobart, Tasmania, Australia, and accepted to be published in 

their proceedings. 
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ABSTRACT 

The Soil Conservation Service (SCS) Curve Number (CN) method has been widely 

used by engineers in hydrological modelling. The main advantage of this method is 

that only a few parameters are needed to calculate the CN. The purpose of this study 

was to analyse the effectiveness of the regionalized SCS-CN method for the analysis 

of flood vulnerability in saturated soils, commonly located in coastal floodplains. The 

study area is located in the Juqueriquere River Basin, on the northern coastline of 

São Paulo, Brazil. It holds the major non-urbanised plains of the northern coastline of 

the state. It is constrained by the high altitude mountains of Serra do Mar, which 

causes intense orographic rain in the area. Added to the basin’s geophysical 

features, the influence of tide contributes to the local high vulnerability to floods. Even 

though the area is not representatively gauged, and scarce runoff data is available, 

there is high interest to urbanise the plains, due to the recent implantation of the Gas 

Treatment Unit of Caraguatatuba (UTGCA) of the Brazilian Petroleum Corporation 

(PETROBRAS) in 2012, and the proximity to the Port of São Sebastião. 
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The City Master Plan of Caraguatatuba Municipality (CMPC) was proposed in 2011. 

Both the gas pipelines of UTGCA and the part of the Tamoios Highway Complex 

have been implemented, based on the Environmental Impact Assessment of 

PETROBRAS (2007), but no macro or micro drainage plans have been developed for 

this urbanising area yet. The Foundation of Water Resources of São Paulo (Costa 

Norte 2017) has just approved the macro drainage plan for the downstream area, 

which is densely urbanised and constantly affected by floods. In the study, the runoff 

in each sub-basin was derived from the CN method at the Hydrologic Modelling 

System (HEC-HMS). The Manning's roughness coefficients of different cross-

sections were calibrated at the Hydrologic Engineering Center's River Analysis 

System (HEC-RAS), where the CN method was also adopted. The rain gauge of 

PETROBRAS (EMQAR1), near UTGCA plant, recorded 247.20 mm in a 24h period 

between 17 and 18 March 2013. This event caused severe floods in the basin, 

especially in the upstream area. Thus, this rainfall event was used for calibration 

purposes, taking into consideration the water level of three different cross-sections 

registered by local farmers. The CN values of the present scenario were attributed by 

the land use and land cover (LULC) classification of high-resolution imagery, and 

were regionalised per sub-basin using the LULC area weighted average approach. 

The future scenario was based on the collection of similar perviousness-patterned 

zones of the proposed CMPC. Both scenarios were simulated with the same SCS 

unit hydrograph, regarding the same calibration event. The findings of the study 

revealed that, even though the peak discharge of the future scenario had higher 

values than the present scenario, they did not represent the significant increase of 

imperviousness of some of the CMPC zones. It occurred due to: the CN 

regionalization approach, potential CN losses and underestimation of the rainfall 

intensity, as the initial abstraction is not related to the soil infiltration. 

Keywords: CN method, soil infiltration, CN regionalisation, CN loss, flood 

vulnerability evaluation. 
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8.1  Introduction 

The synergy between the water resources management and the urban planning 

provides the sustainable development of an area (Ioris et al. 2008, Wang et al. 2008), 

where hydrological models are used to simulate and predict different LULC scenarios 

(Krysanova et al. 2005, and Wang et al. 2008). These models are commonly 

associated with remote sensing techniques and Geographic Information Systems 

(GIS) because of their reliable data-processing quality, timesaving and cost-benefit 

advantages (Masron et al. 2015, and Ramachandra et al. 2013).  

Due to the variability of hydrological processes and limited data available, many 

conceptual models combine the properties of black box, empirical and physically-

based reductionist models (Kuczera & Parent 1998, and Wu et al. 2017). In 

physically-based reductionist models, the catchment scale is adapted to the 

hydrological phenomena in a laboratory scale (Grayson et al. 1992). Black box 

models though, only refer to external information, e.g. it is possible to quantify the 

catchment response to rainfall events but not to evaluate the hydrological 

phenomena (Kendall et al. 2001, and Kuczera & Parent 1998). 

In conceptual models, the scaling problems found in physically-based reductionist 

models are compensated by valuing dominant hydrological processes (Kuczera & 

Parent 1998), and assigning boundary conditions or control volumes over state 

variables and fluxes (Nash & Sutcliffe 1970). However, these attributes might be the 

result of conceptual assumptions instead of physically-based parameters, and 

because of that, they need to be calibrated using observed reference values that 

represent the catchment response to what is being predicted (Kuczera & Parent 

1998, and Wu et al. 2017). Additionally, the calibration process enhances the model 

performance, especially where there is limited data available (Cullmann et al. 2011). 

It is very challenging for hydrologists to run models and make predictions in 

ungauged basins (Kim & Kaluarachchi 2008). Modellers have widely employed the 

SCS-CN method (Jeon et al. 2014) as it requires few parameters, which are normally 

available or easily achieved with remote sensing techniques (Boulomytis et al. 2016). 

In the SCS-CN method, the estimation of surface runoff is based on the association 
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of Hydrologic Soil Groups (HSG) with LULC classes, which define the potential 

maximum retention (S) after the runoff begins. Even though S is related to the soil-

and-cover physical properties, it should be noticed that it is a model variable and not 

a physical parameter (Van Mullen et al. 2017). 

In hydrological models, the CN values are regionalised per sub-basin using different 

approaches, among which is the LULC area weighted average. The rainfall intensity 

might be underestimated for small basins because the initial abstraction (Ia) of an 

event is not related to the soil infiltration conditions (Jeon et al. 2014). 

In some applications, the SCS-CN method is erroneously referred to an infiltration 

model (Van Mullen et al. 2017). However, many studies revealed that the CN losses 

do not often decline after a rainfall, and might even increase when the rain intensity 

increases (Hawkins 1993), which is a typical behaviour of a partial saturation model 

(Van Mullen et al. 2017). Hence, the SCS-CN method does not consider the 

infiltration excess (Jeon et al. 2014), such as the Horton or Green-Ampt, and the final 

steady-state infiltration rate is zero, not varying within time (Van Mullen et al. 2017). 

Both the Natural Resources Conservation Service (NRCS) and the Agricultural 

Research Service (ARS), form the U.S. Department of Agriculture formed a group to 

review the SCS-CN method in 1990 (Van Mullen et al. 2017).  Some of their 

significant updates regraded: 

 The Antecedent Moisture Condition (AMC) terminology changed to 

Antecedent Runoff Condition (ARC), because the variation of the CN is 

not entirely due to prior rainfalls. Thus, the CN was inferred as a random 

variable to the event runoff, and the ARC I and ARC III were its bound 

conditions. 

 An automated system (fuzzy system model) was used to assign soils to 

HSC. 

 Restatement of the spatial variability of the CN and the need of local 

calibration. 
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 Reiteration that S excludes Ia, based on the fact that the effects of rainfall 

interception, depression storage and infiltration are clustered into the Ia, 

and then reduced from the total rainfall. 

According to Van Mullen et al. (2017), there is no consensus with regard to how the 

infiltration rate interferes in the CN loss. The SCS-CN method integrates all the 

losses and provides responses in similar patterns of black box models, as it is not 

possible to assess the hydrological processes that caused the respective losses. The 

saturated hydraulic conductivity (Ks) would improve the results from the SCS-CN 

method applications in regions where the soil wetness is exceeded by the rainfall 

rates (Boulomytis et al. 2016, and Sartori et al. 2009). This is characteristic of tropical 

countries, where infiltrometric measurements of hydraulic conductivities are mostly 

unavailable for calibration purposes. 

Sartori et al. (2009) proposed a method to achieve the HSG analysing the 

mineralogical properties of the Brazilian soils, and the relationship between the 

texture and the underground level. It makes the SCS-CN method more appropriate 

for the Brazilian soils, but still presents some inaccuracy when the soil is easily 

saturated. This paper presents the use of the SCS-CN method for the estimation of 

runoff in the downstream area of Juqueriquere river basin, northern coastline of the 

State of São Paulo, Brazil. 

8.2  Material and methods 

8.2.1 Study area 

The study area corresponds to the upstream sector of the Juqueriquere River Basin 

in the municipality of Caraguatatuba, São Paulo, Brazil. It comprises the area of 

358.87 km², and is divided into 11 sub-basins (Boulomytis et al. 2017) (Figure 8.1). 
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Figure 8.1 Study area, Caraguatatuba, SP, Brazil. Source: Adapted from Boulomytis 

et al. (2017). 

The weather is tropical and rainy, with intense rainfalls in the summer, but has no 

clearly defined dry season. The average annual temperature is 25º C and the 

average annual precipitation is 1652.8 (1977 - 2015). Among the 34 sub-basins of 

the northern coastline of the State of São Paulo, it is the only one with the seventh 

Strahler order (Souza 2005). The catchment is highly susceptible to floods, especially 

due to the effects of orographic rain, tide variation,  and geological features (Souza 

2005). 

8.2.2  Proposed methodology 

8.2.2.1 CN attribution 

The derivation of the CN parameter was based on the HSG and the LULC of the 

present and future scenarios). The HSG's were found by the method proposed by 

Sartori et al. (2009), which is based on the main hydraulic properties of the 

weathered soils of Brazil, such as the soil texture, the presence of iron oxide, the 

water table level and the restrictive layers.  

The future scenario was based on the CMPC (Caraguatatuba 2011), where groups of 

zones were brought together according to the similarity on their CN value. The CN 
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was first attributed to the ARC II, and then converted to ARC III (Boutomytis et al. 

(2016). 

8.2.2.2 Model parameterisation 

Several input data were necessary for the model implementation in the Juqueriquere 

River basin, which are summarised in Table 8.1. 

Table 8.1 Input data for the model calibration and runoff estimation. 

Input Data Methodological Basis Techniques Employed 

Area Sub-basin maps GIS (Boulomytis et al. 2017a) 

CN 
Regionalised with a LULC area 

weighted average 
GIS (Boulomytis et al. 2016) 

Lag time Time of concentration GIS 

Reference discharge 
Minimum discharge (dry season) 

of fluviometric campaigns 

Empirical approach              

(Boulomytis et al. 2017b) 

Spatial rainfall data 
Kriging method for the data 

interpolation(vector vs. raster) 
GIS and spatial analysis 

Cross-sections Elevation profile of cross-sections 
Survey data and GIS              

(Boulomytis et al. 2017b) 

Manning’s roughness 

coefficient 

Estimation  and trial-and-error 

calibration 

Empirical approach              

(Boulomytis et al. 2017b) 

Slope 
Equivalent length, according to the 

terrain slope. 
GIS 

River segment length 
Between the control cross-

sections 
GIS 

 

The lag time is the time elapsed between the centroids of the effective rainfall 

hyetograph and the direct runoff hydrograph. It is shot or long, depending on the time 

it takes for the precipitation to flow into the river. It is calculated by: 

           (1) 

Where, tLAG is the lag time (min) and tc is the respective time of concentration (min). 
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The time of concentration is the time needed for the runoff to flow from the most 

remote point in the watershed to stream outlet. According to Silveira (2005), we 

selected three different equations for the study: the US Corps of Engineers for the 

mountainous (rural) areas, Kirpich for the plains in areas with less than 26 km², and 

Desbordes for the plains in areas between 26 km² and 51 km². They were calculated 

by: 

                      (2) 

                       (3) 

                             
        (4) 

Where     ,     , and      are the time of concentration according to the US Corps of 

Engineers (h), Kirpich (h) and Desbordes (h), respectively, L is the length of the main 

watercourse (km), S is the slope (m/m), A is the area of the catchment (km²), and 

Aimp is the fraction of impervious areas, which was adopted as 100%, as the water 

table is shallow and easily saturates. 

The US Corps of Engineers' equation commonly overestimates the results for larger 

areas (McCuen et al. 1984, and Silveira 2005), which is a desirable factor for regions 

with high slopes covered by vegetation, making the infiltration rate higher and the 

time of concentration lower.  The Kirpich equation is more consistent to urban basins 

where the surface runoff is higher, due to the higher imperviousness of the land and 

lower infiltration rate (Kibler 1982, McCuen et al.1984), but limited to 26 km² (Silveira 

2005). The equation of Desbordes showed a better result for larger urban areas, 

limited to 51 km². The combination of the three approaches provides more reliable 

results, especially in areas with heterogeneous LULC features. 

In the basin, there is a high variability of rainfall, due to the orographic effect. 

Between 3am of the 17th of March and 3am of the 18th of March 2013, the rain 

gauges of PETROBRAS (EMQAR1 and EMQAR2), which are 8 km apart from each 

other, registered different rainfalls (247.20 mm and 134 mm, respectively). This event 

caused severe floods in the basin, more intensively in the upstream rural and semi-

urban areas (near EMQAR1) and in the downstream urbanised area (near 

EMQAR2). In order to achieve a proper spatial distribution of the rainfall, a kriging 

method was applied to interpolate the data from two local rain gauges (EMQAR1 and 
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EMQAR2), a data-collecting platform (PCD 32521) and the Tropical Rainfall 

Measuring Mission (TRMM). 

8.3  Results and discussion 

The HSG attribution was based on the proposal of Sartori et al. (2009), and the 

physical and mineralogical properties of the Brazilian Soil Survey Manual (Brazilian 

Agricultural Research Corporation - EMBRAPA 2006) (EMBRAPA 2006) to the water 

table levels from the geotechnical survey sampling data of PETROBRAS (2007) and 

Waterloo Brazil Environmental Consulting (WBEC) (2009). This procedure was 

helpful to provide local features concerning the soil type, and minimize common 

modelling errors due to the CN spatial variability, reported by Van Mullen et al. 

(2017). For the Ferralsol and Cambisol soils, the attributed HSG was type B, and for 

the Podzol soils, type D. 

For the future scenario, the LULC classification was done according to the similar 

perviousness-pattern of the CMPC's zones:  

 Buffer zone (ZA), located between the slopes and the plains (wetlands), 

with the predominant presence of straight row crops; 

 Urban zone, which is the assembly of the City Master Plan Zones of 

Logistic and Industrial Zone (ZLI), Urban Support Zone (ZSU), Industrial 

Strategy for the Proper Use of Petrol and Gas (ZIEPG), Mix Vertical Zone 

(ZMV-9) and Urban Expansion Zone (ZEU); 

 Mix vertical zone (ZMV) for the occupation of one to multi-floor housing, 

business centers, institutional areas, with the average impervious 

condition of 70%; 

 Environmental protection zone (ZPA), comprising the protection areas 

along the watercourses, which should be protected by woods and the soil 

covered by litter and brush; 

 Permanent Protection Zone (ZPP), located in the Serra do Mar Mountains, 

which is protected by the State, and according to the CMPC, no changes 

will affect these forests after the urban expansion of the area. 
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 Touristic Ecological Zone (ZTE), comprehending the residential zone 

(RU3) and flat condominium (RMH2), with parcels of 5,000 m² and 20% of 

impervious areas; 

 Driveways (ROD) considering the predicted infrastructure of the CMPC. 

The LULC classes for the present and future scenarios (Boulomytis et al. 2016) and 

the corresponding CN value attributed per class and HSG type are given in Table 

8.2. 

Table 8.2 CN for the LULC classes of the present and future scenarios. 

 
 

The Manning’s roughness coefficients of the left bank (LB), bed (B) and right bank 

(RB) were achieved and calibrated by the use of the stages of the three main water 

courses of the study area, which corresponded to: Areeiro (LB=0.085, B=0.110, 

RB=0.025); Camburu (LB=0.060, B=0.015, RB=0.060), and Claro (LB=0.050, 

B=0.056, RB=0.070) (Boulomytis et al. 2017b).The remaining data was calculated, 

and both scenarios were simulated at HEC-HMS, as presented in Table 8.3. 
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Table 8.3 Input data derived for the hydrological model simulation. 

Sub-

basins 

Area L S 
Adopted 

equation 

tc 

(min) 

tLAG 

(min) 

Present Future 

(km²) (km) ( m/m) CNARCIII 
Q 

(m
3
/s) 

CNARCIII 
Q 

(m
3
/s) 

CBR1 120.69 28.08 0.0601 
    246.12 147.67 74.08 127.80 74.11 127.90 

CBR2 9.27 7.12 0.0072 
    

120.77 72.46 86.84 41.60 89.43 43.60 

CLR_1 64.82 14.39 0.0701 
    144.05 86.43 73.96 65.90 74.02 66.10 

JQR1 44.1 9.27 0.0093 
    

99.00 59.40 87.35 145.80 91.96 162.10 

PDL1 25.34 12.46 0.0734 
    128.05 76.83 74.45 54.3 75.16 55.30 

PDL2 20.69 7.44 0.0863 
    83.94 50.36 73.89 94.50 74.28 95.10 

PDL3 7.74 4.59 0.0633 
    61.61 36.97 74.54 31.30 76.21 32.30 

PDL4 3.85 2.64 0.0740 
    39.26 23.56 78.08 17.70 80.80 18.60 

PDL5 13.57 6.3 0.0062 
    

116.23 69.74 89.65 86.5 93.45 90.70 

PRQ1 14.15 6.52 0.0143 
    

86.46 51.88 84.44 20.70 89.69 23.70 

PRS1 34.64 12.01 0.0259 
    151.71 91.03 76.15 45.20 77.51 47.20 

 

Comparing the values between the present and future scenarios, it is observed that 

although the peak discharge increases in a rate that is higher than the CN values 

(Figure 8.2), it does not correspond to the increase of imperviousness in the CMPC 

zones of the urban area.  

 

Figure 8.2 Comparison between the present and future scenarios: (a) CN and Q 

values and (b) deviation. 
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In the ZLI, ZSU, and ZIEPG zones, the occupation rate of each parcel is 70%, and in 

the present scenario, they comprise pasture areas, where there is still a partial soil 

infiltration. A significant change of imperviousness is expected to occur in the sub-

basins JQR1 and PRQ1, with predominant urban and ZMV classes. 

The deviation between the CN values for the PRQ1 and JQR1 sub-basins varied 

5.28 and 6.22, and for the Q values, 11.18 and 14.49, respectively. Thus, the CN 

method could not represent realistically the catchment response to the expected land 

use and imperviousness changes. 

8.4  Conclusion 

In the study, the SCS-CN method used in the HEC-HMS could not provide realistic 

peak discharges for the future scenario of LULC. Even though the peak discharges 

increased in a higher deviation than the CN, they were not compatible to the increase 

of imperviousness in the PRQ1 and JQR1 sub-basins, which are expected to be the 

most densely urbanised ones. This is due to the following: 1) As the water table is 

shallow, the soil becomes saturated a short time after an intense rainfall starts, but 

the model does not compute the infiltration rate evolution throughout an event; 2) By 

the use of the LULC area weighted average regionalisation approach, the average 

CN underestimates the effect of the highest values in the basin; 3) The rainfall 

intensity is underestimated because of not relating the initial abstraction with soil 

infiltration rates; and 4) The model does not compute the CN losses in the outcomes. 

Enhanced calibration and validation procedures minimise the limitation of the model, 

although it is a challenge for ungauged basins. 

Even though the SCS-CN method has the features of conceptual models, it 

disregards the hydrological phenomena responsible for the catchment losses, similar 

to black-box models, and needs to be validated and calibrated to provide reliable 

outcomes. Furthermore, we conclude that the CN should not be the single method 

used to evaluate the flood susceptibility of ungauged basins with saturated soil 

conditions. 
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CHAPTER 9 

IMPLEMENTATION OF THE GIS-BASED MCDA 

The purpose of this chapter was to implement the MCDA approach in a GIS-based 

framework for the evaluation of flood susceptibility in the current study area. Different 

scenarios were simulated to reveal how the criteria variation would affect the 

response of the floodplains. The index of flood susceptibility was also proposed for 

the comparison of the simulated scenario outcomes.  

The validation process of the HEC-RAS 2D and the MCDA models were also 

developed in the study, highlighting the limitations of modelling ungauged basins. In 

addition, a discussion about the input data accuracy and acquisition methods was 

carried out to evaluate their effect on the model outcomes. The presented 

methodology was effective to process the available data and provide maps showing 

the different levels of likelihood to flood susceptibility in the Juqueriquere plains. 

9.1 Conclusive research paper 

The research paper titled "GIS-based MCDA approach for the evaluation of flood 

susceptibility in coastal semi-urban areas" is presented as follows. It comprises all 

the methodological aspects and results of Chapter 9. Besides, it is the conclusive 

research paper of the thesis, where all the parameters achieved previously are 

aggregated and implemented into the MCDA and HEC-RAS 2D models. 

The paper has not been published or submitted yet. It is being formatted for a future 

submission to an international journal. The supplementary paper titled "Derivation of 

design rainfalls and disaggregation process of areas with limited data and extreme 

climatic variability" is also part of Chapter 9, which provides part of the methodology 

used in the main research paper. 
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GIS-BASED MCDA APPROACH FOR THE EVALUATION OF FLOOD 

SUSCEPTIBILITY IN COASTAL SEMI-URBAN AREAS 

Vassiliki Terezinha Galvão Boulomytis1 

Antonio Carlos Zuffo2 

Monzur Alam Imteaz3 

ABSTRACT 

The sustainable development of coastal semi-urban areas is associated to the 

awareness of the local vulnerability to natural disasters, such as flood hazards. In 

ungauged basins statistical and modelling approaches combined with geographic 

information systems (GIS) have been widely used for the evaluation of different 

scenarios. In the current study, a multicriterial decision analysis (MCDA) simulated 

the response of the floodplains to the variations of the most dominant criteria, which 

affected the flood susceptibility of the area. The index of flood susceptibility was 

proposed to compare the outcomes of the different simulations. There is a thorough 

discussion about improving the accuracy of the MCDA method by the use of 

calibration and validation procedures, in association with the 2D Hydrologic 

Engineering Center's River Analysis System (HEC-RAS), which is not feasible when 

there is scarce data. The inundation boundary of the MCDA model was validated by 

the 2D HEC-RAS model, which had been validated by the comparison of observed 

and simulated inundation depths. The likelihood to flood susceptibility could be 

validated for the most vulnerable areas (lower than 2.1m), and the derived maps 

effectively revealed the flood susceptibility of the area upon the criteria variation, 

particularly the elevation and the rainfall. 

Keywords: Flood, MCDA, index of flood susceptibility, GIS, 2D HEC-RAS. 
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9.1.1  Introduction 

A sustainable urbanisation process depends on the appropriate planning for the 

development of new infrastructure, especially when it concerns the occupation of 

areas susceptible to natural hazards. Coastal low-lying areas are normally affected 

by the tide variation (Shahapure et al 2011, Snoussi et al. 2007). When these areas 

are urbanised, upon the occurrence of heavy rainfalls, the infiltration rate decreases, 

the peak flow increases, and the time to flow naturally decreases, overloading the 

downstream areas (Nirupama and Simonovic 2007, Shahapure et al. 2011). 

Several are the aspects which indicate the direct relationship between the 

urbanisation process and the increase of floods, such as the conversion of vegetated 

to impervious areas, where the infiltration rate is decreased and the runoff increased; 

the occupation of vulnerable areas alongside the floodplains and river beds; the 

population growth and ongoing real estate speculation over the fewer and more 

valuable properties (Alaghmand et al. 2010). 

It is expected that the flood hazards will increase in magnitude and frequency due to 

the unplanned urbanisation (Hammond et al. 2015) and global climate change (Dinh 

et al. 2012, Price & Vojinovic 2008). Conversely, an integrated approach of disaster 

management can minimize the impact and strengthen the resilience of the area to 

floods (Dewan et al. 2007, Price & Vojinovic 2008). 

According to the United Nations International Strategy for Disaster Reduction 

(UNISDR 2011), a city is flood resilient if it can resist and recover from the hazard in 

a timely and efficient manner. The first priority for action of the Sendai Framework for 

Disaster Risk Reduction, adopted by the UNISDR (2015), is about understanding 

disaster risk: 

“Disaster risk management should be based on an understanding of 

disaster risk in all its dimensions of vulnerability, capacity, exposure 

of persons and assets, hazard characteristics and the environment. 

Such knowledge can be used for risk assessment, prevention, 

mitigation, preparedness and response” (UNISDR 2015). 
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The awareness of the flood behaviour is complex, as they vary in temporal and 

spatial scales (Hammond et al. 2015, Zevenbergen et al. 2008) according to the 

terrain and climate patterns (Chang & Guo 2006). Moreover, mapping the risk is 

essential for the flood management (Achleitner et al. 2016). 

 In ungauged basins, flood data are not available and the traditional 

hydrological modelling is not always applicable (Kim & Kaluarachchi 2008) or 

accurate for flood risk mapping (Ouma & Tateishi 2014) when impaired methods and 

parameters are chosen (Fenicia et al. 2013, Tehrany et al. 2014). The multicriteria 

decision analysis (MCDA) have been widely used by policy makers and urban 

planners for the flood management (Horita et al. 2015, Qi & Altinakar 2011, Tehrany 

et al. 2014, Yahaya 2008), particularly because of identifying what cannot be 

comprehensively analyzed by traditional hydrological methods by the decision 

maker’s knowledge of an area or phenomenon. 

In the current study, GIS-based MCDA approach was used to map the susceptible 

areas to flood and analyse the response of the basin to the different criteria. The 

criteria attributed by Boulomytis et al. (2017c) were processed and aggregated in the 

GIS, by the use of the weighted sum of scores. The outcomes were compared to the 

2D hydraulic modelling ones and the index of flood susceptibility was finally derived 

to evaluate the effect of each scenario. 

9.1.2  Material and methods 

9.1.2.1 Study area 

The study case was in the floodplains of Juqueriquere river basin, northern coast of 

the State of São Paulo in Brazil. It is a prospective area for urbanisation, due to the 

infrastructure developments of Tamoios Highway Extension, the gas exploration 

plant of the Brazilian Petrol (Petrobras) and São Sebastião Port Extension (Figure 

9.1.1). 
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Figure 9.1.1 Floodplains of the study area. 

 

The average annual temperature is 25º C and the average annual precipitation is 

1652.8 mm (average from 1977 to 2015) based on the E2-046 rain gauge. It is rainy 

in the summer, expressly in March. As the area is constrained by Serra do Mar 

Mountains, there is a high incidence of orographic rainfalls. The low-lying area is also 

affected by tide variations. 

It comprises the most extensive semi-urban plains of the region. The urbanisation 

process has already started, along with the implantation of the Gas Treatment Unit of 

Caraguatatuba (UTGCA) of the Brazilian Petroleum Corporation (PETROBRAS) in 

2012, but there is still no macro drainage plan developed for the upstream area of the 

basin. Conversely, the downstream area is intensively urbanised. Although it suffers 

from frequent flood episodes (Boulomytis et al. 2015), the macro drainage design 

was only approved in June 2017 (Costa Norte 2017). 
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9.1.2.2  Implementation of the criteria in a GIS-basis 

The criteria that affects the susceptibility to floods were derived from Boulomytis et al. 

(2017c), which are: elevation, drainage density, rainfall, curve number (CN) and 

slope. 

They were attributed by the expert-based survey (using the Delphi method), and the 

vector of weight by the Analytic Hierarchy Process (AHP). The data was implemented 

in a GIS basis and the aggregation method was the weighed summation of scores at 

the ArcGis v.10.3 software. The general procedures carried out for the development 

of the methodology are given in Figure 9.1.2. 

 

Figure 9.1.2 GIS techniques for the spatialization of the criteria scores. 
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The elevation was elected the most dominant criteria. As it varied from 0.13 m (in the 

plains) to 1,317.27 m (on the top of the Serra do Mar mountains), the extent of the 

potential floodplains was delimitated up to the elevation range between 20 m and 30 

m through the vector edition of the basin map, in order to minimize data processing 

time and computational effort. 

For the output raster, the default cell size was used, which was automatically 

calculated based on the shortest value of the width or the height of the input dataset 

extent divided by 250. 

The final reclassification of each criteria was based on the likelihood of affecting the 

flood susceptibility in the area. The scores were attributed from 1 to 5, meaning 

respectively: very low, low, moderate, high, very high. The particularities of each 

criteria and the adopted procedures are detailed as it follows, from the most 

dominant criteria (elevation) to the least dominant one (slope). 

9.1.2.2.1 Elevation 

For the plains, a higher resolution Digital Surface Model (DSM), granted by São 

Paulo (2013) was used to generate the lower elevation contour lines. For the 

elevation levels that were higher than 5 m, the Digital Elevation Model (DEM) 

developed by the Shuttle Radar Topography Mission (SRTM) (NGA and NASA, 

2014) was used instead, as the vegetation heights would affect the accuracy of the 

terrain level detected by the DSM. Then, both of the raster contour lines were 

merged. The classification of the contour lines was irregular and more detailed in the 

plains, aiming the proper characterisation of the criteria in the most critical area. 

The final reclassification was based on attributing scores (1 to 5) to each elevation 

range in an inverse relationship (i.e. the lower the elevation score, the more it would 

affect the flood susceptibility). 

The elevation ranges were technically chosen based on the professional knowledge 

of the study area and the experience in field, achieved through the research 
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collaboration with RedeLitoral Project from 2010 to 2014, funded by the Brazilian 

National Council for the Improvement of Higher Education (CAPES). The main 

concerns were the following: 

 The maximum tide in the area (Boulomytis et al. 2014), which according to 

the tide tables of São Sebastião Port is nearly 1.5 m (Brazilian Navy 

2015). 

 The maximum stage recorded at Areeiro gauging station (upstream area), 

after the flood of 18 March 2013, which was 3.78 m. 

 The occurrence of a few remote flooded areas in the elevation range 

between 4 m and 6 m of Claro and Pereque river sub-basins, achieved by 

the photographic records of farmers between 2008 and 2013 (Saito 2013) 

and parallel studies (Boulomytis et al. 2015). 

9.1.2.2.2 Drainage density 

The drainage density (Dd) was evaluated by the use of the hydrographic map 

developed by São Paulo (2010). The original map was reduced to the potential 

floodplains and converted to a raster map, featured by the maximum watercourse 

length per grid cell. 

Then, the focal statistics method was applied, which calculated the sum of all the cell 

values in the zone (circular neighbourhood with the radius of 20 cells).  

The Dd map was initially classified into 5 regular ranges. Since the basin is 

ungauged, a quantitative correlation could not be thoroughly developed between the 

flood peaks and the Dd. Therefore, the procedure was based on the qualitative 

concept that the increase of Dd is related to the increase of flood peaks and volumes 

(Pallard et al. 2009, and Ouma & Tateishi 2014). 

The final reclassification process assembled each of the Dd ranges into to the 

respective score, from the very low (score 1) to very high (score 5) likelihood of the 

criteria to affect the zone flood susceptibility. 
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9.1.2.2.3 Rainfall 

The daily maximum rainfalls are normally related to the incidence of floods. However, 

when the basin is not properly gauged, the daily rainfalls cannot be employed 

because there is no record of their effect on the peak flow. The average annual 

rainfalls of historical time-series have been widely used to represent the effect of 

rainfall in MCDA (Kazakis et al. 2015, Ouma & Tateishi 2014 and Yahaya et al. 

2010).  

In the current study, there is no representative historical data of rainfalls (Figure 

9.1.3). A common period among all the surrounding rain gauges was chosen, to 

guarantee the total coverage of the basin. 

 

Figure 9.1.3 Distribution of the rain gauges of the Department of Water and Electric 

Energy of São Paulo (DAEE) around the floodplains in the Northern Coast Water 

Resource Management Unit of the State of São Paulo (UGRHI-3) and neighbouring 

units. Source: Adapted from São Paulo (2017). 

 

The correlation between the design rainfalls (regarding the rainfalls that are up to 24h 

in different return periods) and the annual maximum rainfalls was also analysed, to 

assure that both of them affect the rain gauge areas in similar patterns. 

The average annual rainfalls were derived and then, spatially distributed in the basin, 

through the Inverse Distance Weighted (IDW) interpolation process. The IDW was 

the most suitable technique for the study due to the limited number of samples to be 

interpolated. It consists in calculating the cell weights based on a function of inverse 



217 
 

 

 

distance, which assumes that, the more distant a value is from the sample location, 

the less influence it will have (lower weight). 

Finally, the interpolated rainfalls were classified in 5 regular ranges between the 

lowest and highest values, and reclassified to acquire the score values. The 

relationship was proportional between the criteria and its affect towards the flood 

impact, i.e. very low likelihood for score 1, and very high for score 5. 

9.1.2.2.4 Curve Number 

The curve number (CN) is an empirical variable which was developed by the US Soil 

Conservation Service (SCS) in 1969 for the prediction of surface runoff from the 

exceedance of rainfall. It is based on the association of the Hydrologic Soil Groups 

(HSG) with the land use and land cover changes (LULC) classes. The CN of both the 

present and future scenarios were estimated at Boulomytis et al. (2016). The future 

scenario is according to the City Master Plan of Caraguatatuba (2011). 

The derivation of the HSG took into consideration the Brazilian types of soil and the 

underground water levels (Sartori et al. 2009). The geotechnical survey sampling 

data of PETROBRAS (2007) and Waterloo Brazil Environmental Consulting (WBEC) 

(2009) (Figure 9.1.4) were used for the evaluation of the underground level in 

particular areas of the floodplains. The 24 samples (ST-06 to ST-30) collected by 

WBEC (2009) were located in the floodplains and revealed that the underground 

water levels varied from 30 cm (ST-08) to 125 cm (ST-06) in dry periods. 
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Figure 9.1.4. HSG determined for the attribution of the CN criteria. 

 

Then, the CN values were classified in 5 ranges. The classification was based on the 

imperviousness represented per each group of the assembled zones from the City 

Master Plan of Caraguatatuba (2011), described at Boulomytis et al. (2016). Finally, 

the CN polygon was converted to raster and was reclassified to achieve the final 

scores, from the very low (score 1) to the very high likelihood (score 5). 

9.1.2.2.5 Slope 

The slope was achieved from the contour lines of the floodplains, based on the DEM 

DSM (São Paulo 2013) and DEM (NGA and NASA, 2014). It was represented in 

percent values, and based on the rate of elevation change of the cell. The 

classification was based on the effect of superficial runoff due to the slope variable. 

The range was adapted to the attributed classes by Vieira (1998): 

 Class A: plains, lower than 3%; 

 Class B: smooth slopes, between 3% and 8%; 

 Class C: moderate to high slopes, between 8% and 20%; 
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 Class D: high slopes, between 20% and 45% 

 Class E: steep slopes, over 45%. 

A final reclassification was applied to match each slope range to each score. The 

relationship was inverse, or else, the very low likelihood to affect flood susceptibility 

was granted to higher slopes, and vice versa. That is because lower slopes tend to 

decrease the runoff intensity, and increase the flow accumulation effect. Some 

reference values of the relationship between the runoff and the slope are shown in 

Table 9.1.1. 

Table 1. Average runoff according to the slope and LULC classes. 

LULC classes 

Slope classes (%) 

0-3 4-7 8-11 >12 

Forest 0-0.5 0.5-0.8 0.8-1.0 >1.0 

Pasture 0-0.8 0.8-1.1 1.1-1.3 >1.3 

Agriculture 0-0.9 0.9-1.4 1.4-1.7 >1.7 

Paved roads 0-2.6 2.6-4.0 4.0-5.2 >5.2 

  Source: Adapted from Porto et al. (2000) 

9.1.2.3  Acquisition of the flood susceptibility map 

The criteria weights attributed at Boulomytis et al. (2017c) were integrated in the GIS 

by the application of the weighted sum of scores. The likelihood to flood susceptibility 

(LFS) was first divided in n regular ranges between     
 
    (minimum value), and 

        
 
    (maximum value), where    

  is the criteria weight and n is the 

importance level, which extends from 1 to 5 in the current study. Then they were 

reclassified to the LFS integer values from 1 to 5. 

The simulated scenarios had the purpose of comparing the present and future LULC 

of the study area upon different conditions, and also evaluate the sensitivity of the 

model. The simulated scenarios are shown in Table 9.1.2.  
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Table 9.1.2 Simulation scenarios to evaluate the flood susceptibility. 

Scenario Description 

Present  and regular (PRR) 
Present LULC scenario (i.e.CN of the present LULC) and all 

the other criteria with regular likelihood conditions. 

Future and regular (FRR) 
Future LULC scenario (i.e.CN of the predicted LULC) and all 

the other criteria with regular likelihood conditions. 

Present and flood event on the 

17th of  March 2013 (PFR) 

Present LULC scenario, rainy conditions resulted from the 

interpolation of the rain gauges that operated on the day of the 

flood event, and the other criteria in regular conditions. 

Future and flood event on the 

17th of  March 2013 (FFR) 

Future LULC scenario, rainy conditions resulted from the 

interpolation of the rain gauges that operated on the day of the 

flood event, and the other criteria in regular conditions. 

Present  and maximum rainfall 

(PXR) 

Present LULC scenario, rainy conditions estimated to be in the 

maximum level in all the floodplains (LFS = 5), and the other 

criteria in regular conditions. 

Future and maximum rainfall 

(FXR) 

Future LULC scenario, rainy conditions estimated to be in the 

maximum level in all the floodplains (LFS = 5), and the other 

criteria in regular conditions. 

Future and increased elevation 

increased (FRE) 

Future LULC scenario, elevation minimized to the level 4, i.e. 

(LFS = 5) → (LFS = 4) by the increase of the elevation in the 

plains), and the other criteria in regular conditions. 

Future, maximum rainfall and 

elevation increased (FXE) 

Future LULC scenario, rainy conditions estimated to be in the 

maximum level (LFS = 5), elevation minimized up to level 4, and 

the other criteria in regular conditions. 

 

9.1.2.4  Calculation of the Index of flood susceptibility 

In order to compare the different scenarios, the calculation of the index of flood 

susceptibility is proposed in the current study, represented by: 

          

 

   
           (1) 
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Where     is the index of flood susceptibility, LFS is the likelihood level of flood 

susceptibility, n is the number of criteria or levels (as already referred before, in the 

current study n=5), and Ai is the relative area of the floodplains in the respective LFS. 

9.1.2.5  Evaluation of the MCDA model accuracy 

For the evaluation of the model accuracy the flood event (17-18 March 2013) was 

simulated by the 2D Hydrologic Engineering Center's River Analysis System (HEC-

RAS) model. The procedure was divided into three parts: 1) running the HEC-RAS 

2D model; 2) validation of the HEC-RAS 2D model; 3) accuracy analysis with the root 

mean squared error (RMSE); 4) comparison between the inundation boundaries and 

likelihood of flood susceptibility generated by the HEC-RAS 2D and the MCDA 

models. 

To run the model, the peak discharges of the sub-basin outlets were achieved by 

Boulomytis et al. (2017d) through the simulation of the Hydrologic Modelling System 

(HEC-HMS). The meteorological data referred to the flooding event that occurred on 

the 17th of March 2013 (Boulomytis et al. 2017b). The geometric boundary of the 

HEC-RAS model was drawn based on the availability of peak discharges in the inlets 

of the floodplains, which corresponded to the outlet of the sub-basins in the upstream 

areas previously derived from the HEC-HMS model. 

The diffusion wave equation set was used to run the model in unsteady flow 

conditions. The theta weighting factor was initially 1.0 to provide more stability to the 

model. Then, it was changed to 0.6 to simulate the propagation of the tide rise 

towards the upstream area of the floodplains and provide more accuracy to the 

model (US Army Corps of Engineers 2016), as the study area is highly influenced by 

the tide variation. 

After running the model, it was validated by the comparison of observed and 

estimated rain depths. The RMSE was calculated to measure the average magnitude 

of error and evaluate the accuracy of the model. Finally, the inundation boundaries of 

both models were compared and analysed.  
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9.1.3  Results and discussion 

9.1.3.1 Criteria implementation 

All the criteria was implemented in the GIS by the use of different input data and 

processes. First, the elevation was derived from both the DSM (São Paulo 2013) and 

DEM (NGA and NASA, 2014). Despite the fact that the DSM was more suitable to 

represent elevation values of the plains, some vegetated areas could also be 

confused with higher elevation values; e.g. the top of the trees taken as the elevation. 

A compensating factor is that the highest trees grown in the study area do not grow 

in wetlands, but only in more elevated lands. Sparse shorter trees, bushes and 

grassland comprise the major vegetation of the floodplains. 

Subsequently, the drainage vector (São Paulo 2010) was converted to the raster 

format, which was then interpolated to achieve the final raster map, as presented in 

Figure 9.1.5. 

 

Figure 9.1.5 GIS-based generation of the drainage density. 

Regarding the rainfall data, after evaluating the common data availability of the 

closest rain gauges, the selected period was between 1971 and 1995. The  

respective rain gauges were: E2-045 (São Sebastião), E2-046 (Caraguatatuba), E2-

118 (Paraibuna), E2-124 (São Sebastião), E2-128 (Caraguatatuba), and E2-130 

(Paraibuna). They covered the surrounding area of the basin, as there is no available 

historic data of rainfalls in the floodplains (Figure 9.1.6). 
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Figure 9.1.6 Rain gauges selected for the rainfall distribution evaluation. 

Flash floods occur following intense rainfalls in short periods of time. As the basin is 

not gauged, it was not possible to use the 24h design rainfalls for the MCDA 

analysis, which would determine its effect on the peak discharge at the sub-basin 

outlets. Hence, a parallel analysis of the correlation of annual and daily rainfalls was 

carried out, both for the maximum registered values and for the average values in the 

period, in order to confirm the suitability of using the average maximum annual 

rainfalls for the MCDA model (Figure 9.1.7). 
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Figure 9.1.7 (a) Rainfall data, (b) correlation analysis of average maximum rainfall 

values, and (c) correlation analysis of maximum rainfall values recorded in the period. 

The 24h design rainfalls of all rain gauges were calculated by the gamma-distribution 

approach for the selected study period (1971-1995), based on the methodology 

proposed by Boulomytis et al. (2017a). In Figure 9.1.7(a), it was possible to verify 

that the rain gauges had a similar increasing pattern for all the stations, from the 

lowest (E2-118) to the highest (E2-124) values, comparing the design rainfalls, the 

average maximum daily rainfalls and the maximum daily rainfalls. The increase was 

less intense for the E2-045 maximum daily rainfall and for the average maximum 

daily rainfalls of the E2-128 and E2-046 stations. The average maximum annual 

rainfall did not increase according to the pattern of the average maximum daily 

rainfall for the E2-045 and E2-046 stations. On a daily basis both rain gauges had 
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more intense occurrences than when considering the annual rainfall in the selected 

period of study. Even though the evaluated annual rainfalls of the E2-046 rain gauge 

were not as intense as the daily rainfalls, they decreased in a similar manner for both 

of the annual approaches (average maximum and maximum annual rainfalls), as well 

as for the E2-045 rain gauge. Evaluating the relationship between the average 

maximum annual and average maximum daily rainfalls in Figure 9.1.7(b), and also 

between the maximum annual and maximum daily rainfalls in Figure 9.1.7(c), the 

regression coefficient (R2) revealed acceptable correlations for the annual and daily 

values using both approaches. It indicates that the annual and daily values of the rain 

gauges are correlated. As the maximum annual rainfalls describe only particular 

annual episodes, the average maximum annual rainfalls were selected to thoroughly 

represent the criteria in the MCDA model and undertake the precipitation behaviour 

of the basin. 

The rainfall event of the 17th of March 2013 was used for validation purposes, 

comparing the simulated event of the MCDA with the HEC-RAS outcomes. The 

rainfall temporal and spatial distribution resulted from the kriging interpolation of the 

Tropical Rainfall Measuring Mission (TRMM) grid and the vectors of the Data 

Collecting Platform (PCD) 32521, the rain gauges EMQAR1 and EMQAR2 (both near 

UTGCA plant), derived from Boulomytis et al. (2017b). The LFS was classified in 

regular-interval ranges according to the intensity level distributed along the basin. 

When it concerns to the evaluation of different temporal-distributed scenarios, the 

main predictable difference is related to the LULC. In the current study, the CN 

variable was used as a measure of the present and future LULC. It takes into 

consideration the expected LULC designed in the City Master Plan of Caraguatatuba 

(2011). The CN variables for both scenarios were derived by Boulomytis et al. (2016). 

The vector data (polygon maps) were converted to the raster format, where each cell 

had the respective weighted CN value  

Furthermore, the slope was derived from the merge of the DSM and DEM, and 

classified in the GIS based on Vieira (1998). The majority of the floodplains had 

slopes that were lower than 3%, showing the natural condition of the area to 

decrease the runoff and increase the flow accumulation.  
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Besides generating the criteria maps, they were also implemented for the different 

scenario conditions: for the increased elevation, the (LFS = 5) was converted to (LFS = 

4), meaning that all the elevation values that were lower than 2.1 m would be 

converted to 2.1 m; for the maximum rainfall, all the floodplains had the rainfall 

increased to level 5 (LFS = 5); for the flood event, the rainfall LFS was classified 

according to the regular distribution of the rainfall during the event, from the lowest to 

the highest values.The generated final maps of all the criteria, and their respective 

classification range for the likelihood to flood susceptibility are presented in Table 

9.1.4. 

Table 9.1.4. Final data for the implementation of the MCDA. 

Criteria Final Maps LFS Classification range 

Elevation 

(m) 

 
 

> 10.0 

6.1-10.0 

4.1-6.0 

2.1-4.0 

≤ 2.0 

Elevation 

 (LFS = 5) → (LFS = 4) 

(m) 

 

 

> 10.0 

6.1-10.0 

4.1-6.0 

2.1-4.0 

Dd 

(m) 

 
 

≤ 848.0 

848.1-1696.0 

1696.1-2544.0 

2544.1-3392.0 

> 3392.0 
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Table 9.1.4 (Continued) Final data for the implementation of the MCDA. 

Criteria Final Maps LFS Classification range 

Rainfall 

(mm) 

 
 

≤ 1670.0 

1670.1-1700.0 

1700.1-1730.0 

1730.1-1760.0 

> 1760.0 

Rainfall  

(17th March 2013) 

(mm) 

 
 

7.74-28.03 

28.04-41.70 

41.71-59.10 

59.11-80.64 

80.65-113.36 

Rainfall 

(maximum risk) 

(mm) 

 

 > 1750.0 

CN 

(present scenario) 

 
 

<75.0 

75.1-80.0 

80.1-88.0 

88.1-93.0 

>93.0 

CN 

 (future scenario) 

 
 

<75.0 

75.1-80.0 

80.1-88.0 

88.1-93.0 

>93.0 
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Table 9.1.4 (Continued) Final data for the implementation of the MCDA. 

Criteria Final Maps LFS Classification range 

Slope 

(%) 

 
 

>45.0 

20.1-45.0 

8.1-20.0 

3.1-8.0 

≤ 3.0 

 

9.1.3.2  MCDA implementation 

For the MCDA implementation, the weighted sum technique was applied in the GIS. 

The criteria weights were: elevation (10.00), Dd (7.72), rainfall (4.25), CN (3.21) and 

slope (2.45). For the classification of the LFS, the ranges had five regular intervals 

divided between 27.63 and 138.13, from the least to the most susceptible level to 

flood respectively. Accordingly, after the data processing, all the flood susceptibility 

maps were reclassified according to the pre-established range intervals, and the final 

levels of LFS were generated for the different scenarios. 

The model floodplains covered the area of 64.77 km2. The sub-basins and their 

respective areas are presented in Figure 9.1.8 to improve the comprehension of the 

most affected parts of the floodplains upon the evaluation of the different scenarios. 

The relative area of each LFS was tabulated for the different scenarios for the further 

derivation of the IFS (Table 9.1.5). 
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Figure 9.1.8 Location and dimension of the sub-basins in the floodplains. 

Table 9.1.5 Flood susceptibility maps and indexes. 

Scenario Final Maps Relative LFS and IFS 

PRR 

 

 

IFS = 3.61 

FRR 

 

 

IFS = 3. 75 

PFR 

 

 

IFS = 3.50 
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Table 9.1.5 (continued) Flood susceptibility maps and indexes. 

Scenario Final Maps Relative LFS and IFS 

FFR 

 

 

IFS = 3.65 

PXR 

 

 

IFS = 3.84 

FXR 

 

 

IFS = 4.00 

FRE 

 

 

IFS = 3.67 

FXE 

 

 

IFS = 3.93 
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In the PRR scenario, 12.65% of the floodplains were in the (LFS = 5) and 49.20% 

were in the (LFS = 4), while in the FRR scenario, 18.61% were in the (LFS = 5) and 

47.32% were in the (LFS = 4). There was a substantial increase in the FRR especially 

for the (LFS = 5). The IFS was 3.61 and 3.75 for the PRR and the FRR scenarios 

respectively, and a deviation of 3.88%. The only modified criterion was the CN, so 

the increase of the flood susceptibility in the study area was essentially caused by 

the LULC, based on the prediction of the City Master Plan of Caraguatatuba (2011). 

The central and the southern parts of the JQR_1 sub-basin (near the downstream 

area of the CBR_1, CLR_1 and PRS_1 sub-basins), as well as the PPQ_1 sub-basin 

were the most susceptible areas to the (LFS = 5) in the FRR scenario. In the PRQ_1 

sub-basin and the southern downstream of JQR_1 sub-basin, the infrastructure of 

the Tamoios Highway complex will increase the imperviousness of these low-lying 

and flat areas, which was detected by the CN of the future scenario. 

The PFR and FFR scenarios concerned the flood event of the 17th of March 2013, 

after a severe 24h-rainfall. The PFR scenario was also used for the validation of the 

model. In both scenarios, the same rainfall conditions were used, modifying only the 

CN to simulate the LULC. In the PFR and FFR, the (LFS = 5) was predominant in the 

northern and southwestern part of the JQR_1 sub-basin, near the PDL_5 sub-basin, 

and the downstream areas of the CLR_1 and PRS_1 sub-basins. In the FFR, the (LFS 

= 5) was more intense near the downstream areas of the PRS_1, CLR_1 and CBR_2 

sub-basins than in the PFR. The IFS differed 4.29% from each one of the scenarios, 

which were 3.50 for the PFR and 3.65 for the FFR. While in the PFR, the (LFS = 5) 

was in 7.94% and the (LFS = 4) in 47.90%, in the FFR, the (LFS = 5) was in 13.00% 

and the (LFS = 4) was in 46.34% of the area. Hence, almost a twofold area of the (LFS 

= 5) was comprised in the future scenario (FFR), if compared to the present scenario 

(PFR). 

 When a hypothetical maximum condition of rainfall was applied to all the sub-basins 

of the floodplains, both the PXR and the FXR scenarios resulted in very high IFS of 

3.84 and 4.00 respectively, and a deviation of 4.17%. In the PXR, both the 

downstream of the CBR_2, PRS_1 and PDL_5 sub-basins and the PRQ-1 sub-basin 

had minor areas with the (LFS = 5). In this scenario, the (LFS = 5) was in 20.12% and 
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the (LFS = 4) in 48.54% of the area. In the future scenario (FXR), there was a 

significant change in the (LFS = 5) which was in 28.40% of the floodplains, and a 

slight change in the (LFS = 4), that was in 45.26% of the area. Comparing both 

scenarios with the elevation map, the lowest areas (< 2.1m) are entirely covered by 

the (LFS = 5), showing the dominance of the elevation criterion in extreme situations. 

By simulating the increase of elevation in a future scenario (FRE), as if a massive 

landfill had been implemented in the floodplains and the lowest elevation turned out 

to be 2.1 m, the (LFS = 5) was predominant only in the central and northwestern parts 

of the JQR_1 sub-basin, near the downstream area of the CBR_2 sub-basin, and in 

the lower areas of PDL_5 and PRQ_1 sub-basins. The IFS was 3.67 that is 2.18% 

lower than the IFS for the FRR (IFS = 3.75), where the average maximum rainfall was 

applied for the future scenario. The (LFS = 5) was in 10.62% of the floodplains and a 

majority of the (LFS = 4) was in 54.75% of the area. For the same future scenario with 

the increased elevation condition, a hypothetical maximum rainfall covering all the 

sub-basins was also simulated (FXE). The intensity of the IFS turned out to be very 

high (IFS = 3.93), where the (LFS = 5) occupied 21.96% and the (LFS = 4) was in 

51.53% of the floodplains. Moreover, even though the dominant criterion chosen by 

the experts was the elevation, it was revealed that the rainfall causes a significant 

change in the flood susceptibility scenarios. 

9.1.3.3  MCDA-PFR and HEC-RAS 2D validation 

The HEC-RAS 2D model outcomes were used for the evaluation of the accuracy of 

the MCDA model. Initially, the depths generated by the HEC-RAS 2D model were 

validated, based on the information recorded by farmers during the flood event (17-

18 March 2013) and on the water marks alongside the river banks. The validation 

points were located near the downstream areas of the CBR_1, PRQ_1, and PRS_1 

subbasins. There was no available observed data in the remaining area.  

Comparing the observed and the estimated rain depths of the four points, the 

deviation varied from  6 to 17 cm, resulting in the RSME of 0.11, which means that 
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the HEC-RAS 2D outcomes for the current study represented a good predictive 

model. The outcomes of the validation process are given in Table 9.1.6. 

Table 9.1.6 Validation process of the HEC-RAS 2D model. 

Description Data (m) 

Pasture between the old train rail and Claro River road near Guaca road 
(near the downstream area of the PRQ_1 sub-basin). S 23°41'25" W 
45°27'34". 

 

Ev = 0.807 

Od = 1.480 

Ed = 1.307 

AD = 0.173 

Seringueira old bridge, on Claro River road (near the downstream area of 
the PRQ_1 sub-basin). S 23°41'40" S  W 45°27'43". 

 

Ev = 2.264 

Od = 0.300 

Ed = 0.236 

AD = 0.064 

Bridge near the stable of Mr. Mauro Andrade's farm (near the downstream 
area of the PRS_1 sub-basin). S 23°41'12" S  W 45°28'41". 

 

Ev = 1.023 

Od = 1.497 

Ed = 1.577 

AD = 0.080 

Cross-section of prior Areeiro gauging station, on Camburu river (near the 
downstream area of the CBR_1 sub-basin).S 23°39'44" S  W 45°31'07". 

 

Ev = 3.700 

Od = 3.750 

Ed = 3.829 

AD = 0.079 

Where: Ev=Elevation (m), Od = Observed rain depth (m), Ed = Estimated rain depth 

(m), AD = absolute deviation (m). Source: Pictures retrieved from Saito (2013). 
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Lastly, the inundation boundaries of the HEC-RAS 2D were compared to the 

outcomes of the MCDA-PFR model. The 2D flow area was 19.33 km2  and the input 

data  was achieved from the HEC-HMS model (Figure 9.1.9). 

 

Figure 9.1.9 Inundation boundaries and LFS of the models: (a) MCDA-PFR and (b) 

HEC-RAS 2D. 

The inundation boundaries for both models were very similar: 96.31% for the MCDA-

PFR model and 93.92 % for the HEC-RAS 2D model. The inundation boundary 

covered both the high and the very high likelihood to flood susceptibility in the 

modelled area (LFS = 5 and LFS = 4).  

Nonetheless, there was a discrepancy between the models when comparing the LFS 

levels. That was because in the HEC-RAS 2D model, the LFS levels were attributed 

according to the modelled depths, while for the MCDA-PFR model, the depths could 

not be directly associated to the LFS, which regarded the potentiality towards flooding 

the grid cell. It was possible to infer that areas with elevation lower than 2.1 m tended 

to flood first, not only because of the elevation, but also due to the tide dispersion 

upstream in the basin. As the average elevation of the modelled low-lying areas (< 

2.1m) was 0.9 m, the depth in the transition range between (LFS = 5) and (LFS = 4) 

was 1.2 m (i.e. the elevation of 0.9 m added to the depth of 1.2 m would totalise 

2.1m). Thus, the LFS classification for the HEC-RAS 2D map corresponded to: (LFS = 

3) for the depths between 0.2 m and 0.5 m common, (LFS = 4) for the depths between 

0.5 and 1.2 m, and (LFS = 5) for the depths higher than 1.2 m.  
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Subsequently, the map was converted to the floating point (raster) and processed at 

the ArcGIS to be compared with the MCDA-PFR model. The IFS for the MCDA-PFR 

and HEC-RAS 2D models were 4.20 and 4.35 for the evaluated area, respectively. 

The (LFS = 5) was in 23.39% and the (LFS = 4) in 72.92% for the MCDA-PFR, and 

accordingly, 52.26% and 41.66% for the HEC-RAS 2D model. The MCDA-PFR 

model was less sensitive in the detection of the highest LFS in more elevated areas 

such as the PRQ_1 and CBR_2 sub-basins, except upon the condition of higher 

rainfalls, as the second dominant criterion (Dd) remained the same in all simulations. 

Even though the average daily rainfall of the flood event was correlated to the 

average annual maximum rainfall, the input data for the HEC-HMS had been given in 

a different manner,  according to the average rainfall of each sub-basin and not of the 

entire floodplains, which reflected in the rainfall distribution for the MCDA-PFR. The 

calculation of the average values for the floodplains, processed for the MCDA-PFR 

model resulted in the underestimation of some local rainfall values and 

overestimation of others. With the discretisation of the basin and rainfall interpolation 

per sub-basin, the final rainfall values used as the input data of the HEC-HMS 

hydrological model were not affected as in the MCDA-PFR. Moreover, the inundation 

boundary of the MCDA-PFR model was validated, but not the rainfall depths of the 

most elevated areas (> 2.1 m). For that, more data would be necessary to calibrate 

the MCDA-PFR model and then validate it in different events. As the basin is 

ungauged this procedure was not possible to be conducted. 

9.1.3.4  Final discussion 

The inundation boundary MCDA model could be validated through the HEC-RAS 2D 

model, particularly the most fragile low-lying areas (elevation < 2.1). However, the 

depths of the most elevated areas could not be validated for the studied flood event. 

It would require more data to calibrate both models, validate them and finally do the 

cross validation of their outcomes. These data would have to be representative in 

both temporal and spatial scales, in order to achieve better interpolated outcomes. 
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It was shown that the rainfall criterion caused a significant effect in the area, but that 

enormous efforts had to be done to achieve accurate data for its representation in 

hydrological models. Each one of the studied models had different input data, 

causing a certain difficulty to correlate with their LFS.  

For the MCDA models, except the simulated PFR and FFR, the average maximum 

annual rainfall of the surrounding gauging stations were interpolated through the IDW 

method because of the limited number of samples (6 rain gauges). As for the HEC-

RAS 2D model, the kriging method was used, because it was more accurate to 

interpolate the TRMM raster and the rain gauge vector data. The average rainfall was 

per sub-basin for the HEC-HMS model, which generated the data to run the HEC-

RAS 2D model, providing less variation for the result as the areas are smaller than 

the entire floodplains. But for the MCDA approach, the rainfall data was classified 

and distributed alongside the floodplains, where more variation might occur, as there 

were not many samples available for the historic period. On the other hand, the 

interpolation of TRMM data and rain gauges might also decrease the effect of the 

local and orographic rainfalls of the area, as the raster data is based on 

geostationary satellite data. Thus, all these effects have to be studied before coming 

to the conclusion of which rainfall data is more realistic to be modelled. 

For the study, the elevation input data were based on the merge of DEM and DSM 

raster grids. The HEC-RAS 2D model accuracy depends on the accuracy of the 

elevation data used as the model input, for the further geometric implementation of 

the terrain. The DSM was the most appropriate available elevation data for the 

floodplains, but also had some limitations, such as the elevation of trees, mistakenly 

considered like higher elevations. It affected the interpretation of the LFS for some 

specific locations in both models, but in different levels. For the HEC-RAS 2D model, 

the flow dispersion was jeopardised by these barriers, which should also be part of 

the flowing area. The aggregation of this effect might have resulted in higher average 

depths for the HEC-RAS 2D model outcomes. It could not be calibrated, because 

there was no available accurate data, especially in the northern and central part of 

the floodplains, which were not accessible. Besides, bathymetric data would also be 

necessary to improve the results of the HEC-RAS 2D model. Thus, the HEC-RAS 2D 
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model is more sensitive to the topographic input data than the MCDA model, which is 

based on the elevation range. In other words, the elevation variation of one specific 

location does not affect the data of the other locations, as it occurs with the HEC-

RAS 2D model. 

Nonetheless, the proposed MCDA approach could reveal the dominance of the 

assigned criteria, particularly the elevation and rainfall, by evaluating both the IFS and 

the LFS of the different scenarios. 

9.1.4  Conclusion 

For the urbanisation process and development of infrastructure in semi-urban areas, 

it is essential to understand the effect it will cause to the local and surrounding 

environment. A sustainable development relies on the synergy between the urban 

and natural resources planning, particularly the water management. When the area is 

vulnerable to natural disasters, the essential key is to understand the phenomenon 

behaviour, such as flood hazards. It is not a trivial task when the area is ungauged 

and has only scarce data. 

The study area already has physical features that make it susceptible to frequent 

floods, such as low elevation, low slope and orographic rainfalls. The tide variation 

also affects the water flow dispersion towards the upstream areas. Even though the 

recently developed City Master Plan of Caraguatatuba (2011) predicts the LULC of 

the Juqueriquere floodplains, no macro drainage plan or consistent hydrological 

studies have been developed to make the area resilient to floods. The use of MCDA 

revealed the possibility of evaluating the criteria that mostly affects the flood 

susceptibility of the area. By using of the proposed IFS it was possible to compare the 

different simulated scenarios and determine the response of the basin to the criteria 

variation. 

When there is a lack of available input data, the MCDA tends to be more suitable 

than more sophisticate models, such as the HEC-RAS 2D. The criterion changes 

were clearly shown in the outcomes of the MCDA approach, and numerically 

represented by the IFS, for comparison purposes. However, the combination of the 
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MCDA and the HEC-RAS 2D models is highly recommended for calibration and 

validation purposes, increasing the potentiality of the MCDA approach to provide 

more sophisticated and accurate outcomes. The final maps could reveal the most 

susceptible areas to floods, and enhanced the understanding regarding the response 

of the floodplains to the effects caused by different criteria. 
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9.2   Supplementary paper 

In the beginning of the PhD candidature, there was no Intensity-duration-frequency 

(IDF) equation for Caraguatatuba municipality, which was later developed, in the end 

of 2016 by the Department of Water and Electric Energy of the State of São Paulo 

(DAEE).  

In order to evaluate the correlation between annual and daily rainfalls, the statistical 

approach of the gamma-function distribution is used to achieve design rainfalls. Two 

rain gauges were studied, one in the study area (E2-046), and one In the municipality 

of Ubatuba, on the boundary of Caraguatatuba, for comparison purposes. The 24h 

design rainfalls from previous studies were also investigated, including the results 

from the IDF equation of Caraguatatuba (DAEE 2016) and Martins et al. (2013). A 

recent paper published by Martins et al. (2017) compared two methodologies for the 

derivation of the IDF equation of the E2-046 station using a consistent data set of 31 

years. However, the respective material was still not available while preparing the 

supplementary paper of this chapter and could not be approached within it. 

The disaggregation of design rainfalls into shorter durations is additionally treated in 

this paper, elucidating the inaccuracy of the conversion ratios applied to 

heterogeneous featured regions. 

Moreover,  a detailed analysis of the rainfall annual maxima revealed the effect of the 

Noah-and-Joseph process in the Juqueriquerê river basin, whilst new design rainfalls 

were calculated considering the wettest series. 

The described investigation is approached in the paper "Derivation of design rainfall 

and disaggregation process of areas with limited data and extreme climatic 

variability" and presented as follows. This paper was submitted and accepted for 

publication at the  International Journal of Environmental Research. The final version 

will be downloadable from: https://link.springer.com/journal/volumesAndIssues/41742 
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PROCESS OF AREAS WITH LIMITED DATA AND EXTREME 

CLIMATIC VARIABILITY 
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ABSTRACT 

The adequate prediction of climatic events is mandatory for the urbanisation process. 

It is not uncommon for hydrologists to work with extreme events and scarce data. 

The current study proposed a methodology for the calculation of design rainfalls in 

the coastal region of São Paulo, Brazil. It was based on the use of annual maximum 

daily rainfalls in a probabilistic approach to the gamma-function distribution. The 

calculated 24h design rainfalls were compared to the results from the official 

intensity-duration-frequency equations in different time-series.  Local and national 

conversion ratios were used for the rainfall disaggregation. The fluctuation of the 

annual maxima revealed that the study area was affected by the Noah and Joseph 

erratic processes, and 24h design rainfalls were derived for the extreme event time-

series. The outcomes of the study showed that the gamma-function distribution 

provides reliable results, enhanced by the use of representative disaggregation ratios 

and proper time-series. 

Keywords: design rainfalls, IDF equation, annual maxima, gamma distribution, 

rainfall disaggregation, Noah and Joseph processes. 
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9.2.1  Introduction 

Design rainfalls comprise the relationship between rainfall depth, duration and their 

probability of recurrence or return period. In practice, design rainfalls are calculated 

through the probable rainfall depth through the intensity-duration-frequency (IDF) 

curves or equations (Ryu et al. 2014). They are based on the historical data for a 

specific location and for the critical storm or time of concentration of a watershed 

(Gericke and Plessis 2011). 

Rainfalls are considered short if the duration is less than 24h and long when it is 

between one and seven days (Smithers and Schulze 2004). Design rainfalls of both 

short and long durations are calculated using the data of a single station or a 

regionalisation approach. When the amount of data is restricted or the region is 

ungauged, regionalisation methods are used for the estimation of design values 

(Paiva et al. 2011, Smithers and Schulze 2004). 

Many rainfall stations worldwide provide accumulated totals of daily rainfall data. 

However, data availability might be limited due to inadequate spatial and temporal 

distributions of rain gauges (Gericke and Plessis 2011); insufficient quality of 

historical data (Wilk and Hughes 2002); ungauged sites (Slade 1936, Smithers and 

Schulze 2004), malfunctioning of gauges (Knoesen and Smithers 2009), inadequate 

storage and conservation of records (Barbassa et al. 2009). Thus, estimations of 

design rainfalls have to contemplate these conditions to provide consistent design 

values. 

Regionalised disaggregation models are used where there is limited sub-daily rainfall 

data (Gyasi-Agyei 2005, Koutsoyiannis and Onof 2001). These models disaggregate 

daily rainfall data into finer (i.e., hourly) time scales. Different ratios are used for the 

conversion of daily to hourly rainfalls, based on observed annual maximum daily 

rainfall series. It is important to notice that these ratios do not replace the actual data 

from rain gauges, but just represent the average relationship among the different 

rainfall durations. The more representative the duration ratios are, the more reliable 

they become. In smaller areas, the ratios are more representative as the hydrological 

features tend to be more homogeneous too (Zuffo 2004).  
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The rainfall duration is random and might occur in any time scale. Thus, the 

frequency and amount of intervals might be correlated within a probabilistic approach 

(Zuffo, 2004). Traditionally, the hydrologic frequency analyses are carried out by 

probabilistic methods referring to extreme value distributions, such as Gumbel (1941) 

and other parent distribution functions (exponential, gamma distribution, Weibull, 

normal and lognormal) (Campos 2009, Koutsoyiannis 2004, Skaugen, 2007). 

Regardless of the calculation method, rainfall frequency analyses are used for the 

estimation of design rainfalls (Gericke and Plessis 2011). Urban hazards, such as 

flash floods, are associated to extreme short-term rainfalls in daily or hourly scales 

(Arnbjerg-Nielsen et al. 2013, Alfieri et al. 2012, Youssef et al. 2013). They occur due 

to the low capacity of the watersheds/watercourses to store runoff discharge (Gaume 

et al. 2009), and possibly during the high tides, in the case of coastal areas (Lian et 

al. 2012, Youssef et al. 2013). The quantity of rainfall and runoff discharge are 

correlated and crucial for flood control and management (Young and Liu 2015). While 

input data are scarce for rainfall-runoff models, uncertainties arise from inaccuracies 

and are responsible for the poor understanding of the watershed water balance 

required for water resources management (Wilk and Hughes 2002). It is essential 

that design rainfalls are properly calculated in the urbanisation process through the 

ideal infrastructure implementation for macro and micro drainage (Martins et al. 2013, 

Zuffo 2004). 

In some locations, the fluctuations in the precipitation wavelength are not detected or 

taken into consideration by hydrologists. When extreme precipitation events are 

undeniably extreme they are supposed to be influenced by the Noah Effect, but in 

case the high or low events occur for an unusually long period, they are influenced by 

the Joseph effect (Mandelbrot et al. 1968, Zuffo 2015).  

Gaussian models presuppose hydrological phenomena to be smooth while the Noah 

and Joseph effects consider them erratic (Mandelbrot et al. 1968). However, the 

consideration of Noah and Joseph erratic processes provide more realistic and 

accurate outcomes to operational hydrology. In case a region had the continuous 

occurrence of an extreme precipitation for seven years, and then an ongoing drought 

in the following seven years. The local reservoir should be designed to have bigger 
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dimensions than other ones where extreme precipitation and drought alternated in a 

shorter period (Mandelbrot et al. 1968), The average annual maxima throughout the 

entire period would hide the Joseph erratic effect, if the precipitation fluctuation were 

disregarded. A similar situation happened in the design of Cantareira Reservoir, 

which supplies water to the metropolitan area of São Paulo. According to Zuffo 

(2015), its conceptual design was based on the available data at the time, which 

showed a long period of drought and low discharges. When operating initially, in a 

period of extreme rainfalls, the reservoir was exposed to floods. Later, with the 

population increase, the intense use of water in drought periods had not been 

forecasted, affecting the water demand-supply in 2013-2014. The Noah-erratic effect 

was also observed in the Cantareira Reservoir in 1982/1983, when in less than a 

year it could be entirely filled, due to the extreme rainfall events that represented 

twice the average annual maxima of the past recorded series (Zuffo 2015). 

The current study was carried out on the Juqueriquerê River Basin, a semi-urban 

area in the State of São Paulo, Brazil. The main purpose is to present the 

probabilistic design rainfall and compare the results with the design rainfalls achieved 

by the previously derived IDF. The methodology is based on the gamma parent 

distribution (Campos 2009, Skaugen 2007), which is a good approach for regions 

with scarce rain gauges. The paper extends the discussion about the need of 

representative duration ratios for the acquisition of reliable rainfall estimations and 

shows how the Noah and Joseph processes can affect the outcomes of design 

rainfall derivations. 

9.2.2  Background of the study area 

The Juqueriquerê River Basin is located in two municipalities 341.60 km² in 

Caraguatatuba and 78.20 km² in São Sebasitão, both along the northern coastline of 

the State of São Paulo, Brazil. It sums up the area of 419.80 km² for a watercourse of 

135.25 km and is responsible for the major water supply of the 34 local basins. It also 

comprises the most significant semi-urban area of the plains, surrounded by the 

mountains of the Serra do Mar State Park (Figure 9.2.1). 
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Figure 9.2.1 Study area and location of the E2-046 and E2-052 rain gauges. 

The region around the outlet of the study area is already urbanised and 

comprehends a 4-km-long estuarine channel, which is intensively used by small piers 

and docks.  In the last decade, several developments have been implemented within 

the basin, among which are the petrol exploration, São Sebasitão Port Expansion 

and Tamoios driveway complex. 

The E2-046 rain gauge is located in the downstream area of the northern coastline of 

the Juqueriquere River Basin. In this study, the historical data from the E2-052 rain 

gauge and the official IDF equation were used to test the methodology approached 

for the E2-046 station. The E2-052 station was selected because it is located in 

Ubatuba, on the northern border of Caraguatatuba, comprising similar physical 

features of the E2-046 station. 

The average annual temperature is 25º C and the average annual precipitation has 

been 1652.8 mm and 2074.6 mm from 1977 to 2015, considering the E2-046 and E2-

052 rainfall gauging stations, respectively. The weather is subtropical and rainy in the 

summer, especially in March. The orographic rain is significant due to the proximity to 

Serra do Mar mountains. There is a significant tidal influence to the drainage of the 

watercourses, increasing the vulnerability to floods in this low-lying region. 

The summer of 1966/1967 was notably rainy in many cities of the State of São Paulo. 

For the E2-046 gauging station, the annual maxima was 2349.5 mm in 1966 and 
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2141.2 mm in 1967. On the 18th of March 1967, the daily maxima was 240.8 mm 

and the accumulated precipitation until this date was 544.2 mm. After more than 13 

hours of extreme rainfalls (Pombo 2017), debris flows from the saturated steep 

slopes of Serra do Mar mountains devastated Caraguatatuba, sweeping down the 

plains of Santo Antonio and Juqueriquerê basins and filling them with thick deposits 

of mud, rocks and trees. Part of the Tamoios driveway, which is still the main road 

between the inland region and the northern coastal cities of the State of São Paulo, 

was also destroyed by the debris flows (Figure 9.2.2).  

 

Figure 9.2.2. (a) Debris flow scars on the steep slopes of Serra do Mar Mountains; 

(b) Debris flow deposition on the plains of Juqueriquerê River Basin; (c) aerial photos 

of debris flow deposition alongside the Ouro River in Santo Antonio Basin; (d) 

Destruction of part of the Tamoios driveway. Source: Almeida (2013). 

 

The catastrophe caused the death of 436 people, and more than 3,000 inhabitants 

lost their home. After 50 years, it is still known for the uncountable loss of the local 

population and is considered the most destructive event of debris flow in the State of 

São Paulo (Pombo 2017).  
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9.2.3  Material and methods 

9.2.3.1 Hydrological frequency analysis 

The theoretical distributions of extreme values were brought in by Frechet (1927), 

Fisher and Tippet (1928) and Gumbel (1941). The Generalised Extreme Value (GEV) 

distribution was described by Jenkinson (1955), as it follows: 

                        
  

      

   
       

         
   

    (1) 

Where      is the GEV distribution; and,  ,   and k are the location, scale and 

shape parameters, respectively. In hydrology,   is dimensionless, k has an opposite 

sign convection, and  ξ is used as a dimensional parameter (Koutsoyiannis 2004), 

represented by: 

      (2) 

The Type I Distribution of Maxima of GEV occurs when k = 0, which is also called 

Extreme Value Type I (EV1) or Gumbel distribution (Chow 1953, Koutsoyiannis 

2004). As a result, the probability density function for Gumbel distribution is: 

                   
 

 
          {        (3) 

When k > 0,      corresponds to the Type II Distribution Of Maxima (or EV2) if 

             , which is bounded from below and unbounded from above. In 

case      ,       ,      is known as the Frechet distribution (Koutsoyiannis 

2004). 

The Type III (EV3) Distribution of Maxima occurs when k < 0. It is bounded from 

above if               but does not suit hydrological studies (Koutsoyiannis 

2004), as it refers to random variables that are commonly found in nature where 

maximum values have an upper bound (Jenkinson 1955). 

Fisher and Tippet (1928) and later, Gumbel (1941) analysed the theoretical 

distribution of annual maximum daily rainfall and proved that the N largest or smallest 
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samples (each with one with the selected m values) acquired a limited form with the 

increase of m, when it tended to infinite values (Chow 1953, Koutsoyiannis 2004). 

In hydrological literature, the EV1 distribution is more usual than the EV2. Slade 

(1936), Chow (1953) and Koutsoyiannis (2004) verified that hydrologic frequency 

analysis should be limited to two parameters to avoid data sample errors and 

inaccurate results. Our methodological approach was in the domain of attraction of 

the EV1 distribution, based on the gamma function. Following the assumptions of 

Koutsoyiannis (2004), the main reasons for choosing the EV1 distribution in the study 

were the simplicity of using the two-parameter EV1 instead of the three-parameter 

EV2, and the parent distributions in the domain of attraction of the EV1 distribution 

(i.e., exponential, gamma, and Weibull).  

It is common for engineers to use the annual maximum daily rainfall series of 20-50 

years, and such short period does not follow the EV2 distribution, making the EV1 

distribution more suitable for this situation (Koutsoyiannis 2004). 

In the current study area, the rainfall series from pluviographs are shorter than 50 

years. Previous studies used the approach of Chow (1953), based on Gumbel 

distribution (EV1). For the hydrologic frequency analysis, Chow (1953) proposed a 

simplified equation: 

         (4) 

Where     is the mean value,   is the standard derivation, and K is the frequency 

factor, (n≥100), that corresponds to: 

                             (5) 

Where n is the number of samples (i.e. years with available data),    is Euler’s 

constant (   0.5772157), and TM is the reoccurrence interval of annual maxima.  

9.2.3.2  Previous studies 

The first attempt to provide an IDF equation for Caraguatatuba municipality was 

developed by Martins et al. (2013). The authors used the annual maximum daily 
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rainfall of an 11-year period (from 1974 to 1984) from the E2-046 rain gauge. 

However, short annual maximum series with less than 20-year periods do not provide 

reliable variations of the mean values or reflect the climatic variability of the region 

(Koutsoyiannis 2004, Zuffo 2015). 

Martins et al. (2013) adopted equations and variables for the Gumbel distribution 

according to Naghettini and Pinto (2007) and Righeto (1998) and analysed the 

hydrologic frequency based on Chow (1958). They presented the following IDF 

equation for the E2-046 rain gauge when 10 ≤ t ≤ 1440: 

                                (6) 

Where      is the intensity of the rainfall (mm/min), t is the duration (min), and T is the 

return period (years). 

The Department of Water and Electric Energy of the State of Sao Paulo (DAEE) 

proposed the IDF equation considering the data collection period of 26 years at the 

rain gauge E2-046. All the equations provided by DAEE to the Water Resources 

Management Units of the State of São Paulo use the minimum record period of 20 

years, admitting that theses series might provide reliable results (DAEE 2016). 

DAEE developed the IDF equation preserving the mathematical features of the EV1 

distribution, and the hydrologic analysis was based on Chow (1958). 

DAEE (2016) assessed the best-fit collection data in order to define the rainfall 

periods for the IDF calculation, which corresponded to the proper recording of the 

annual maximum daily rainfall in their pluviographs. In case there was a technical 

problem in measurement, the respective year was not included in the historical 

series. Although the station has been in operation since 1943, following this quality 

criterion, the selected data period by DAEE (2016) corresponded to 1971, 1973-76, 

1978, and 1980-2002. As a result, the final IDF equation for the E2-046 rain gauge 

when 10≤ t ≤ 1440 was: 

                                                                          (7) 
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Where      is the intensity of the rainfall (mm/min), t is the duration (min) and T is the 

return period (years). 

In Ubatuba municipality, DAEE (2016) proposed the original IDF equation in 1999 

and reviewed it in 2016, considering the data collection period of 41 years at the E2-

052 rain gauge. The selected data period corresponded to 1948, 1950, 1953-1959, 

and 1963-1994. The final IDF equation for the E2-052 rain gauge when 10 ≤ t ≤ 1440 

was: 

                                                                             (8) 

Where      is the intensity of the rainfall (mm/min), t is the duration (min), and T is the 

return period (years). 

9.2.3.3  Probability density function of the gamma distribution 

For the current study, we calculated the design rainfall based on the probability 

density of the gamma function. It is useful for regions where IDF equations are not 

available or updated. The input sample data corresponds to the annual maximum 

daily rainfall. Consistent outcomes are expected for data periods longer than 20 

years, as the gamma distribution is in the domain of attraction of EV1 distribution 

(Koutsoyiannis 2004). The probability density function (pdf) of the gamma distribution 

is: 

           
          

        
    

   
     
     

         

  (9) 

Where,          is the gamma distribution’s pdf, Γ is the gamma function, x is the 

random variable that is distributed with shape   and scale  ,    is the mean value and 

  is the standard deviation. 

The hypothesis was to evaluate if the sample distribution belonged to the gamma 

distribution’s pdf using the chi-square test (χ2). The χ2 test is normally used to 

analyse the discrepancy between the observed and expected values of a sample 

group. It is defined as follows: 
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 χ          
    

 

   
 (10) 

Where n is the number of samples, O is the observed value of the samples, and E is 

the expected values of the samples. 

The χ2 statistic was compared with the critical chi-square (χ2 critical) to accept or 

reject the hypothesis. It was based on the parameterisation of two degrees of 

freedom and a significance level of 2% (p=0.02), for the probability of making a Type 

I error (i.e. incorrect rejection of a true null hypothesis), considering the following:  

 H0: χ
2 < χ2

critical → the hypothesis is accepted (the sample distribution 

belongs to the gamma-density distribution); 

 H1: χ
2 > χ2

critical → the hypothesis is rejected (the sample distribution does 

not belong to the gamma-density distribution); 

 The test statistic is the χ2
critical. 

The Kolmogorov-Smirnov (K-S) test was also carried out to assess if the annual 

maximum rainfall data followed the gamma distribution and for a better 

understanding of the distribution fitting performance. The K-S test is based on the 

largest difference between the observed and the expected distribution functions. For 

the gamma distribution pdf samples of x_1  ,…,x_n  , the K-S test is defined as,  

                 
   

 
 
 

 
                          (11) 

Where, D is the maximum difference between the observed and expected 

distributions of the samples. The K-S statistic (D) was compared with the critical K-S 

(D critical) to accept or reject the hypothesis. It was based on the parameterisation of 

two degrees of freedom and a significance level of 2% (p=0.02), for the probability of 

making a Type I error (i.e. incorrect rejection of a true null hypothesis), considering 

the following: 

 H0: D < D critical → the hypothesis is accepted (the sample distribution belongs 

to the gamma-density distribution); 
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 H1: D > D critical → the hypothesis is rejected (the sample distribution does not 

belong to the gamma-density distribution); 

 The test statistic is the Dcritical. 

To establish the maximum rainfall of each interval, this study used the inverse 

gamma distribution’s pdf, which corresponds to: 

           
              

        
        

   
     

  (12) 

Where,          is the inverse gamma distribution’s pdf, Γ is the gamma function, x 

is the random variable that is distributed with shape   and scale  . 

After calculating all the parameters of the gamma function (  , k,    and  ), the events 

were divided into sample groups arranged according to the precipitation ascending 

order. Then, they were separated in equal amounts with at least five samples in each 

group, to make a consistent χ2 test K-S tests (Chernoff & Lehmann 1954, Plackett 

1983, Shrestha et al. 2017). 

By the use of the inverse gamma distribution’s pdf, it was possible to calculate the 

maximum rainfall data per interval and achieve the following attributes: the annual 

maximum daily rainfall per interval, the number of expected and observed values in 

the precipitation range or interval, and the χ2 test. 

9.2.3.4  Design rainfalls and return periods 

The design rainfalls were obtained for different return periods (2, 5, 10, 20, 50 and 

100 years). In the study, the selected return periods were based on the local 

regulations of the Company of Technology in Environmental Sanitation of the State of 

São Paulo (CETESB 1986) (Table 9.2.1).  
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Table 9.2.1.  Return periods adopted in the State of São Paulo for the infrastructure 

design. 

Infrastructure Return Period (years) 

Storm drain on low-traffic roads 5 to 10 

Storm drain on low-traffic roads 50 to 100 

Bridges 50 to 100 

Urban runoff drainage 2 to 10 

Micro drainage of residential area 2 

Micro drainage of commercial area 5 

  Source: CETESB 1986 

As design rainfalls in different return periods are essential data for hydrological 

modelling and design of urban drainage systems, the current study considered the 

infrastructure that was predicted for the development of the Juqueriquerê River Basin 

by the City Master Plan of Caraguatatuba (Caraguatatuba 2011) in order to select the 

proper return periods. 

The design rainfalls were calculated for the E2-046 rain gauge for comparisons with 

the outcomes of Martins et al. (2013) and DAEE (2016). The sample data was 

selected considering both the assumptions of DAEE (2016) and the acquisition of 

reliable annual maxima for the application of the proposed methodology. It 

corresponded to a period of 26 years (between 1971 and 2002), adopting the 

following criteria: 

 Years 1972, 1977 and 1979 were excluded, as it was the procedure 

adopted by DAEE (2016).  

 Years 1982, 1983 and 2001 were excluded because a representative 

amount of monthly maximum daily rainfalls (i.e. in the rainy season) were 

not available at the Information System for the Water Resources 

Management of the State of São Paulo (SIGRH 2016).  That was due to 

the intense summer rainfalls of 1982/1983, which caused many floods and 

damaged the data recording process of several gauging stations. 
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A sensitivity analysis was done using data for the period between 1944 and 2011. 

The sample data was selected considering only the criteria regarding the proper 

acquisition of annual maxima described previously. Thus, years 1982, 1983 and 

2001 were excluded from the period, remaining a sample of 65 years. 

The 24h-design rainfalls obtained in the current study (using both the 26-year and 

65-year data periods) were compared with the findings of DAEE (2016) and Martins 

et al. (2013). Percent errors among these results were also calculated for each return 

period, considering DAEE 24h design rainfalls as a reference value, according to the 

following: 

      
                    

          
 
 

        (13) 

Where   is the percent relative error (%),           is the experimental value of rainfall 

(mm) and            is the rainfall value provided by the DAEE (2016) equation. 

The calculation of the design rainfall was also done for the E2-052 rain gauge, in the 

nearby Ubatuba municipality, and compared with DAEE results. This step was done 

for the validation of the method in a different rain gauge. 

The sample data used the E2-052 rain gauge was selected considering the 

assumptions described formerly about the E2-046 rain gauge. It corresponded to a 

period of 34 years (between 1948 and 1994), adopting the following criteria: 

 Years 1949, 1951-1952 and 1960-1962 were excluded, as it was the 

procedure adopted by DAEE (2016). 

 Years 1982, 1986, 1989-1992 and 1994 were excluded because a 

representative amount of monthly maximum daily rainfalls (i.e. in the rainy 

season) were not available (SIGRH 2016). 

A sensitivity analysis was carried out using data for the period between 1946 and 

2013. The sample data was selected considering only the criteria regarding the 

availability of monthly maximum daily rainfalls to achieve the proper annual maxima. 
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Thus, years 1982, 1986, 1989-1992, and 1994 were excluded from the period, 

remaining a sample of 43 years. 

The 24h-design rainfalls obtained in the current study (using both the 34-year and 

43-year data periods) were compared with the findings of DAEE (2016). Percent 

errors among these results were also calculated for each return period. 

9.2.3.5  Rainfall disaggregation and duration ratios 

For the conversion from the 24h to the shorter duration rainfalls, the current study 

used two different approaches: the ratios suggested by CETESB (1986) (Table 

9.2.2), and the ratios calculated using the DAEE (2016) design rainfall equations. 

Table 9.2.2. Duration ratios for the disaggregation of rainfalls in the State of São 

Paulo. 

Original Duration Final Duration Conversion Ratios 

1 day 24 hours 1.14 

24 hours 12 hours 0.85 

24 hours 6 hours 0.72 

24 hours 1 hour 0.42 

1 hour 30 min 0.74 

30 min 20 min 0.81 

30 min 10 min 0.54 

 Source: Adapted from CETESB (1986). 

The CETESB (1986) disaggregation ratios are according to Pfafstetter (1982), who 

used 98 pluviographic data of extreme rainfalls for entire Brazil. The DAEE (2016) 

disaggregation ratios were calculated using the arithmetic mean of the specific 

design rainfall duration relationship with the 24h design rainfall duration in different 

return periods, as it follows: 

                               
 
         (14) 
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Where       is the rainfall disaggregation ratio, n is the number of samples (return 

period groups),    is the rainfall duration (10 min ≤ d ≤ 12 h), Tn is the return period 

(years), varying from 2 to 200 years, as these were the values (samples) provided by 

DAEE (2016),          is the rainfall in the duration d and return period Tn (mm), and 

          is the rainfall in the 24 h duration and return period Tn (mm). 

For both rain gauging locations (E2-046 and E2-052), the 24h design rainfalls were 

used to evaluate the effectiveness of disaggregation ratios in heterogeneous areas. 

The shorter duration rainfalls were calculated using the 24h design rainfalls achieved 

with the study method (gamma distribution) and with the DAEE equation, using the 

conversion ratios of CETESB (1986), and the respective DAEE duration 

relationships, as shown in Figure 9.2.3.  

 

Figure 9.2.3. Conversion methodology to shorter duration rainfalls with different 

ratios. 

The three different duration design rainfalls were compared to the shorter duration 

design rainfalls provided by DAEE (2016) equations, and percent errors were 

calculated among them. This procedure was essential for the evaluation of the 

rainfall disaggregation ratios of each specific duration. 

For the sensitivity analysis of the disaggregation ratios, the root-mean-square error 

(RMSE) technique was applied to measure the duration residuals in each return 

period. The rainfall calculated for each duration was compared to the respective 
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DAEE rainfall. The number of samples corresponds to the number of durations used 

in the study for each return period. The equation for the RMSE calculation is as 

follows: 

       
                     

  
   

 
   (15) 

Where            is the rainfall calculated with the disaggregation ratio,         is the 

rainfall provided by DAEE IDF equation, and n is the number of samples (shorter 

durations for the calculation of rainfalls in the study: 12 h, 6 h, 1 h, 30 min, 20 min, 10 

min, i.e. n=6 samples). 

Then the RMSEs were normalised for the comparison of their results in a 0-to-1 scale 

and check the effectiveness of the rainfall disaggregation ratios, using the following 

formula: 

      
    

                          
   (16) 

Where             is the maximum rainfall for the specific return period provided by 

DAEE IDF equation, and             is the minimum rainfall for the specific return 

period provided by DAEE IDF equation. 

In the study, the NRMSEs were used as the number of samples is small, in order to 

minimise the influence of the sample size on the sample range, which could hamper 

the disaggregation effectiveness comparisons. High values of NRMSE indicate less 

accuracy of the disaggregation process for the calculation of rainfall by the respective 

ratio. 

9.2.3.6  Sensitivity analysis of the Noah and Joseph processes 

For the E2-046 rain gauge, the annual maxima was calculated between 1944 and 

2011. Observing the fluctuation of precipitation throughout the series, different 

patterns of distribution featured the occurrence of two patterns: a long period of wet 

and then, dry precipitation events. The average annual maxima was then calculated 

for the entire period of available data (1944-2011), for the consecutive cycles of 
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1944-1976 (33-year period) and 1977-2011 (32-year period), and for the period used 

by DAEE (2016) to develop the IDF equation of Caraguatatuba Municipality (1971-

2002, 29-year period).  

It is important to understand why different data sets were used in the study, i.e. data 

between 1944 and 2011 and, then between 1971 and 2002. Even though longer 

periods provide more reliable outcomes since frequency analysis are very sensitive 

to the number of samples, if only the longest data set was used for the calculation of 

design rainfalls (1944-2011), it would not be possible to test the efficiency of the 

gamma distribution methodology and compare its outcomes with the values resulted 

from the IDF equation of Caraguatatuba Municipality, which were achieved for the 

shortest period  between 1971 and 2002. 

A similar procedure was adopted for the E2-052 rain gauge. The annual maxima was 

plotted for the: 1946-2013 (entire period of available and not excluded data, 61-year 

period), both consecutive cycles of 1946-1976 (31-year period) and 1977-2013 (30-

year period), and the period used by DAEE (2016) to develop the IDF equation of 

Ubatuba Municipality (1948-1994, 40-year period).  

The previously excluded years for the calculation of the gamma distribution were not 

considered in this step, either for the E2-046 or for the E2-052 rain gauges. 

The 24h-design rainfalls of Juqueriquerê River Basin, where the E2-046 rain gauge is 

located, were calculated by the use of the gamma distribution method in each one of 

the described event series, in order to evaluate how the Noah and Joseph erratic 

processes affected the outcomes. An additional deviation graph was plotted for the 

comparison of the design rainfall of each cycle ( 1944-1976 and 1977-2011) with the 

one calculated for the entire period of available data (1944-2011). The period used 

by DAEE for the development of the IDF equation of Caraguatatuba (1971-2001) was 

also compared with the outcomes achieved by the entire period (1944-2011). 
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9.2.4  Results and discussion 

9.2.4.1 Development of the gamma distribution 

For the calculation of the design rainfalls of both E2-046 and E2-052  rain gauges, 

similar collection periods used by DAEE (2016) were applied in the study, excluding 

only the periods without reliable data. It is important to notice that, for some of the 

years that had been excluded by DAEE (2016) while developing their IDF equation, 

the monthly data were available and provided online without any restriction by the 

Information System for the Water Resources Management of São Paulo (SIGRH 

2016). Although DAEE had probably had technical problems with the hourly 

pluviograph, the rain gauges could provide the maximum daily rainfall, suiting the use 

of the proposed methodology.  

The data was rearranged and the gamma-function parameters (  , k,    and  ) were 

calculated. For more detail, refer to Tables A1 and A2 of Appendix A. The same 

procedure was done for the E2-052 rain gauge. All the parameters were also 

calculated for the 34-year and 43-year data periods (refer to Tables A3 and A4 of 

Appendix A). 

The χ2 and K-S tests were carried out for both rain gauges and data collection 

periods. The χ2 and K-S values were lower than the critical values. Therefore, the 

hypotheses were accepted in all cases. 

9.2.4.2 Calculation of the 24h design rainfalls 

For the E2-046 and E2-052 rain gauges, the 24 h design rainfalls were calculated.  

The results of the gamma distribution are for a daily rain, which was converted to the 

24h design rainfall, using the commonly applied ratio of 1.14 (CETESB 1986, Zuffo 

2004, Weiss 1964). The outcomes for the E2-046 rain gauge were compared with the 

results achieved by the IDF equation of DAEE (2016) and Martins et al. (2013).  

Similarly, for the E2-052 rain gauge, the comparison was with the outcomes of the 

IDF equation of DAEE (2016). The 24h design rainfalls and percent errors are 

presented in Figure 9.2.4. 
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Figure 9.2.4 The 24h-design rainfalls calculated for the (a) E2-046 and (c) E2-052 

rain gauging stations, and percent errors (b) and (d) among them and the DAEE 

reference values. 
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As expected, the deviation proportionally ascended to longer return periods. 

However, it was also high for the 2-year return period (7.99%). This error could be 

attributed to the inconsistent high rainfall values of the 2-year return period of DAEE 

(2016), which could be detected by calculating the rainfall duration relationship with 

the 24h design rainfall duration (explained previously in equation 14). There was also 

a discrepancy in the 5-year return periods, with relationship values higher than the 

mean value, especially for the rainfall durations that were shorter than 60 min. The 

relationship values are given in Table 9.2.3. 

Table 9.2.3. The E2-046 rainfall duration relationship of the IDF equation of DAEE 

(2016). 

Rainfall 

duration 

(min) 

Return Period (years) 
Mean 

value 2 5 10 15 20 25 50 100 200 

10 0.13 0.11 0.11 0.10 0.10 0.10 0.10 0.10 0.09 0.10 

20 0.22 0.19 0.19 0.18 0.18 0.18 0.17 0.17 0.17 0.18 

30 0.29 0.26 0.25 0.24 0.24 0.24 0.23 0.23 0.23 0.24 

60 0.42 0.39 0.38 0.39 0.37 0.37 0.36 0.36 0.36 0.38 

360 0.77 0.76 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 

720 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 

 

According to Gumbel (1941), the return period of the mean hydrological variable is 

2.32762 years. The predicted maximum rain depths of the E2-046 rain gauge 

achieved by DAEE (2016) showed that the mean values corresponded to the return 

periods of 20 years and not 2.32762 years, as presented in Table 9.2.4. This factor 

could also attribute a higher discrepancy between the DAEE reference design 

rainfalls and the ones calculated by the use of the gamma distribution. 
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Table 9.2.4. The E2-046 maximum rain depth (mm) of the IDF equation of DAEE 

(2016). 

Rainfall 

duration 

(min) 

Return Period (years) 
Mean 

value 2 5 10 15 20 25 50 100 200 

10 13.4 17.1 19.6 21.0 22.0 22.7 25.0 27.3 29.6 22.0 

20 22.9 29.7 34.3 36.8 38.6 40.0 44.2 48.4 52.6 38.6 

30 30.0 39.5 45.8 49.4 51.9 53.8 59.7 65.54 71.3 51.9 

60 44.1 59.7 70.0 78.8 79.9 83.1 92.8 102.4 111.9 80.3 

360 80.3 115.7 139.2 152.5 161.7 168.9 190.9 212.7 234.5 161.8 

720 92.8 135.0 162.9 178.7 189.7 198.2 224.4 250.4 276.3 189.8 

 

The deviation between Martins et al. (2013) is higher (from 9.71 % to 41.52 %) due to 

the short period of data collection used in their study, of only 11 years. According to 

Naghettini (2007), GEV models might present negative asymmetric coefficients 

depending on the numerical value of their parameters and define superior limits to 

the maximum values. Thus, it is not appropriate to use the GEV Type I Distributions 

which are bounded from above, in hydrological variables when there is an uncertainty 

to estimate population parameters due to the small size of samples. 

For the 24h design rainfalls of the E2-052 rain gauge, the 34-year of data collection 

period presents good results, with deviations varying from 0.36 % to 7.32 %, as the 

input conditions are similar. As there was no significant difference between the two 

data collection periods, the results were also good for the 43-year data collection 

periods, with deviations varying from 0.22 % to 10.53 %, ascending proportionally to 

the longest return period. The relationship values of the rainfall durations and the 24h 

duration design rainfall of the E2-052 IDF equation are steady and contributed to the 

lower percent error between the outcomes of the proposed methodology and the 

DAEE results. The relationship values are given in Table 9.2.5. 
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Table 9.2.5. The E2-052 rainfall duration relationship of the IDF equation of DAEE 

(2016). 

Rainfall 

duration 

(min) 

Return Period (years) 
Mean 

value 2 5 10 15 20 25 50 100 200 

10 0.09 0.09 0.09 0.09 0.08 0.08 0.08 0.08 0.08 0.09 

20 0.16 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 

30 0.21 0.21 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 

60 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 

360 0.67 0.68 0.68 0.68 0.69 0.69 0.69 0.69 0.69 0.68 

720 0.83 0.83 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 

 

9.2.4.3  Disaggregation of the 24h design rainfalls into shorter durations 

Using the conversion method, the 24h duration rainfalls were disaggregated with 

different ratios. Percent errors were used to show the discrepancy of the conversion 

into each duration and are presented in Figure 9.2.5. 
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 (a)     (b) 

Figure 9.2.5 The error between the duration ratios for the (a) E2-046 and (b) E2-052 

rain gauging stations. 
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As already explained before, for the 2-year return period, the IDF equation of DAEE 

(2016) of the E2-046 rain gauge presented high rainfall values, not consistent with 

the other duration values. Because of that, the deviation was higher for this return 

period and then, followed the expected pattern of increasing the error for longer 

return-periods. The observed results for the conversion ratios in both rain gauging 

stations were that: 

 The ratios achieved with the results of DAEE equation resulted in low 

errors (less than 10 %) when used with the gamma distribution in each 

specific location (Gamma-CAR and Gamma-UBA). It proved that the 

proposed methodology is reliable for the achievement of 24 h design 

rainfalls and also of disaggregated shorter durations when the conversion 

ratios are from homogeneous areas. 

 The shorter duration rainfalls that used the CETESB (1986) ratios (i.e. 

Gamma-CETESB and DAEE-CETESB) resulted in extremely high errors 

(up to 100 %). The study showed that these ratios were not suitable for 

coastal and heterogeneous areas when compared with the inland cities for 

which they were established for (i.e. São Paulo City and its surroundings). 

It is important to notice that even the 24h design rainfall provided by DAEE 

(2016) provided low-quality values when the conversion method used the 

CETESN (1986) ratios. 

 For the E2-046 rain gauge, the most incoherent values achieved with 

CETESB (1986) ratios (over 10 %) were for the DAEE-CETESB rainfalls 

shorter than or equivalent to 1 h, and Gamma-CETESB rainfalls shorter 

than or equivalent to 6 h. 

 For the E2-052  rain gauge, the most incoherent values achieved with 

CETESB (1986) ratios (over 10 %) were for both DAEE-CETESB and 

Gamma-CETESB rainfalls shorter than or equivalent to 1 h. 

Analysing the N-RMSEs, the highest values corresponded to the Gamma-CETESB 

and DAEE-CETESB for both rain gauges, showing the inaccuracy of the rainfall 

disaggregation process once it was done with the CETESB (1986) ratios, as 

presented in Figure 9.2 6. 
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 (a)     (b) 

Figure 9.2.6 N-RMSE for the rainfall disaggregation ratios of the (a) E2-046 and (b) 

E2-052 rain gauging stations. 

For the E2-046 rain gauge, the N-RMSE values of the Gamma-CAR rainfalls were 

not coherent in the 2-year and 5-year return periods, in a descending line to the 10-

year return period.  As already commented, it possibly occurred due to the 

incoherency of the high rainfall values of these return periods. Then, there was an 

ascending line to the longest return periods, with N-RMSE values lower than 0.06 for 

the 100-year return period, proving the accuracy of the rainfall disaggregation 

process. For the E2-052 rain gauge, the N-RMSE values of the Gamma-UBA rainfalls 

were up to 0.06, in an ascending line throughout the return periods. 

9.2.4.4  The Noah and Joseph effects in the study area 

The annual maxima recorded by the E2-046 and the E2-052 rain gauges show the 

fluctuations of wavelength in two different patterns in cycles of about 32 years, which 

are shown in Figure 9.2.7.  
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Figure 9.2.7. The annual maxima at the (a) E2-046 and (b) E2-052 rain gauging 

stations. 

 

For the E2-046 station, the average annual maxima between 1944 and 2011 was 

1752.0 mm. However, splitting the period into two time-series, from 1944 to 1976 

(33-year period) the average annual maxima was 1827.0 mm, and from 1977 to 2011 
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(32-year period), it was 1674.6 mm. The period adopted by DAEE to develop the IDF 

equation of Caraguatatuba comprised a mix of both cycles, from 1971 to 2002. The 

average annual maxima in this period was 1704.8 mm, representing an intermediate 

level between the wetter and drier cycles. 

For the E2-052 station, the average annual maxima between 1946 and 2013 was 

2147.3 mm. Considering the two different patterns of the precipitation wavelength, 

from 1946 to 1976 (31-year period) the average annual maxima was 2199.9 mm and 

from 1977 to 2013 (30-year period, excluding the years with no reliable or available 

data), it was 2092.9 mm.The period adopted by DAEE to develop the IDF equation of 

Ubatuba comprised both wetter and drier cycles, from 1948 to 1994. The average 

annual maxima was 2143.6 mm, following the same smooth Gaussian pattern of the 

entire series. 

Even though the period between 1936 and 1975 was considered dry in São Paulo 

(Zuffo & Zuffo 2016), the opposite event feature occurred in the northern coastline of 

the state. In the E2-046 rain gauge, there was an increase of 4.28 % in the average 

annual maxima from 1944 to 1976, and a decrease of 4.40 % from 1977 to 2011. 

The average annual maxima for the period DAEE used for the development of the 

IDF equation of Caraguatatuba was 2.69 % lower than the one for the entire period of 

available data, and 6.69 % lower than the one for the period between 1944 and 1976. 

In the E2-052 rain gauge, there was an increase of 2.45 % in the average annual 

maxima from 1946 to 1976, and a decrease of 2.53 % from 1977 to 2011. The 

average annual maxima for the period DAEE used for the development of the IDF 

equation of only 0.20 % lower than the one for the entire period of available data, and 

2.60 % lower than the one for the period between 1944 and 1976. 

The 24h-design rainfalls were calculated for the different event series using the 

gamma distribution methodology. The parameterisation details are given in Tables 

B1 and B2 of Appendix B, and the derivated rainfalls are shown in Figure 9.2.8.  
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Figure 9.2.8. (a) The 24h-design rainfalls calculated for the E2-046 rain gauging 

station for different extreme event series, and (b) percent errors among them and the 

entire period of available data reference values. 

As expected, for the 1944 to 1976 series (wetter climate cycle), the design rainfalls 

had higher values than the ones of the entire series (1944-2011), varying from 8.95 

% (2-year return period) to 15.27 % (100-year return period). But for the drier cycle, 

between 1977 and 2011, the design rainfall was lower and varied from 5.91 % (2-

year return period) to 9.69 % (100-year return period). For the period of the IDF 
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equation of Caraguatatuba (1991-2002), which used part of both wetter and drier 

cycles, the results were quite similar, varying only from 1.14 % (2-year return period) 

to 3.38 % (100-year return period). These outcomes proved that the period used for 

the development of the IDF equation (DAEE 2016) did not consider the Noah-and-

Joseph erratic processes. 

9.2.5  Conclusion 

The findings of the current study showed that the gamma distribution was very 

suitable for the calculation of 24 h design rainfalls. The deviation errors were mostly 

lower than 12.33 % in the 100-year return period when compared to the reference 

design rainfalls defined by DAEE (2016). The method proved to be a good choice for 

areas where short rainfall duration data are unavailable or limited, and also to update 

previously achieved outcomes. However, the data collection periods have to be 

longer than 20 years make the EV1 distribution more suitable for the methodological 

application (Koutsoyiannis 2004, Zuffo 2015). 

The sensitivity analysis tests of both rain gauges showed that for longer periods of 

collection data, the rainfall depth tended to be lower. The comparison with the 

outcomes of Martins et al. (2013) confirmed that short periods of less than 20-year 

data collection make the hydrological frequency analysis unreliable. 

The inconsistency of higher rainfalls for the return periods of 2 and 5 years of the E2-

046 rain gauge interfered in the deviation calculation pattern. Thus, these specific 

rainfalls achieved by IDF equation of DAEE (2016) were not reliable as reference 

values to test the quality of the proposed methodology. Indeed, it was useful to attest 

the discrepancy of these results when comparing the findings of the proposed 

methodology of the other return periods with the DAEE (2016) equation values. 

For the disaggregation of the 24h-period into different duration rainfalls, better results 

were achieved when using local ratios. The general ratios established by Pfafstetter 

(1982) and adopted by CETESB (1986) were based on 98 pluviographs in Brazil and 

resulted in unreliable shorter duration rainfalls. As CETESB (1986) did not only 
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consider specifically the coastline regions, the features among the rain gauge areas 

were widely heterogeneous. It interfered in the goodness-of-fit of the outcomes.  

The evaluation of the annual maxima was very significant to acknowledge the 

hydrological behavior of the local extreme events. The fluctuation of the precipitation 

wavelength showed the distinguished climate features of two consecutive long series 

of extreme events. By the analysis of these climate cycles and the calculation of their 

respective 24h-design rainfalls, it was possible to detect the Noah and Joseph erratic 

processes that occurred in the region. This procedure was necessary to show how 

the use of the proper event cycle can influence the results of the design rainfall 

calculations, especially in the study area, which is in the process of urbanisation and 

all the infrastructure design will depend on the proper estimation of design rainfalls. 

Design rainfalls are mandatory tools for hydrological modelling and infrastructure 

planning. Thus, the calculation of trustworthy values implies the design of accurate 

drainage systems and the sustainable water resource management of an urbanising 

area, especially in coastal and flooding regions such as the Juqueriquerê river basin. 

For the proper development and occupation of this large-scale basin, other rain 

gauge design rainfalls might be calculated with the proposed methodology over the 

different subbasins that comprise the entire area. They shall reflect specific rainfall 

conditions, and not only the ones concerning the E2-046 rain gauge area, by simply 

using the annual maximum daily rainfall of the respective rain gauges. 

Finally, the findings of the study corroborated the use of the proposed methodology, 

showing the importance of using local disaggregation ratios, especially when limited 

data are available, in regions featured by the occurrence of variable extreme event 

series.  
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APPENDIX A 

The calculation of the gamma-function parameters and the test statistic for the 

rain gauges. 

Table A1 The gamma-function parameters and the test statistic for the E2-046 rain 

gauging station from 1971 to 2002 (26 samples). 

Gamma-function 

parameters 

χ
2
 test statistic 

1
AMDR range 1 2 3 4 5 

   106.0423 x1 0.2 0.4 0.6 0.8 1.0 

  41.7858 g1 (x: ,λ) 70.3 90.7 111.2 138.7   

k 6.4820 E1 5 5 5 5 6 

  16.4656 O1 6 5 5 4 6 

n 3        
     0.2000 0 0 0.2000 0 

χ
2
critical 7.8241 χ

2
 0.4000 χ

2
 < χ

2
critical → hypothesis accepted 

Dcritical 0.2982 D 0.1344 D < Dcritical → hypothesis accepted 

 note: 
1
AMDR is the Annual Maximum Daily Rainfall 

 

Table A2 The calculation of the gamma-function parameters and the test statistic for 

the E2-046 rain gauging station from 1944 to 2011 (65 samples). 

Gamma-function 

parameters 

χ
2
 test statistic 

AMDR range 1 2 3 4 5 

   104.4831 x1 0.2 0.4 0.6 0.8 1.0 

  39.9563 g1 (x: ,λ) 70.3 89.9 109.6 135.8   

k 6.8379 E1 13 13 13 13 13 

  15.2800 O1 12 14 19 8 12 

n 10        
     0.0769 0.0769 2.7692 1.9231 0.0769 

χ
2
critical 21.1608 χ

2
 4.9230 χ

2
 < χ

2
critical → hypothesis accepted 

Dcritical 0.1882 D 0.1669 D < Dcritical → hypothesis accepted 
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Table A3 The calculation of the gamma-function parameters and the test statistic for 

the E2-052 rain gauging station from 1948 to 1993 (34 samples). 

Gamma-function 

parameters 

χ
2
 test statistic 

AMDR range 1 2 3 4 5 

   144.3206 x1 0.2 0.4 0.6 0.8 1.0 

  55.6313 g1 (x: ,λ) 96.7 124.0 151.4 187.9   

k 6.7305 E1 6 6 6 6 7 

  21.4442 O1 7 10 3 9 5 

n 3        
     0.1667 2.6667 1.5000 1.5000 0.5714 

χ
2
critical 9.8374 χ

2
 6.4048 χ

2
 < χ

2
critical → hypothesis accepted 

Dcritical 0.2606 D 0.2146 D < Dcritical → hypothesis accepted 

 

 

Table A4 The calculation of the gamma-function parameters and the test statistic for 

the E2-052 rain gauging station from 1946 to 2013 (43 samples). 

Gamma-function 

parameters 

χ
2
 test statistic 

AMDR range 1 2 3 4 5 

   141.9605 x1 0.2 0.4 0.6 0.8 1.0 

  53.0701 g1 (x: ,λ) 96.7 124.0 151.4 187.9   

k 7.1554 E1 8 8 9 9 9 

  19.8396 O1 8 14 4 9 8 

n 5        
     0 4.500 2.7778 0 0.1111 

χ
2
critical 15.0332 χ

2
 7.3889 χ

2
 < χ

2
critical → hypothesis accepted 

Dcritical 0.2317 D 0.1967 D < Dcritical → hypothesis accepted 
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APPENDIX B 

The calculation of the gamma-function parameters and the test statistic 

for the rain gauges during the extreme event time-series. 

 

Table B1. The gamma-function parameters and the test statistic for the E2-046 rain 

gauging from 1944 to 1976 (33 samples). 

Gamma-function 

parameters 

χ
2
 test statistic 

1
AMDR range 1 2 3 4 5 

   114.8121 x1 0.2 0.4 0.6 0.8 1.0 

  5.8736 g1 (x: ,λ) 74.3 97.2 120.4 151.6   

k 19.5472 E1 6 6 7 7 7 

  47.3436 O1 5 7 11 4 6 

n 3        
     0.1667 0.1667 2.2857 1.2857 0.1429 

χ
2
critical 9.8374 χ

2
 4.0476 χ

2
 < χ

2
critical → hypothesis accepted 

Dcritical 0.2647 D 0.1791 D < Dcritical → hypothesis accepted 

 

Table B2. The gamma-function parameters and the test statistic for the E2-046 rain 

gauging station from 1977 to 2011 (32 samples). 

Gamma-function 

parameters 

χ
2
 test statistic 

1
AMDR range 1 2 3 4 5 

   93.8313 x1 0.2 0.4 0.6 0.8 1.0 

  27.3617 g1 (x: ,λ) 67.6 85.2 102.6 125.6   

k 11.7601 E1 6 6 6 7 7 

  7.9788 O1 4 12 7 4 5 

n 3        
     0.6667 6.0000 0.1667 1.2857 0.5714 

χ
2
critical 9.8374 χ

2
 8.6905 χ

2
 < χ

2
critical → hypothesis accepted 

Dcritical 0.2688 D 0.1471 D < Dcritical → hypothesis accepted 
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CHAPTER 10 

CONCLUDING DISCUSSION 

10.1 General discussion of the study 

The literature review of the current research provided valuable concepts for the 

investigation of flood susceptibility and simulation of future scenarios in urbanising 

areas. It was possible to verify that coastal low-lying areas are commonly featured by 

shallow water tables and mild slopes, and also affected by tide variations, increasing 

their natural vulnerability to floods. Ungauged basins in this situation are modelled 

within limitations, and might provide unreliable outcomes when inappropriate models 

or techniques are chosen. Hence, the use of alternative techniques and statistical 

methods become crucial for the acquisition of representative data. Following this 

concept, the MCDA was introduced to the study, in combination with the traditional 

models of the HEC framework. 

In Chapter 4, the significance of the environmental assessment tools was highlighted 

towards the sustainable development of urban developments. Their political-

economical institutionalisation was proven to be contradictory to the population 

interest and welfare. In the Juqueriquere River basin, the urban developments 

started emerging in the opposite direction of the Economical-Environmental Zoning, 

proposed by the State of São Paulo (2004). The City Master Plan of Caraguatatuba 

(2011), is a local level environmental assessment tool, which was motivated by the 

urban growth of the region and by the implantation of the UTGCA. The City Master 

Plan of Caraguatatuba does not follow the state level guidelines of the EEZ. Based 

on these findings, the LULC of future scenarios treated in the following chapters were 

according to the proposal of the City Master Plan of Caraguatatuba. 

Remote sensing techniques showed good results for the characterisation of urban 

growth in the study area, particularly the object-based image analysis and fuzzy logic 
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classification. The segmentation and classification were carried out in different 

scales, highlighting the detection of slight differences between objects. 

For the proper understanding of the flood susceptibility in each zone of the plains, it 

was necessary to discretise the basin, which was conducted in Chapter 5. However, 

there was no available topographic data (surveys) for the floodplains. The SRTM 

DEM could not provide accurate data for the drainage extraction procedure in these 

low-lying areas. After some trials, the procedure of filling the sinks with the SRTM 

DEM indicated the discrepant average elevation of 15m. Thus, other sources of 

information were necessary to enable the continuation of the research in that study 

area. Even though there is not abundant literature about the use of DSM, a previous 

study (Cruz et al. 2011) showed satisfactory results for the elevation mapping in the 

nearby municipality of São Sebastião, where the physical conditions are similar and 

data is also scarce. Surface models have some limitations when interpreting 

elevations. For instance, higher trees are mistakenly mapped like the top of hills. The 

same for buildings. However, the purpose of the scope was to process the elevation 

where most area was covered by pastures and watercourses. Very few buildings or 

higher trees comprised the mapped area. Based on the fact that the highest trees 

were already in higher elevation areas, according to the physiographic characteristics 

of the plants in the floodplains surrounded by Serra do Mar mountains (Garcia and 

Pirani 2003, Ivanauskas 1997), the decision was made to use the DSM in the 

floodplains combined with the SRTM DEM, which was used in the mountainous 

areas. The final procedure of filling the sinks resulted in the average elevation of 

2.47m, more realistic than the results from the data processing with the SRTM DEM. 

In some low-lying parts of the floodplains, the results could be improved by visual 

interpretation and vector-editing techniques. A potential step of the drainage 

extraction was the flow accumulation, from which potential flooding areas could be 

detected. The major flow accumulations corresponded to the flooded areas on the 

10th of April 2010, comprising CLR_1, PRQ_1, JQR_1 and PRS_1 sub-basins. 

In Chapter 5, it was also possible to compare the two contradicting environmental 

assessment tools described in Chapter 4 - the City Master Plan of Caraguatatuba 

and the EEZ. The comparison was carried out regarding the LULC zones of the 
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discretised sub-basins, taking into consideration the expected future imperviousness 

and the local vulnerability to debris flow and floods. 

The criteria assignment and weight attribution of Chapter 6 were the foundation 

procedures for the MCDA model development. Based on the outcomes of this 

chapter, it was possible to evaluate the suitable methodology to achieve the 

respective criteria, and later enable the implementation of the model in a GIS-basis. 

The value-focused thinking approach (Keeney 2007) guaranteed the objective 

selection and weighting of the criteria according to the principles of Keeney (1992). 

Otherwise, criteria could be chosen and later discarded due to the impossibility of 

achieving their correspondent values (e.g. tide variation). 

Regarding the Delphi-method, the main advantage was to achieve a consensual 

result without the influence of any experts on the opinions of the others. The 

contribution of the experts was decisive for the study. Almost all the general experts 

had a meaningful knowledge about the study area, besides the hydrological aspects 

of the basin. Conversely, the hydrological experts were very technical in the field, and 

enhanced the quality of the research providing coherent weights to the pre-defined 

criteria. The brainstorming method followed by the guided sequence of questions  

were strategical for the focused development of the criteria structure. Then, the 

aggregation of the criteria and construction of the cognitive map led to a successful 

DM process. After the interviews, the criteria scores were concentrated in a  limited 

numerical range, between 8.36 and 8.88, due to the statistical treatment proposed by 

the Delphi-method that consisted in removing the outliers. However, this particular 

concern could be rectified by the implementation of the AHP extended approach of 

Zuffo (2011), to redistribute the scores into the broad range between 1 and 10.  

The selection of the judgement scale was also relevant to the AHP. Initially, there 

were two evident clusters within the limited range of scores, separating abruptly the 

two most dominant criteria from the three least dominant ones. It would be 

maintained the same way if the traditional linear scale was used in the AHP. 

Consequently the potential effects of the least dominant criteria, such as the rainfall, 

would be underestimated during the implementation of the GIS-based MCDA. Thus, 

after evaluating the properties of the several judgement scales, the root square was 
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the most suitable scale for the final distribution of criteria weights and elimination of 

the initial undesired clusters. 

Nevertheless, the final sensitivity and consistency evaluation of the AHP outcomes 

magnified the technical reliability of the methodology. This could be a key element 

especially when dealing with urban developments, where the interests might 

converge among stakeholders, as explained in Chapter 4. 

In Chapter 7 there was an intrinsic horizontal structure, differing from the rest of the 

methodological approaches, as the parameters were individually investigated in the 

three presented research papers. The main purpose of first paper was to attribute the 

CN variables for the present and future scenarios. It is important to notice that two 

different approaches regarding the CN variable were derived for the entire study: the 

weighted average per sub-basin, to be used in the HEC models (Chapters 8 and 9), 

and the CN per grid cell, after the integration of the HSG and the LULC, to be used in 

the MCDA model (Chapter 9). 

The use of high resolution imagery in the heterogeneous LULC of the floodplains 

improved the classification process and the final resolution of the generated map. It 

was very beneficial to employ the following methods and techniques: 1) update the 

LULC preliminary map before concluding the classification process, as the area is in 

urbanisation process and continuously changing its LULC features; 2) use the 

methodology proposed by Sartori et al (2005, 2009), suitable for the HSG 

classification in tropical regions; and, 3) convert the ARC, providing more realistic 

considerations about the soil saturation during the simulated event. 

Regarding the CN attribution, the little deviation between the present and future 

scenarios (up to 12.6 %) could not infer the increase of imperviousness in the study 

area proposed by the City Master Plan of Caraguatatuba, probably due to the CN 

losses (treated in Chapter 8). This and other  limitations of using the SCS-CN method 

were meticulously investigated in Chapter 8, particularly regarding the saturated soils 

and the need of calibration and validation processes. Indeed, infiltration models (e.g. 

Green-Ampt) could be more effective to translate the hydrological behaviour of 

basins with saturated soil conditions, where all the soaked areas become impervious, 
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even when they are vegetated. However, these models require specific data that 

were not available or achievable in the scope of the research (related to the 

saturated hydraulic conductivity). On the other hand, the SCS-CN method requires a 

few feasible parameters and for the derivation of the CN variable, the ARC 

conversion procedure is an adaptation of the soil saturation behaviour. During the 

criteria selection (discussed in Chapter 6), it was fundamental to understand all the 

principles regarding  the CN variable, which is not a physical parameter, and the 

associated SCS-CN method, which is not an infiltration model.  Besides all the 

related constraints, the CN was still considered the most suitable variable to 

represent the LULC changes in the study. 

The second paper of the parameterisation concerned the estimation of the Manning's 

roughness coefficients, which were necessary for the implementation of the HEC 

models. As the discharge flows were not continuously gauged in the basin, the 

Manning's roughness coefficients could not be straightforwardly calculated. The only 

possibility of achieving them was by the use of alternative approaches. The 

estimation method of Cowan (1956) was applied calibrated in the HEC-RAS 1D 

model by the use of observed data in field campaigns. Even though the method was 

not originally developed for tropical rivers, by the use of the calibration procedure, 

accurate values were achieved. It was observed that in river banks covered with 

heterogeneous vegetation, the deviation between the estimated and calibrated 

values was higher. When there was a higher discharge, the amount of biomass and 

the friction coefficient of the river beds were reduced. For these conditions, the 

estimations were less accurate and the deviations were higher. In this paper, other 

physical input parameters of the Juqueriquere River basin were also achieved by the 

use of GIS, observational and measured data from previous hydrometric and 

bathymetric campaigns. These parameters enabled the implementation of the HEC-

HMS model in Chapter 8 and the HEC-RAS 2D model in Chapter 9. The stage-

discharge rating curves of these three cross-section were also unprecedented, and 

useful for the calibration of the slope. 

The last parameterisation procedure regarded the evaluation and implementation of 

rainfall interpolation techniques and geospatial statistics in the GIS-basis. The 
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available data during the flood event (17-18 March 2013) was retrieved from the 

TRMM raster grid, the Data Collecting Platform (PCD) 32521 and the rain gauges 

EMQAR1 and EMQAR2. Among the evaluated methods, kriging was the interpolation 

technique that provided more accurate results. The rainfall data of the EMQAR1 and 

EMQAR2 rain gauges was higher than the derived values for the sub-basins, 

because of the interpolation with the data retrieved from the geostationary satellite. 

However, they would not be representative for all the basin. Thus, the interpolation 

process was significant to achieve the rainfall hydrographs per sub-basin, later used 

in the hydrological modelling of Chapter 8. The same evaluation technique was also 

employed for the definition of the rainfall criteria, whilst implementing the GIS-based 

MCDA (Chapter 9), where the chosen technique was IDW, instead of kriging, due to 

the limited number of samples. 

The HEC-HMS model, implemented in the paper of Chapter 8, aggregated all 

parameters achieved previously, among which were the CN (topic 7.1), the 

Manning's roughness coefficients (topic 7.2) and the interpolated rainfall data 

converted to hydrographs (topic 7.3). It was also necessary to calculate the time of 

concentration, for the derivation of the lag time. Three different equations were 

chosen, according to the sub-basin conditions described by Silveira (2005): the US 

Corps of Engineers for the mountainous (rural) areas, Kirpich for the plains in areas 

with less than 26 km², and Desbordes for the plains in areas between 26 km² and 51 

km². This was an important procedure to characterise the runoff in each sub-basin. 

As mentioned in Chapter 7 (topic 7.1), the SCS-CN method has limitations when 

used in areas with saturated conditions. This is the situation of the research. 

Therefore, calibration and validation procedures enhance the quality of the simulation 

outcomes. In Chapter 9, the HEC-RAS 2D model was implemented to simulate the 

flood event (17-18 March 2013) and validated with observed inundation depths. The 

peak discharges derived from the HEC-HMS model of Chapter 8 were the input data 

for the hydraulic modelling process. 

In the research paper regarding the GIS-based MCDA model, specific procedures 

were developed for the implementation of each criterion. Particularly regarding the 

rainfall data, it was necessary to evaluate the correlation between the maximum 



288 
 

 

 

annual and daily rainfalls. Several studies in the literature (Kazakis et al. 2015, Ouma 

& Tateishi 2014, and Yahaya et al. 2010) used the average annual rainfalls of 

historical time-series to represent the rainfall criterion in MCDA approaches. 

However, for the evaluation of the MCDA outcomes for the flood event scenario 

(MCDA-PFR), daily rainfalls had to be used instead. For this reason, there was a 

parallel investigation about the local rainfall conditions, described in the paper  

"Derivation of design rainfalls and disaggregation process of areas with limited data 

and extreme climatic variability" (refer to the supplementary material of Chapter 9, in 

topic 9.3). The same methodology used in this supplementary material (gamma 

distribution) was applied in the main research paper of Chapter 9, revealing an 

acceptable correlation between the annual and daily rainfalls in the area. The results 

of this parallel study also demonstrated that, for the other scenarios simulated by  the 

MCDA model, the most critical rainfall condition would be for a different time-series, 

due to the Noah and Joseph erratic process that affects the local  climatic conditions. 

The study period of the GIS-based MCDA was between 1971 and 1995, but the most 

extreme rainfalls occurred between 1944 and 2011. However, there was no available 

data for all the rain gauges from 1944 to 2011.  

The inundation boundary generated by the HEC-RAS 2d model was compared to the 

one derived from the MCDA model for the flood event (MCDA-PFR), covering  similar 

areas. The other scenarios showed that even though the rainfall was not considered 

the most dominant criteria, it was clearly significant to control the flood susceptibility 

of the area. After simulating the usual land filling of wetlands by increasing the 

elevation of the floodplains (LFS = 4 in the FXE scenario), the MCDA outcomes 

demonstrated that with the occurrence of extreme rainfalls, the susceptibility is very 

similar to the scenario with the actual elevation (FXR) 

The slope was the least dominant criterion and did not affect the flood susceptibility 

in isolation from the other criteria. No variations are expected to occur to the slope in 

the floodplains, given the reason for not simulating it in different levels. Regarding the 

CN variable, related to the LULC changes, this criterion did not control the flood 

susceptibility of the study area in isolation either, like the low elevation, the dense 

drainage network and the intense rainfalls. However, its combination with the 
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dominant criteria in levels 4 and 5 (LFS = 4 and LFS = 5) made the area extremely 

susceptible to floods, as shown in the FXR and FXE scenarios. Furthermore, the 

simulation of different scenarios effectively presented the sensitivity of the model to 

the criteria variation, and the derived maps and indexes could ascertain the levels of 

flood susceptibility throughout the plains. 

10.2 Contributions of the study and final conclusions 

The current research provided many contributions for the sustainable development of 

the Juqueriquere River basin. It revealed that the urbanisation process has been 

controversial, indicating the different interests among stakeholders to develop the 

region. But even with common interests, there were no previous studies in the 

literature that systematically investigated the hydrological behaviour of the basin or 

the local flood susceptibility. Therefore, for strengthening the population resilience 

and adaptation to flood hazards, it is necessary to develop a conscious integrated 

model, between the urban planning and the water resources management, by the 

use of accurate and representative information, part of which were provided in the 

study. 

Initially, there were limited possibilities to develop the traditional hydrological or 

hydraulic modelling. Above all, the parameters were insufficient or non-

representative. The literature review indicated that alternative methodologies like the 

MCDA have been widely used to evaluate the environmental scenarios that cannot 

be broadly covered by traditional modelling. Consequently, the main purpose of the 

research was to combine the alternative and traditional approaches to analyse the 

cause-effects (criteria) of flood susceptibility in the Juqueriquere River basin, 

simulating different scenarios including the prospective LULC changes. The objective 

was accomplished and the  level of flood susceptibility of each scenario was 

thoroughly explored, confirming the criteria that mostly affected the occurrence of 

floods: low elevation, dense drainage network and intense rainfalls. The CN variable, 

related to the LULC, was less dominant, but also contributed to the intensification of 

the phenomenon, especially when combined with the upper level of the most 

dominant criteria. 
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All the specific objectives of the research were achieved. Regarding the model 

parameterisation and development of alternative estimation methods, the main 

contributions of the research were: 

 The use of object-based image analysis and fuzzy logic for the 

classification of satellite imagery towards the urban expansion analysis. 

 The suitability of digital surface models (DSM) to infer the elevation of low-

lying areas. 

 The determination of control criteria to delimit the discretisation boundaries 

of each sub-basin according to the hydrological and hydraulic modelling 

needs. 

 The HSG classification proposed by Sartori et al. (2005, 2009) to adapt 

the original SCS method to the weathered soils of Brazil, mainly on the 

subject of using underground water level samples to infer the soil 

saturation. 

 The acquisition method of the Manning's roughness coefficients that might 

be used both for the estimation purposes (in ungauged basins) and for the 

calibration of previously calculated coefficients, i.e. after the occurrence of 

extreme rainfalls or cross-section geometric  variations. 

 The generation of stage-discharge rating curves and cross section 

bathymetric profiles, representing the main river courses of the 

Juqueriquere River basin. 

 The critical scrutiny of the Noah and Joseph effect in the study area, 

showing that in case it is disregarded, the climatic variability (i.e. 

fluctuation of the rainfall time-series) is smoothed, jeopardising the 

hydrological engineering and infrastructure design. 

 The use of gamma-function distribution to determine design rainfalls when 

the IDF equation is not provided. 

 The methodology used to convert each criterion to a computational 

variable for the implementation of the GIS-based MCDA approach. 

Lastly, the thorough and technical investigation conducted in the research provided a 

clear evidence of the hydrological behaviour and flood susceptibility of the 
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Juqueriquere River basin. The lack of awareness of the flood susceptibility could lead 

to a disastrous urbanisation process. However, by the use of these investigation 

records in future studies, the urban development of the study area might take a 

straightforward and positive direction, integrating land planning and water 

management practises to minimise the flood susceptibility and build the local 

resilience and adaptation to natural hazards. 

10.3 Recommendations for future studies 

The accuracy of hydraulic models depends on the quality of the terrain elevation. 

After processing the DSM, the lowest elevation was 2.47 m while for the SRTM DEM 

it was 15.00 m, showing the incoherence of this data for the floodplains. Thus, in 

complex low-lying regions, the DSM might provide more suitable representativity than 

other traditional elevation data. For future studies, a detailed topographic survey 

could improve the quality of the outcomes, regarding both the HEC-RAS and the 

MCDA models. 

For the rainfall implementation into the MCDA models, the available data was 

retrieved from the rain gauges that were located in the surrounding area, but not in 

the basin. Indeed, if the spatial and temporal distribution of rainfalls have a better 

representativeness, the  interpolation process is enhanced. Therefore, for other 

investigations, representative rainfall time-series are highly recommended. Moreover, 

the Noah-and-Joseph effect should be taken into consideration when selecting the 

appropriate time-series, for the representation of the most critical event periods.  

In the study, it was revealed that, if the Noah-and-Joseph erratic process had been 

detected and the corresponding time series had been used, there would be an 

increase of 4.28% in the average annual maxima of the IDF of Caraguatatuba from 

1944 to 1976 and a decrease of 4.40 % from 1977 to 2011. Consequently, the 

detection of the Noah-and-Joseph erratic process improves the selection of the 

appropriate set of data. 

Regarding the flood event, the TRMM rainfall grid was interpolated with the rain 

gauge observations, which reduced the average rainfall throughout the basin. 
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However, during the flood event, there was no data from the surrounding rain gauges 

to improve the rainfall distribution. In other circumstances, it is initially recommended 

to investigate whether local rainfall observations are available, before using the 

interpolation techniques with geostationary satellite data. Some numerical models 

like MERGE (Rozante et al. 2010)  combine TRMM and surface observations of 

rainfall, providing superior results for areas with sparse data. These techniques could 

be investigated in future studies. 

In respect of the statistical test of the computational interpolators, the lowest standard 

deviation was for kriging. It occurred when dealing with the TRMM data to achieve 

the distributed rainfall of the flooding event. But for smaller groups of samples (e.g. a 

few rain gauges), the IDW was a better interpolator. It was used to achieve the 

annual average maximum rainfall. Thus, it is highly recommended to evaluate 

statistically test the best interpolator for every meteorological application. 

Even though some calibration and validation procedures were conducted in the 

research, they were very limited. A higher amount of observed data would provide 

more accurate results. It was not possible to do the sensitivity analysis of the HEC-

RAS 2D model, and the only observed data available was assumed to be the 

reference. Consequently, some simple methodologies should be applied by policy 

makers to assess and record the information about inundation depths throughout the 

floodplains (Boulomytis et al. 2015). 

Previous attempts to measure the discharge revealed the tide variation effect in the 

area (Boulomytis et al. 2014). The high saturation conditions of the local soil were 

also investigated by PETROBRAS (2007) and WBEC (2009), where 24 samples 

allocated throughout the floodplains had underground water levels varying from 30 

cm to 125 cm in dry periods. Therefore, significant investments will need to be 

undertaken to continuously measure the river discharges and tide variation in the 

cross-sections of the main rivers, as well as the saturated hydraulic conductivity 

throughout the floodplains. 

The SCS-CN method used in the current study was aligned with the results reviewed 

by Van Mullen et al.(2017) and adapted to the Brazilian soil conditions of Sartori et al. 
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(2009). However, it was limited to represent the rainfall loss and the imperviousness 

of saturated soils. For the PRQ1 and JQR1 sub-basins, the CN values varied 5.28 

and 6.22, while the Q values varied 11.18 and 14.49, respectively. It was not the 

ideal representation of the catchment response but still, the only suitable method due 

to the limited data available. As recommended before, if other parameters are 

available, such as the saturated hydraulic conductivity, several complex models 

might be implemented. For weathered soils similar to the ones found in the study 

area, infiltration models like Green-Ampt might be more effective to represent the 

infiltration rate and saturation conditions. 

After the development of the macro drainage plan for the floodplains of Juqueriquere 

River basin, new scenarios should be simulated to update the criteria computational 

data, particularly the drainage density, CN and slope. Many factors can vary in the 

future. For instance, river courses might be rectified, reducing the drainage density 

but increasing the load of the rivers. Subsequently, additional criteria might start 

affecting the flood susceptibility or even become feasible to be implemented in the 

GIS-base MCDA (i.e. after the investigation and availability of new data, such as tide 

variation, peak discharge, saturated hydraulic conductivity, among others). 

Furthermore, the criteria selection, weight attribution and MCDA implementation will 

have to be updated to represent this new local conditions. 
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