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Abstract

The objective of binaurally rendered spatial audio is to simulate a sound source in
arbitrary spatial locations through the Head-Related Transfer Functions (HRTFs).
HRTFs model the direction-dependent influence of ears, head, and torso on the
incident sound field. When an audio source is filtered through a pair of HRTFs
(one for each ear), a listener is capable of perceiving a sound as though it were
reproduced at a specific location in space.

Inspired by our successful results building a practical face recognition application
aimed at visually impaired people that uses a spatial audio user interface, in this
work we have deepened our research to address several scientific aspects of spa-
tial audio. In this context, this thesis explores the incorporation of spatial audio
prior knowledge using a novel nonlinear HRTF representation based on manifold
learning, which tackles three major challenges of broad interest among the spatial
audio community: HRTF personalization, HRTF interpolation, and human sound
localization improvement. Exploring manifold learning for spatial audio is based on
the assumption that the data (i.e. the HRTFs) lies on a low-dimensional manifold.
This assumption has also been of interest among researchers in computational neu-
roscience, who argue that manifolds are crucial for understanding the underlying
nonlinear relationships of perception in the brain.

For all of our contributions using manifold learning, the construction of a single
manifold across subjects through an Inter-subject Graph (ISG) has proven to lead to
a powerful HRTF representation capable of incorporating prior knowledge of HRTFs
and capturing the underlying factors of spatial hearing. Moreover, the use of our
ISG to construct a single manifold offers the advantage of employing information
from other individuals to improve the overall performance of the techniques herein
proposed. The results show that our ISG-based techniques outperform other linear
and nonlinear methods in tackling the spatial audio challenges addressed by this
thesis.

Key-words: spatial audio; manifold learning; Head-Related Transfer Functions;
binaural technique.



Resumo

O objetivo do áudio espacial gerado com a técnica binaural é simular uma fonte
sonora em localizações espaciais arbitrárias através das Funções de Transferência
Relativas à Cabeça (HRTFs) ou também chamadas de Funções de Transferência
Anatômicas. As HRTFs modelam a interação entre uma fonte sonora e a antropome-
tria de uma pessoa (e.g., cabeça, torso e orelhas). Se filtrarmos uma fonte de áudio
através de um par de HRTFs (uma para cada orelha), o som virtual resultante
parece originar-se de uma localização espacial espećıfica.

Inspirados em nossos resultados bem sucedidos construindo uma aplicação prática
de reconhecimento facial voltada para pessoas com deficiência visual que usa uma
interface de usuário baseada em áudio espacial, neste trabalho aprofondamos nossa
pesquisa para abordar vários aspectos cient́ıficos do áudio espacial. Neste contexto,
esta tese analisa como incorporar conhecimentos prévios do áudio espacial usando
uma nova representação não-linear das HRTFs baseada no aprendizado de var-
iedades para enfrentar vários desafios de amplo interesse na comunidade do áudio
espacial, como a personalização de HRTFs, a interpolação de HRTFs e a melhoria
da localização de fontes sonoras. O uso do aprendizado de variedades para áudio es-
pacial baseia-se no pressuposto de que os dados (i.e., as HRTFs) situam-se em uma
variedade de baixa dimensão. Esta suposição também tem sido de grande interesse
entre pesquisadores em neurociência computacional, que argumentam que as var-
iedades são cruciais para entender as relações não lineares subjacentes à percepção
no cérebro.

Para todas as nossas contribuições usando o aprendizado de variedades, a con-
strução de uma única variedade entre os sujeitos através de um grafo Inter-sujeito
(Inter-subject graph, ISG) revelou-se como uma poderosa representação das HRTFs
capaz de incorporar conhecimento prévio destas e capturar seus fatores subjacentes.
Além disso, a vantagem de construir uma única variedade usando o nosso ISG é
o uso de informações de outros indiv́ıduos para melhorar o desempenho geral das
técnicas aqui propostas. Os resultados mostram que nossas técnicas baseadas no
ISG superam outros métodos lineares e não-lineares nos desafios de áudio espacial
abordados por esta tese.

Palavras-chave: Áudio Espacial, Aprendizado de Variedades, Funções de Trans-
ferência Anatômica, Técnica Binaural.
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Chapter 1
Introduction

Motivation

The objective of binaurally rendered spatial audio is to simulate a sound source in ar-

bitrary spatial locations through the Head-Related Transfer Functions (HRTFs). HRTFs

model the spectral filtering of a sound source caused by the head, pinna (i.e. the outer

part of the ear) and torso before it reaches the eardrum. By filtering a sound source with

these filters, a listener is capable of perceiving a sound as though it were reproduced at a

specific location in space [1].

Spatial audio has a wide range of applications from hearing aids and entertainment

(e.g. home theaters, video games) to virtual reality [2] (e.g. Oculus RiftTM, Google

GlassTM, air traffic controllers [3]). In fact, as virtual reality applications become more

important, there is increasing research effort in the spatial audio research. In this sense,

several works has proposed the use of spatial audio as natural user interface for sensory

substitution and augmented reality prototypes aimed at visually impaired people [4, 5, 6].

It is precisely in this type of application that the project “Vision for the blind: trans-

lating 3D Visual Concepts into 3D Auditory Clues” focused on 1. The goal of this project

was to construct and validate a complete proof-of-concept assistive device for the blind.

This device uses computer vision algorithms to extract high-level 3D information from a

Microsoft Kinect Sensor and communicates this information to the visually impaired user

using 3D audio to exploit the inherent spatial sense of the auditory system.

Based on the successful results of this project, in this thesis we decided to deepen

our knowledge of spatial audio beyond the aforementioned application. In this context,

we have shifted our attention to three important challenges of broad interest among the

spatial audio community that we describe in the next section.

1Project approved through the Microsoft Research/Fapesp cooperation agreement under Grant
2012/50468-6
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Challenges

A significant challenge in the implementation of 3D sound systems is the wide difference

of spectral features of HRTFs among individuals, which vary depending on their anatom-

ical structure (e.g. head dimensions, pinna shape and size). As a consequence and given

that non-individualized HRTFs hinder the listener’s sound localization capabilities [7],

HRTFs should ideally be measured for each person. However, since HRTF measurement

is a complex and non-scalable task that requires specialized and costly equipment (e.g. an

anechoic or semi-anechoic chamber, and a loudspeaker array), it is necessary to personalize

HRTFs to guarantee high quality 3D sound perception while avoiding such measurements.

Although HRTFs are continuous functions of sound source location, in practice, they

are measured only at discrete positions in space [8]. Under these circumstances, HRTF

interpolation techniques might be applied to achieve high spatial resolution with as few

measurements as possible. A small set of measurements might considerably reduce the

overall HRTF measurement time and equipment costs, and minimize undesired audio

artifacts (e.g. clicks) [9].

On the other hand, when direct HRTF measurement is not an option, it is possible

to use a set of HRTFs from another individual at the expense of losing some localization

accuracy. Under this scenario, to improve sound localization performance, a listener might

select, through a series of listening tests, the best HRTFs from a database composed by

other subjects’ HRTFs. However, this procedure might be time-consuming and tiring

for the participants, especially when the database is composed by HRTFS from a large

number of subjects. In order to speed up this process, it is desirable to find a way to

reduce the number of listening tests while still minimizing the localization error.

Moreover, since HRTFs vary in a complex and non-intuitive way, especially at high fre-

quencies, it is more suitable to use a compact representation of HRTFs obtained through,

e.g, dimensionality reduction methods such as Principal Component Analysis (PCA) [10].

In contrast to PCA and similar linear methods, in nonlinear dimensionality reduction

techniques, also known as manifold learning, it is assumed that the data (i.e. herein the

HRTFs) lie on a low-dimensional manifold. This assumption has also been of interest

among researchers in computational neuroscience, who argue that manifolds are crucial

for discovering and understanding the underlying nonlinear relationships of perception in

the brain [11].

To gain some insight into manifold learning in the context of spatial audio, Figure 1.1

presents an intuitive example where an HRTF might be considered as a point in a nonlinear

high-dimensional space. As the elevation increases smoothly, it intrinsically describes a

one-dimensional manifold (see the red line) but embedded in a higher dimensional space

(in this example a 3D space). Intuitively, a one-dimensional manifold is an appropriate

representation in this case since the perceived sound depends solely on the elevation.
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HRTF at =-45

Figure 1.1: An intuitive example of a one-dimensional manifold embedded in a higher dimen-
sional space. Figure inspired by [12].

Now, observe in the same figure the two points corresponding to HRTFs at −45◦ and 45◦

respectively. Linear dimensionality reduction methods such as PCA attempt to preserve

the euclidean distance between these two data points, which are very close to each other

despite the fact that their two corresponding elevations are perceptually far apart (at i.e.

at −45◦ and 45◦ respectively). In contrast, manifold learning techniques aim at preserving

the distance over the manifold (i.e. the distance measured over the red line, also known

as the geodesic distance). Using the geodesic distance, the two data points remain far

away which is consistent with the fact that they are also perceptually far apart.

Aims of this thesis

To address the aforementioned challenges in implementing 3D sound systems, in this

thesis 2 we propose a novel nonlinear representation of HRTFs to:

� personalize HRTFs from anthropometric features.

� interpolate HRTFs.

� improve human sound localization performance by minimizing the number of per-

ceptual tests.

Summary of Contributions and Thesis Outline

This thesis is presented as a compilation of four papers published in technical journals,

which are appended in Chapters 3 through 6. The contents presented here are a faithful

representation of the published materials. The corresponding permissions granted to

reproduce the published papers are attached in Appendix A. The remainder of the thesis

is structured as follows:
2This thesis was supported by FAPESP under Grant 2014/14630-9 and CAPES.
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Chapter 2 provides an overview of human spatial hearing, HRTFs, and manifold learn-

ing.

Chapter 3 contains the first contribution of this work, entitled“A Wearable Face Recog-

nition System Built With the Kinect to Aid the Visually Impaired User”, which was pub-

lished in the IEEE Transactions on Human-Machine Systems. This work was one of the

main results of the“Vision for the blind: translating 3D Visual Concepts into 3D Auditory

Clues” project that inspired us to deepen our knowledge in spatial audio. This wearable

system to aid the blind and people with low vision was named Kinect Vision Blind (KVB).

The KVB’s development was a multi-year and multi-disciplinary project3 involving sev-

eral researchers, Master’s degree students and Ph.D candidates from different research

areas. While my main contribution to this project focused on the development of the spa-

tial audio user interface, I also actively participated in some phases of the experiments’

implementation related to the face recognition algorithms.

Specifically, we present a real-time wearable face recognition system aimed at indi-

viduals with visual disabilities. The system uses a Microsoft Kinect sensor as a wearable

device, performs face detection and uses temporal coherence along with a simple biometric

procedure to generate sounds associated with the identified person, virtualized at his/her

estimated 3D location. The system also exploits the inherent spatial sense of the auditory

system by using spatial audio to convey the location of a face in the environment. Con-

veying the directional location of a face in the environment using 3-D Audio proved to

be an efficient feedback that does not overwhelm the person’s auditory sense. Our main

contribution herein is to show that it is possible to have a high-accuracy face recogni-

tion system in this limited-scope application with a simple, yet computationally efficient,

approach that allows real-time performance on wearable devices by taking advantage of

depth information and temporal coherence.

Chapter 4 contains the second contribution of this work, entitled“A Manifold Learning

Approach for Personalizing HRTFs from Anthropometric Features”, which was published

in the IEEE/ACM Transactions On Audio, Speech, And Language Processing. In this

paper, we introduce a new HRTF personalization method using a domain-specific manifold

learning technique, denominated Isomap, in both azimuth and elevation angles with a

single regression model that does not break the inherent multifactor nature of HRTFs.

Our main contribution is the incorporation of important prior knowledge of spatial audio

in Isomap’s manifold that aims at exploiting the correlations existing among HRTFs, using

a recently developed spectral decomposition that isolates the subject-dependent cues of

HTRFs. Our findings show that introducing this prior knowledge is a powerful way to

capture the underlying factors of spatial hearing.

3This project was supported by the Microsoft-FAPESP agreement under grant 2012/50468-6.
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Chapter 5 presents the third contribution of this work, entitled “Interpolation of Head-

Related Transfer Functions using Manifold Learning”, which was published in the IEEE

Signal Processing Letters. This work introduces a new HRTF interpolation method using

Isomap, a domain-specific manifold learning technique. Our main contribution is the novel

use of Isomap to address HRTF interpolation, where we apply important prior knowledge

of spatial audio to construct a single Isomap’s manifold that can represent simultaneously

all subjects in all directions, taking advantage of the existing correlations among HRTFs.

Unlike our contribution in Chapter 4, here we deal with HRTF interpolation by introduc-

ing a different and novel way of constructing the Isomap’s graph. We also introduce a

distortion metric based on variance, which is a more suited distance criterion to evaluate

this domain’s results. Our findings show that a single manifold representation has proven

to be a powerful way to allow measured HRTFs from different subjects to contribute to

reconstructing the HRTFs for new directions. Finally, our results suggest that a small

number of spatial measurements capture most HRTFs acoustical properties.

Chapter 6 describes the fourth contribution of this work, entitled “A Recommender

System For Improving Median Plane Sound Localization Performance Based on a Nonlin-

ear Representation of HRTFs”, which was published in the technical journal IEEE Access.

This work addresses the problem of improving sound localization performance in the me-

dian plane and, simultaneously, minimizing the number of listening tests performed by

a subject. This allows for shorter psychoacoustics experiments and avoids the difficult

endeavor of acquiring HRTF data for new users – all of which are of broad interest among

the spatial audio community. With this aim, we introduce an HRTF recommender system

to improve median plane sound localization performance using manifold learning. Our

first contribution is the novel use of manifold learning to address this problem, where we

apply important prior knowledge of spatial audio to construct a single manifold that can

represent simultaneously all subjects in all directions, taking advantage of the existing

correlations among HRTFs. The results show that our method is capable of recommend-

ing a set of HRTFs that improves the median plane localization performance with respect

to the mean localization performance using non-individualized HRTFs. Moreover, our

recommender system finds the best HRTF set by mixing HRTFs from multiple subjects

without having to perform listening tests with all individuals’ HRTFs from a database.

Chapter 7 provides a discussion of all the contributions presented in Chapters 3 to 6

as a whole.

Chapter 8 presents the set of conclusions of this thesis and recommends possible di-

rections for future research.
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Chapter 2
Theoretical Background

In this chapter, we present the basic concepts spatial of the two key components of

this thesis: audio and manifold learning. In Section 2.1, we formally introduce spatial

audio and the Head-Related Transfer Functions. Finally, in Section 2.2, we intuitively

describe manifold learning.

Spatial Audio and Head-Related Transfer Functions

The term spatial audio or 3D audio refers to the set of techniques that model the

direction-dependent influence of ears, head, and torso on the incident sound field using

digital filters to generate virtual sounds. If we filter an audio source through them, the

resulting virtual sound seems to originate from a specific spatial location [1]. The main

objective of 3D audio systems is to manipulate a listener’s spatial audio perception by

taking into account engineering specifications as well as psychoacoustic considerations [1].

Among the different spatial audio generation (e.g Panning, Binaural [13], and Sound

Field Synthesis [14, 15]) and reproduction techniques (i.e. loudspeakers and headphones),

this thesis focuses on binaurally rendered spatial audio through headphones for a single

sound source [13], in which the key components are the Head-Related Transfer Functions

(HRTFs).

In this section, we will describe the basic concepts of spatial audio perception and

HRTFs. In Section 2.1.1, we present the common coordinate systems used in spatial

audio. Next, in Section 2.1.2, we introduce the main cues that determine our directional

perception of sound. It is worth mentioning that distance perception is beyond the scope

of this study. In Section 2.1.3, we analyze several experimental results regarding the

human sound source localization performance. Finally, we formally define the HRTFs

and their properties in Section 2.1.4.
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Coordinate systems

In spatial audio, we specify the sound source position with respect to the center of the

listener’s head. Figure 2.1 shows three important reference planes we define to locate a

source:

� Median plane: y-z plane

� Frontal plane: x-z plane

� Horizontal or transversal plane: x-y plane

In the same figure, the interaural axis is the line segment connecting the two ears, and

the ipsilateral and contralateral ears are the closest and the most distant ear with respect

to the sound source, respectively.

There are two widely used coordinate systems in spatial audio [16]: the spherical

coordinate system and the interaural polar coordinate system.

Figure 2.2 shows the spherical coordinate system where the sound source position is

given by (r,Θ,Φ). The distance 0 ≤ r ≤ ∞ is measured with respect to the origin. The

angle −90◦ ≤ Φ ≤ +90◦ represents the elevation where −90◦ and +90◦ correspond to

positions above and below the listener respectively, and 0◦ corresponds to positions in the

horizontal plane. The angle 0◦ ≤ Θ < 360◦ represents the azimuth where 0◦, 90◦, 180◦

and 270◦ correspond to positions at the front, right, behind and left in the horizontal
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Figure 2.2: Spherical coordinate system. Adapted from [16].

plane, respectively. The azimuth angle might also lie in the interval −180◦ < Θ ≤ +180◦

where 0◦, 90◦, 180◦ and −90◦ correspond to positions at the front, right, behind and left

in the horizontal plane, respectively.

Figure 2.3 shows the interaural polar coordinate system. A sound source is defined by

(r, θ, φ) where the distance with respect to the origin is 0 ≤ r ≤ ∞. The azimuth and

elevation angles lie in the intervals −90◦ < θ ≤ +90◦ and −90◦ < φ ≤ +270◦, respectively.

In this system, the coordinates

(θ, φ) = (0◦, 0◦), (0◦, 90◦), (0◦, 180◦), (0◦, 270◦), (90◦, 0◦), (−90◦, 0◦)

correspond to sources at front, above, behind, below, right, and left respectively.

Directional Localization Cues

Our directional perception of sound integrates several cues that might fall into four

categories: binaural, spectral, dynamic and cognitive cues.

Binaural Cues

The binaural cues are the most important cues to localize a sound source in the

horizontal plane. They involve the relative differences between the waves arriving at

both ears. These differences were described by Lord Rayleigh’s duplex theory of sound

localization [17] as the Interaural Time Difference (ITD) and the Interaural Level Differ-

ence (ILD).
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Interaural Time Difference (ITD): the ITD refers to the difference in arrival time

of a sound between two ears. It depends on both the frequency and the direction [18].

The ITD is the most important localization cue for frequencies below 700 Hz since in this

band the head dimensions are smaller than the sound source wavelength. This allows the

auditory system to detect the phase delay differences without confusion [16]. Depending

on the type of stimulus, the human ear can distinguish ITDs from 0.005 to 1.5 ms [1].

On the other hand, at high frequencies (i.e. from 1.5 kHz), the ITD becomes ambiguous

because the perception of the lateral position is no longer proportional to the perceived

phase difference. Even so, the ITD at high-frequencies is considered a secondary cue since

the auditory system is able to extract the interaural delay differences from the envelopes

of the sound waves [19].

Interaural Level Difference (ILD): When an audio source moves away from the

median plane, the sound pressure in the farthest ear (contralateral with respect to the

audio source) is attenuated due to the head shadow. This phenomenon produces a sound

pressure difference between both ears, called the ILD, which is especially noticeable at

frequencies larger than 1.5 kHz when the wavelength becomes smaller than the diameter

of the head. The ILD reaches values between 10 and 35 dB for frequencies from 3 to

10 kHz respectively, allowing to detect the position of the audio source at frequencies in

which the ITD is ambiguous [20, 1].
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Figure 2.4: By keeping the azimuth constant in the interaural polar coordinate system, a cone
is formed on whose surface the ILD and ITD values are identical. This cone is known as the
cone of confusion.

Dynamic Cues

The binaural cues described so far to locate sound sources (i.e. the ILD and ITD)

might become ambiguous since, in theory, it is possible to create identical ILDs and ITDs

for different positions of an audio source. In fact, equal ITD and ILD values may exist

for an audio source on a conical surface. In Figure 2.4, note that by keeping the azimuth

constant in the interaural polar coordinate system, a cone is formed on whose surface

the ILD and ITD values are theoretically identical. Even though the ITDs and ILDs are

seldom identical for a real person, when they are very close for two different locations,

ambiguities might arise [1].

The aforementioned cone is called the cone of confusion because it produces front-

back reversals or up-down reversals. Front-back reversals refer to the perception that a

sound projected in a position ahead or behind the subject is behind or ahead of the same,

respectively. The same concept applies for up-down reversals. One way to minimize

these ambiguities is through dynamic cues like head movements. Several studies have

demonstrated the effectiveness of head movements to resolve front-back and up-down

confusions [21, 22].
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Spectral Cues

The spectral or monoaural cues are caused by anatomical characteristics such as the

outer ear (i.e. the pinna), the head and the torso. Among them, the geometry of the pinna

is the most important especially at frequencies above 3 kHz when its size is comparable

to the wavelength of the source [23]. These spectral differences are used by the auditory

system to resolve the cone of confusion.

Both binaural and monoaural factors are unique characteristics of each person’s anatomy.

These anatomical differences are reflected in the Head-Related Transfer Function (HRTF).

A pair of these functions, one for each ear, uniquely defines the position of an audio source

in space. In general, HRTFs are non-transferable among individuals since nonindividual-

ized HRTFs increase the localization error [7]. In Section 2.1.4, we will talk about HRTFs

in more detail.

Cognitive Cues

Beyond the cues described so far, there are cognitive cues such as familiarity with the

sound source and visual cues that contribute to the directional perception process.

Familiarity refers to prior knowledge of the type of the sound source [1]. If a source is

associated with a particular position after repeated experiments (e.g. speech), the sound

is more simple to simulate. For instance, it is easier to simulate the sound of an airplane

above us than to simulate the same sound from below.

On the other hand, there are visual cues such as the ventriloquism effect [24] whereby

we perceive the apparent position of a sound as though it originated from a correlated

visual object [1]. For example, when we watch a film in a movie theater, the actors’

voices seem to originate from their mouths although the actual sound originates from the

loudspeakers.

Human Sound Source Localization Performance and Localization

Blur

Human sound source localization accuracy depends on the frequency band and the

position of the stimuli [25]. In this section, we will briefly describe the results of several

experiments performed on human listeners to determine the human performance for local-

izing sound sources. With this aim, Blauert [25, p. 38] proposed the concept of localization

blur as “the amount of displacement of the position of the source that is recognized by

50% of experimental subjects as a change in the position of the auditory event”

Figure 2.5 shows the localization blur for four directions (0◦, 90◦, 180◦ and 270◦) in

the horizontal plane calculated by Blauert [25] from the results of the experiments under

anechoic conditions performed on two experiments with 600 and 900 individuals using
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Figure 2.5: Localization blur in the horizontal plane for a 100 ms of white noise audio source.
Arrows represent the actual direction of the sound event, the circles the average position reported
by the listeners and the segments the perceived direction of the auditory event. Adapted from [25]

100 ms of white noise audio source. The smallest localization blur is roughly ±4◦ for

the front direction (i.e., 0◦ azimuth) and the largest is about ±10◦ for lateral positions.

Blauert also shows that the localization error varies according to the type of source, but

the minimum localization blur is always in the frontal direction (ie 0◦ azimuth) reaching

the lowest value for stimuli such as clicks (0.75◦) and speech (1.5◦).

On the other hand, the localization performance in the median plane is smaller than in

the horizontal plane. In Figure 2.6, we can observe the results of the experiments under

anechoic conditions performed in seven individuals in the median plane with a speech

signal as input stimulus [25]. The smallest localization blur occurs at positions at the

front or at small elevations where the location error is around ±10◦. The localization blur

and the localization error increase as the elevation increases until it reaches maximum

values in the posterior hemisphere (i.e. greater than ±15◦).

Head-Related Transfer Functions

The Head-Related Transfer Functions (HRTFs) are key components to analyze and

synthesize binaurally rendered spatial audio. When filtering a sound through a pair of

HRTFs, one for each ear, it is possible to place a sound in specific positions in space.

In this section, we will describe the main characteristics of the HRTFs and their time

counterpart, known as HRIRs (Head-Related Impulse response).
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Figure 2.6: Localization blur in the median plane for a speech signal. Arrows represent the
actual direction of the sound event, the circles the average position reported by the listeners and
the segments the perceived direction of the auditory event. Adapted from [25]

Definition

The sound emitted by an audio source in free field reaches the two ears after interacting

with the anatomical features of the person (i.e. head, torso and pinna). The resultant

signal contains several cues described in Section 2.1.2 such as the ITD, the ILD and

spectral cues, which together are modeled through the HRTFs. A pair of HRTFs for the

left and right ear, HL and HR respectively, is defined by

HL (r, θ, φ, f, a) =
PL (r, θ, φ, f, a)

P0 (r, f)
,

HR (r, θ, φ, f, a) =
PR (r, θ, φ, f, a)

P0 (r, f)
,

(2.1)

where, PL and PR represent the sound pressures in the frequency domain at the left and

right ear, respectively, and P0 represent the free field sound pressure in the frequency

domain at the center of the head with the head absent [16]. Observe that P0 must be

generated by the same source with the same power as in the PL and PR measurements. The

variable a depends on the anatomical features of each person and is normally represented

by a set of anthropometric measurements from the head, torso and pinna. If the distance

is roughly r > 1 m, the HRTFs are independent on the distance and are called far-field

HRTFs. Otherwise, the HRTFs are distance-dependent and are called near-field HRTFs.

As stated in Section 2.1 distance cues and therefore near-field HRTFs are beyond the

scope of this study. Hence, when we refer to HRTFs we are referring to far-field HRTFs.
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Figure 2.7: Block diagram for the HRIR measurement procedure

HRTF measurements

The HRTF of an individual is obtained by reproducing an analytic signal (i.e. a known

synthetic signal) at the desired direction (at a distance at least 1 m from the source for

far field HRTFs), and then measuring the raw HRIR using probe microphones located in

the vicinity of the ear canal [16]. This procedure is repeated for each desired direction.

The resulting raw HRIRs requires some post-processing stages before they can be used as

filters as we will see later in this section.

Observe from Equation 2.1 that the HRTFs are continuous functions. However, in

practice, the HRTFs are measured only for discrete positions in space. The HRTFs for

unmeasured positions might be obtained by spatial interpolation [26, 27, 28, 29].

Figure 2.7 shows the block diagram for the HRTF measurement procedure whose

details are considered below:

Input analytic signal: since it is very common the presence of noise in measurement

systems, it is necessary that the characteristics of the input signal help to improve the

signal-to-noise ratio (SNR). Although it is possible to increase the power level of the input

signal, an excessive power increase could cause distortion in electro-acoustic systems such

as loudspeakers and amplifiers. Thus, to increase the power level without violating the

linearity of the electro-acoustic systems, an ideal input signal should have a low crest

factor (ratio of peak values to the effective value) [30].

In the case of HRIRs, several types of signals have been employed such as deterministic

signals (e.g. impulse [31], sinusoidal sweeps [32]), random signals (e.g. white noise,

pink noise) and pseudorandom noise signals (e.g. maximal-length sequences [33], Golay

codes [34, 35]).

From the aforementioned signals, nowadays the sinusoidal sweeps are the most widely

used since they generate HRIRs with higher SNR and low crest factor [36]. For further
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details, a comparative study of the different analytic signals to obtain impulse responses

is given by Stan et al [30].

Probe microphone position: the microphone is commonly placed at a point near to

the blocked ear canal entrance. This microphone position introduced by [37] has been

widely used for its convenience and safety. Other positions are close to the unblocked ear

canal entrance or still inside the ear canal near the eardrum.

Individuals: HRIRs are functions that depend on the anatomical characteristics that

vary from person to person, making it difficult to have a set of general HRIRs. For this

reason, HRIRs are measured for several subjects. As it is hard to keep people still during

long periods of time for they tend to make small movements of the head and body, artificial

heads and torsos such as KEMAR (Knowles Electronics Manikin For Acoustics Research)

are commonly used [38]. KEMAR was designed based on the average dimensions of the

anatomical characteristics according to the requirements of ANSI S3.36/ASA58- 1985 and

IEC 60959:1990.

(Semi)-anechoic chamber: it is common for HRIR measurements to be made in an

anechoic chamber in order to eliminate eventual reflections from the environment. How-

ever, due to technical difficulties and high costs of an anechoic chamber, HRIR measure-

ments have been also made in semi-anechoic chambers [39]. In semi-anechoic chambers,

the arrival time of the reflected waves can be controlled so that they arrive after the

duration of the HRIRs (typically a few milliseconds). This can be achieved by placing

acoustic absorbent material in the room [16]. Under these conditions, a time window is

applied in the raw HRIRs to eliminate the unwanted reflections [39].

Post-processing of raw HRIRs: In addition to the aforementioned time truncation to

eliminated reflections in semi-anechoic chambers, raw HRIRs are equalized to compensate

for spectrum distortions caused by the electroacoustic system (i.e. microphones, speakers

and amplifiers) [16] and to minimize changes in the subjective timbre of input signals [37].

The simplest approach is to measure the free field sound pressure P0(f) in frequency

domain at the center of the head with the head absent. Let the transfer function of the

electroacoustic system be H0(f), then the measured sound pressure is H0(f)P (θ, φ, f) and

the sound pressure measured at the center of the head with the head absent is H0(f)P0(f)

(i.e. the subject is taken out from the chamber and the microphone is placed at the

position corresponding to the head center). Thus, if we divide the two measured pressures

H0(f)P (θ, φ, f) and H0(f)P0(f), the unwanted effects of the electroacoustic system are

eliminated, obtaining the definition of HRTF from Equation 2.1. The HRTFs obtained

through this process are called measurement-equalized HRTFs [16].
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Other approaches used are free field equalization and diffuse field equalization. The

former is implemented with respect to one of the HRTFs measured in a specific direc-

tion [16], usually the frontal direction (θ = 0, φ = 0), and is defined as

Hfree(θ, φ, f) =
H(θ, φ, f)

H(θ = 0, φ = 0, f)
. (2.2)

On the other hand, the diffuse field equalization is performed with respect to root-

mean-square value of HRTF magnitudes across all M directions (i.e. the diffuse field

average) [16]:

Hdiffuse(θ, φ, f) =
H(θ, φ, f)√

1
M

M−1∑
i=0

|H(θi, φi, f)|2
. (2.3)

HRTFs Databases

Using a procedure described in Section 2.1.4.2 or similar ones [32], several research

teams have built publicly available HRTFs databases. For example, one of the most

complete databases is the CIPIC database [39] because it has measurements for a large

number of individuals (43 subjects and KEMAR) and their anthropometric data. 1250

measurements were performed in interaural coordinates for 25 non-uniformly distributed

azimuths with a maximum resolution of 5◦ for locations near the median plane and 50

elevations with resolution 5.625◦ in the range −45◦ to 230.625◦. A disadvantage of the

CIPIC database is its low resolution in lateral directions (i.e. 15◦ to 20◦). Another popular

database is the ARI database [40]. The main advantages of ARI over the CIPIC database

is that the former offers HRTFs from more subjects (about 150 subjects), and has better

spatial resolution. There are also databases that only measured HRTFs for KEMAR [38]

or similar mannequins. For a non-exhaustive list of HRTF databases, we refer to [41].

In an effort to facilitate the exchange of the data between researchers and users,

the Audio Engineering Society (AES) has standardized the Spatially Oriented Format for

Acoustics [42]. SOFA is a file format for storing and exchanging spatially oriented acoustic

data like HRTFs. Currently, the most popular HRTF databases are publicly available for

download in SOFA format [43], including the CIPIC and ARI databases.

Time-domain Features of HRIRs

The most important localization cue in time is the ITD. Although there are several

methods to estimate ITD (see for a comprehensive review [18]), one straightforward ap-

proach is to calculate the difference between the onset delays between the left and right

HRIR. In Figure 2.8, observe that at the beginning the HRIR is near zero due to the time
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Figure 2.8: KEMAR HRIRs from CIPIC database for θ = 80◦, φ = 0◦. ITD calculated from the
difference between the onset delays.

the sound takes to reach the ear during the measurement (i.e. the propagation time).

Thus, the ITD is defined as the difference between the onset delays tL and tR, i.e.,

ITD(θ, φ) = tL − tR (2.4)

Notice that to determine the onset delays a threshold needs to be chosen. In [44], they

define the onsets as the instants at which the HRIRs reached 20% of their first maximum

peak amplitudes. Observe also that the HRIR might be filtered prior to ITD estimation.

For instance, Algazi et al [44] use a high-pass filter with cutoff frequency at 1500 Hz. On

the other hand, Xie [41] uses a low-pass filter with cutoff frequency at 2.7 kHz to reduce

the effects of the pinna. Finally, the HRIRs are often upsampled before ITD calculation

to increase time resolution [16].

It is worth mentioning that in this dissertation we do not deal with ITD estimation for

we focus only in spectral characteristics obtained from the HRTF magnitude. Even so,

we included this section to give the reader a general idea of ITD in the context of spatial

audio.

Frequency-domain features of HRTFs

In order to analyze the frequency characteristics of HRTFs, Figure 2.9 shows the

HRTFs magnitudes for four azimuths in the horizontal plane where we can observe the

following [1]:
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1. Below roughly 200 Hz, there is a drop in the signal level. This drop occurs because

the frequency response of the speakers used in the measurement of HRTFs is usually

limited at low frequencies.

2. At frequencies below the 0.4-0.5 kHz band, the head attenuation effect is negligible

so that the HRTFs magnitudes for both ears are around 0 dB and are roughly

frequency-independent.

3. As the frequency increases above 1.5 kHz, the interaural level differences become

more evident. Thus, the magnitude of the ipsilateral ear (e.g. see the magnitude

of the left ear at the azimuth θ = 80◦ in Figure 2.9) is greater than the magnitude

of the contralateral ear. It is worth noting that this difference increases with the

azimuth angle. The difference of both magnitudes (i.e. the ILD) is defined as

ILD (θ, φ, f) = 20log10

∣∣∣∣HR (θ, φ, f)

HL (θ, φ, f)

∣∣∣∣ . (2.5)

4. Even though for θ = 0◦ the left and right HRTFs are similar, the small differences

between them come from the fact that the head is not perfectly symmetric.

5. At high frequencies, from the 5-6 kHz band, the HRTFs magnitudes vary in a

complex manner presenting several peaks and notches.

6. The peak near 4 kHz is due to the ear canal resonance.

Frequency-domain characteristics due to the pinna

At frequencies above 3 kHz, when the size of the pinna is comparable to the wavelength

of the source, the characteristics of the pinna become indispensable to resolve front-back

and up-down confusions as well as to our sound localization accuracy [23].

As discussed in Section 2.1.2, similar ITDs and ILDs cause ambiguities (i.e. front-

back confusions) that are solved by the high-frequency characteristics due to the pinna.

To understand how the pinna is able to provide spectral information to resolve such

ambiguities, Figure 2.10 shows the HRTF magnitudes in the horizontal plane for the

same ear at θ = 0◦ (i.e. front) and θ = 180◦ (i.e. back). Note that at high frequencies,

the differences in magnitude from both directions are evident. These differences caused

by the asymmetry of the head, the position of the ear and the pinna shape help to resolve

front-back confusions [41].

Moreover, the HRTFs magnitudes are characterized by presenting peaks and notches

at frequencies above roughly 5 kHz. The central frequency of the first of these notches is

considered an important cue in vertical location [45]. Figure 2.11 shows the magnitude of
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Figure 2.9: KEMAR’s HRTFs magnitudes from CIPIC database for several azimuths in the
horizontal plane.

several HRTFs in the median plane (i.e. θ = 0◦). Note that the center frequency of the

first notch is approximately equal for both ears.

Another important factor regarding the frequency of the first notch is its variability

among different individuals. Algazi et al. [39] averaged the center frequency of the first

notch in 52 individuals from the CIPIC database in the direction (θ = 0◦, φ = 0◦). The

result obtained was 7.6 kHz with a standard deviation of 1050 Hz. Considering such a high

standard deviation, the authors concluded that there is a high variability of the frequency

of the first notch between individuals caused by the anthropometric characteristics of the

pinna.

Figure 2.12 shows the left HRTF at a specific location for four different subjects. The

inter-subject variability is especially notable for high frequencies (i.e. f > 4 KHz) where

the monoaural cues introduced by the pinna are more prominent [1]. For this reason, the

pinna is considered as the acoustic fingerprint of a subject. Various studies show a decrease

in localization accuracy due to nonindividualized HRTFs [7], often producing front/back

reversals, poor sound externalization (i.e. the subject perceives the sound inside his/her

head) and incorrect elevation perception. Thus, it is necessary to personalize HRTFs to

guarantee high-quality 3D sound perception.



2.1. Spatial Audio and Head-Related Transfer Functions 34

0.1 1 10
�40

�20

0

20

40

f

H
R

T
F

 M
a

g
n

it
u

d
e

 (
d

B
) �=0°, 

Left ear

�=180°, 

Left Ear

frequency (kHz)

Figure 2.10: HRTFs magnitudes for azimuths 0◦ (i.e front) and 180◦ (i.e back) in the horizontal
plane.

Minimum phase approximation of HRTFs

We use the minimum phase approximation of HRTFs in several of our contributions for

it allows us to isolate the HRTF magnitude from the ITD. Since our work does not tackle

the problem of ITD estimation, this decomposition lets us work only with the spectral

characteristics of the HRTF magnitude.

In general, any transfer function and therefore any HRTF can be decomposed [46] as

the product of its minimum phase functionHmin (θ, φ, f), an all-pass function exp [jψall (θ, φ, f)]

and a linear phase function exp [−j2πfT (θ, φ)], i.e.

H (θ, φ, f) = Hmin (θ, φ, f) exp [jψall (θ, φ, f)] exp [−j2πfT (θ, φ)] , (2.6)

where T (θ, φ) is the time delay caused by the propagation of sound waves before reaching

the ear and corresponds approximately to the propagation delay in Figure 2.8 [47]. On

the other hand, we know that the magnitude of a transfer function and its corresponding

minimum phase magnitude are equal [46], i.e. |H| = |Hmin| and

Hmin (θ, φ, f) = |Hmin (θ, φ, f)| exp [jψmin (θ, φ, f)] , (2.7)

where the phase of the minimum phase function and the logarithm of the magnitude are

related by the Hilbert transform

ψmin (θ, φ, f) = − 1

π

+∞∫
−∞

ln |H (θ, φ, x)|
f − x

dx. (2.8)
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From Equation 2.6, we deduce that the phase of an HRTF is given by

ψ (θ, φ, f) = ψmin (θ, φ, f) + ψall (θ, φ, f)− 2πfT (θ, φ) . (2.9)

If the phase component of the all-pass function ψall is negligible, an HRTF can be ap-

proximated as

H (θ, φ, x) ≈ Hmin (θ, φ, f) exp [−j2πfT (θ, φ)] . (2.10)

Equation 2.10 is called the minimum phase approximation of an HRTF, in which the

HRTF is approximated by its minimum phase function in cascade with a pure delay or

linear phase T (θ, φ) function [16]. In practice, this delay is just the ITD calculated from

the method described in Section 2.1.4.4 or another one [18]. It is worth mentioning that

in this case, the delay would be placed only on the HRTF (left or right) that guarantees

the onset time is always positive. Studies carried out by [47] and [48] have demonstrated

the validity of the minimum phase model of HRTFs. This approximation is important

because it allows processing the HRTF using only its magnitude. Once the magnitude of

the HRTF is processed, the complex HRTF can be reconstructed using Equation 2.10.

Manifold Learning

In manifold learning (also known as nonlinear dimensionality reduction), we are in-

terested in discovering a smooth low dimensional surface or manifold, i.e., the intrinsic

structure of a dataset embedded in a higher dimensional linear vector space [49, 50]. The

main idea behind manifold learning is that if we can automatically discover the underlying
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Figure 2.12: Left HRTFs at a specific location for four different subjects. The variability among
subjects, more evident at high frequencies, is due to the monoaural cues introduced by the pinna.

manifold and “unfold” it, this may lead to easier data interpretation [50]. The manifold

assumption has been a recurrent theme among the computational neuroscience scientists,

who argue that manifolds are crucial for discovering and understanding the underlying

nonlinear relationships of perception in the brain [11].

A popular manifold learning technique is “Isometric Feature Mapping” or Isomap.

Classical linear dimensionality reduction methods such as Principal Component Anal-

ysis (PCA) and multidimensional scaling [51] (MDS) can only deal with flat euclidean

structures, failing to discover nonlinear structures of the input data [52]. Unlike classi-

cal techniques, Isomap is capable of discovering the nonlinear degrees of freedom that

underlie complex natural observations, such as human handwriting or images of a face

under different viewing conditions [53]. Isomap is considered a global approach since it

tries to map nearby high dimensional datapoints into nearby low dimensional datapoints.

Likewise, faraway high dimensional datapoints are mapped into faraway low dimensional

datapoints.

Figure 2.13 shows an illustrative example to intuitively explain how Isomap works on

the“Swiss roll”dataset embedded in a 3D space. The two datapoints shown in Figure 2.13a

appears to be very close according to their euclidean distance (blue dashed line) while
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Figure 2.13: Illustrative example using the “swiss roll” dataset. Figure reproduced from [53].
(a) The Geodesic distance vs the Euclidean distance (dashed line) between two datapoints. (b)
Geodesic distance estimation between two datapoints as the shortest path in a graph. (c) The
unfold manifold recovered by Isomap.

their distance over the manifold (blue line) is much larger. This distance over the manifold

is called the geodesic distance. Different from PCA that tries to preserve the euclidean

distance, Isomap tries to preserve the geodesic distance. To achieve this goal, Isomap

construct a graph over the manifold as shown in Figure 2.13b to estimate the true geodesic

distance as the shortest path between two datapoints (red line). Observe that if we

“unfold” the swiss roll (see Figure 2.13c), it can be intrinsically represented just in a 2D

plane (i.e. the intrinsic dimensionality is two). In the unfolded dataset, it is more evident

how Isomap approximates the true geodesic distance (blue line) using the shortest path

between two datapoints (red line).

In the context of spatial audio and for the sake of clarity, we will reproduce Figure 1.1

again in Figure 2.14. In this intuitive example, since the only parameter we vary is

elevation, we might assume that the intrinsic dimensionality is one and the manifold is

embedded in a high dimensional 3D space. In contrast to the euclidean distance, the

geodesic distance (red line) better reflects the fact that the two sources at φ = 45 and

φ = −45 degrees are far away.

More formally, Isomap has three steps that can be summarized as follows:



HRTF at =45

HRTF at =-45

Figure 2.14: An intuitive example of a one-dimensional manifold embedded in a higher dimen-
sional space. Figure inspired by [12].
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1. A graph construction procedure where each sample is connected to some number

of neighbors. Although this step might be as simple as selecting the nearest neigh-

bors for each datapoint according to the euclidean distance, the graph construction

procedure might be arbitrarily complex by taking into account the prior knowledge

that we have of the problem [54].

2. We compute the pairwise estimated geodesic distance matrix. The estimated geodesic

distance between each pair of datapoints is obtained along their corresponding short-

est path. The Dijkstra’s algorithm or the Floyd’s Algorithm migh be used to calcu-

late it.

3. We construct the low-dimensional embedding by applying classical multidimensional

scaling (MDS) [51] to obtain the low dimensional datapoints.

The main drawback of Isomap is the possibility of erroneous connections in the graph

due, among others, to noisy datasets [55]. This is called short-circuiting. Choosing the

right number of neighbors is critical since even a single short-circuit can lead to drastically

different (and incorrect) low-dimensional embedding [55]. In general, a large number of

neighbors might cause short-circuiting and a small one might lead to a too sparse graph

unable to approximate geodesic paths accurately. For instance, in Figure 2.13, if we

increase too much the number of neighbors, at some point the two datapoints will be

incorrectly connected by an edge (i.e. a short-circuit). Another drawback of Isomap is its

computational complexity since one need to compute pairwise shortest paths between all

sample pairs and perform an eigendecomposition over a non-sparse distance matrix [53].

Despite these weaknesses, Isomap has been successfully applied to several computer vision

problem such as wood inspection [56] and head pose estimation [57]

There are several manifold learning techniques beyond Isomap. For example Laplacian

Eigenmaps[58] which is similar to Isomap in that both construct a graph representation

of the datapoints. In contrast to Isomap, Laplacian Eigenmaps attempts to preserve only

local properties of the manifolds based on the pairwise distances between near neighbors.

This is why it is considered a local approach in contrast to Isomap which is considered a

global one. It means that Laplacian Eigenmaps tries only to map nearby high dimensional

datapoints into nearby low dimensional datapoints. LLE [59] is another popular technique

that, similar to Laplacian Eigenmaps, is local. For a comprehensive and intuitive review

of linear and nonlinear dimensionality reduction techniques, we refer to reference [60].

Finally, in the next chapters of this thesis, we use the aforementioned manifold learning

techniques to address the spatial audio challenges proposed in Chapter 1.
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Chapter 3
Contribution I

Contribution I is published as:

L. Neto, F. Grijalva, V. Maike, L. Martini, D. Florencio, M. Baranauskas, A. Rocha

and S. Goldenstein, “A Kinect-Based Wearable Face Recognition System to Aid Visually

Impaired Users,” in IEEE Transactions on Human-Machine Systems, vol. 47, no. 1, pp.

52-64, Feb. 2017. doi: 10.1109/THMS.2016.2604367
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Abstract

In this paper, we introduce a real-time face recognition (and announcement)

system targeted at aiding the blind and low-vision people. The system uses

a Microsoft Kinect sensor as a wearable device, performs face detection and

uses temporal coherence along with a simple biometric procedure to generate

a sound associated with the identified person, virtualized at his/her estimated

3D location. Our approach uses a variation of the K-Nearest Neighbors (K-NN)

algorithm over histogram of oriented gradient (HOG) descriptors dimension-

ally reduced by principal component analysis (PCA). The results show that our

approach, on average, outperforms traditional face recognition methods while

requiring much less computational resources (memory, processing power and

battery life) when compared to existing techniques in the literature, deeming

it suitable for the wearable hardware constraints. We also show the perfor-

mance of the system in the dark, using depth-only information acquired with

Kinect’s infrared camera. The validation uses a new dataset (that will be

publicly-available upon acceptance), with 600 videos of 30 people, containing

variation of illumination, background and movement patterns. Experiments

with existing datasets in the literature are also considered. Finally, we con-

ducted user experience evaluations on both blindfolded and visually-impaired

users, showing encouraging results.

Introduction

According to the World Health Organization, 285 million people are estimated to be

visually impaired worldwide: 39 million are blind and 246 have low vision [61]. Vision

impairment is a hindrance on several daily activities, and there is a constant strive for

new assistive devices [62].

1Department of Computing, Federal University of Piaúı, Teresina, PI, Brazil.
2School of Electrical and Computer Engineering, University of Campinas, Campinas, SP, Brazil.
3Institute of Computing, University of Campinas, Campinas, SP, Brazil.
4Microsoft Research, Redmond, WA, USA.
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One of these difficult daily activities is people recognition and localization, as it plays

a crucial role in social interaction at work and at home. It would be useful to know

someone’s location without having to hear him/her speak, so that the visually impaired

person could turn to his/her interlocutor and engage him/her in conversation.

Such systems should have multiple design requirements with respect to hardware, face

recognition algorithms as well as user interaction considerations. The hardware platform

should be portable, preferably wearable, and cost-effective to eventually reach the vast

majority of blind population, mainly living in developing countries [61]. Since wearable

hardware resources are limited and the system’s feedback revealing the person’s name

needs to be as immediate as possible, complex state-of-the-art face recognition approaches

might not be a viable first choice technique. Instead, the face recognition algorithm should

be fast enough to permit real-time performance on such hardware platforms while allowing

a degree of robustness under different conditions (e.g., movement patterns, lighting and

background variation). Furthermore, considering that the mean offline social network size

of an individual with a visual disability ranges from 15 persons for western adolescents

and young adults [63] to 31 persons for Chinese older adults [64], the number of faces to be

recognized is considerably smaller than in other applications (e.g., security applications).

This implies that the face recognition algorithm should be chosen and tested accordingly.

Regarding the interaction with the visually impaired user, the system should provide an

intuitive and limited feedback. Above all, it should avoid overwhelming the user’s senses

(i.e., auditory and touch).

In light of the aforementioned requirements, this paper presents a real-time wearable

face recognition system aimed at individuals with visual disabilities. As soon as the system

recognizes a face, it sends a 3D audio feedback to the visually impaired user. For example,

after the system identifies a known person (say Jane), the visually impaired user will hear

Jane’s name as if coming from the exact location where Jane is.

This face recognition system is part of a wearable system to aid the blind and low-

vision people. We named the wearable system as Kinect Vision Blind (KVB). Although

still in its infancy, the KVB is a multi-year, long-term open-source project5, with the

bold goal of mobilizing multiple research groups around a common platform. It aims

at designing distinct modes of operation, providing users with specialized functionalities

such as navigation, people localization and recognition, object recognition, and textual

information translation (e.g., signs, symbols and currency identification). In this paper,

we show that it is possible to have a high-accuracy face recognition system in this limited-

scope application with a simple yet computationally efficient approach that allows real-

time performance on wearable devices by taking advantage of depth information and

temporal coherence. Besides, we introduce a new RGB-D database composed of 600

videos from 30 people, where we performed extensive simulations, including experiments in

5http://revistapesquisa.fapesp.br/en/2015/06/14/recognizing-the-environment
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the dark using Kinect’s depth-only data. The results show accuracy rates with statistical

significant differences (p−value < 0.05) compared to traditional face recognition methods

publicly available. Finally, with the aim of evaluating user experience, we conducted tests

of our system on both blindfolded and visually impaired users.

Related Work

Most of assistive systems aimed at visually impaired people use video processing to

convert visual data into an alternative representation (e.g., auditory, haptic), and focus

on daily tasks such as navigation [65, 66, 67, 68, 69, 70, 71] and object detection [72, 73].

On the other hand, there are few contributions addressing the face recognition task

for visually impaired people. Previous studies [74, 75, 76] explored the feasibility of

implementing a wearable face recognition aid for blind people based on computationally

efficient algorithms such as robust correlation [74], image retrieval in conjunction with

classification [75] and Iterative Closest Points (ICP) approach [76].

In light of this, several research groups have shifted focus towards the development

of wearable face recognition prototypes for the blind community. For instance, Krishna

et al. [77] developed a sunglasses with a pin hole camera, which uses the Principal Com-

ponent Analysis (PCA) algorithm for face recognition [78]. The sunglasses system is

validated with a highly controlled dataset, without disguises and with only variation in

pose and illumination, which uses a precisely calibrated mechanism to provide a robust

face recognition.

Moreover, using a camera atop a standard white cane, Astler et al. [79] implemented

a face recognition software based on the commercial Luxand Face SDK 6 running on a

server. The limitation of using this commercial solution is that it was not designed for

running on low-power devices such as wearables.

More recently, although not designed with visually impaired users in mind, researchers [80]

proposed a wearable face recognition system that uses a head mounted display. The sys-

tem detects faces using the Viola-Jones technique [81] and employs a face recognition

approach based on image sets [82].

On the other hand, various face recognition prototypes have been proposed that, de-

spite being not wearable-friendly, are aimed at blind people. In this line, in [83], the au-

thors used a smartphone to provide an audible feedback whenever a face from a database

enters or exits the scene. Their detection algorithm runs the commercial VeriLook 7 face

technology in a server. Similarly, Balduzzi et al. [84] employ a camera and a personal

computer to process the incoming video stream using the Local Binary Pattern (LBP)

approach [85], and to provide an audio feedback to the user whenever a face is recognized.

6https://www.luxand.com/facesdk/
7http://www.neurotechnology.com/verilook.html
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Finally, as part of a modular software running on a handheld device equipped with an

embedded RISC processor, called Blind Assistant, Battaglia et al. [86] proposed a face

recognition module that detects faces using the Viola-Jones algorithm [81], recognizes

them by means of the PCA algorithm [78], and provides an auditory feedback to the user.

Beyond face recognition, various studies have proposed wearable prototypes aimed at

blind people to identify facial expressions [87, 88, 79, 89, 90, 91, 92], behavioral expres-

sions (body mannerisms [88], head movements [92]) and other non-verbal communications

cues (person localization [93, 94], number of people present, their age and gender distri-

butions [95]).

Previous studies have also proposed wearable stereo vision systems to develop elec-

tronic travel aids for blind people [96, 97, 98]. Additionally, several works have demon-

strated the feasibility of using the Microsoft Kinect as the main hardware component

for wearable devices to assist visually impaired users in navigation tasks [99, 100, 101,

102, 103, 104, 105, 106, 107, 108] due to its capability of sensing depth information along

with RGB data. Depth information has proven to be very useful in the aid of visually

impaired people as it better enables the detection of objects in the scene along with

their 3D spatial position. This confirms the potential of low-resolution 3D sensors for

robust face detection and recognition. In particular, Ribeiro et al. [99] proposed a Kinect-

based wearable prototype that, among other tasks, offers a module for face recognition

based on a multiple-instance pruning cascade detector [109] and a learning-based descrip-

tor [110]. However, since they focused mainly on navigation tasks, they did not report

accuracy/performance results of the face recognition approach. Moreover, they did not

perform user-experience experiments on their face recognition module.

Figure 3.1: Blindfolded user wearing our prototype.

Furthermore, although not focusing on visually impaired aids or wearable devices,

previous Kinect-based face recognition studies [111, 112, 113, 114, 115, 116, 117, 118,

119] proposed complex frameworks (i.e., approaches not suitable for real-time systems on

low-resource devices) using, for example, multi-modal sparse coding [118]. In contrast

and as in previous works targeting visually impaired people [76, 74, 75, 77, 83, 84, 79,
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86], we seek a computationally efficient face recognition algorithm capable of running

in real-time on small, low-power devices such as wearables. As detailed above, several

authors used traditional face detection [86, 80] and face recognition algorithms [77, 86,

84], or even commercial solutions running on servers that are not designed to work on

low-resource devices [83, 79]. Here, we take advantage of the 3D sensor technology of

Microsoft Kinect for accurately detecting faces, and we employ Histogram of Oriented

Gradients (HOG) [120] and PCA combined with a variation of K-Nearest Neighbor (K-

NN) algorithm, with the aim of achieving real-time performance by exploiting temporal

coherence along contiguous video frames.

Finally, spatial audio, also known as 3D audio, has been successfully used on applica-

tions for visually impaired people such as navigational aids [121, 99, 122] and graphical

computer interfaces [123]. In fact, it has proven to be superior to even simple spatial

language (“left”, “right”, or “straight”) for accomplishing tasks without vision when cogni-

tive load is present [124]. Thus, instead of using monaural audio feedback as in previous

works [77, 83, 84, 79, 86], we exploit the inherent spatial sense of the auditory system by

using spatial audio to convey the location of a face in the environment.

System Description

The system we propose herein comprises a wearable prototype within the context of

the KVB project. We are mainly interested in the RGB-Depth technology itself. In this

vein, the Kinect is a good starting point for a rapid prototyping, as it is composed of

an RGB camera to capture color images, an infrared (IR) emitter to emit infrared light

beams and an IR depth sensor to read the IR beams reflected back to the sensor, and to

compute the distance between an object and the sensor, enabling capture a depth image8.

Thus, the hardware component of our prototype combines a Microsoft Kinect RGB-D

sensor, an accelerometer/gyroscope/compass sensor, stereo headphones, and a portable

computer. Although this is not envisioned as the final form factor, in this initial wearable

prototype we attached the Kinect to the top of a skateboard helmet, and the notebook is

carried in a backpack. We removed unnecessary parts of Kinect for the KVB system, such

as its carcass, the microphone array and the tilt motor, making it lighter to transport.

The Kinect’s power supply adapter has been replaced by a rechargeable battery pack,

and the headphones feature bone conduction technology, allowing the user to listen to the

environment.

The diagram in Fig. 3.2 summarizes our system architecture that includes three mod-

ules: 1) face detection module (FDM), 2) face recognition module (FRM) and 3) 3D

audio module (3DAM). When the system’s Kinect sensor detects a face and estimates the

8https://msdn.microsoft.com/en-us/library/jj131033.aspx
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Figure 3.2: System architecture of our approach.

corresponding 3D position – in the Kinect’s coordinate frame – of the detected person’s

head, it performs real-time face recognition, and finally it generates a virtual sound at the

face location. For instance, if the system recognizes a known face, the user will hear the

person’s name virtualized at the location where that person is.

Face Detection Module – FDM

In the FDM, the system employs off-the-shelf face detection software (i.e., Microsoft

Face Tracking SDK for Kinect for Windows – FaceTrackLib9). The FaceTrackLib uses

color, depth and skeleton information to detect and track human faces in real time. Then,

the FDM sends the bounding box around the detected face (i.e., face image – with average

size of 64×72 pixels) to the FRM.

Face Recognition Module – FRM

In the FRM, we use 3,780-dimensional HOG descriptors (with window size = 64×128,

block size = 16×16, block stride = 8×8, cell size = 8×8 and number of bins = 9), PCA

and, for simplicity and efficiency, the K-NN classifier algorithm [125] using the euclidean

distance metric. We know, from experience, that several other, perhaps more interesting,

metrics could be used. However, we opted to use a standard one and not to fine tune the

method to a specific metric. In addition, HOG descriptors and Euclidean metrics have

been used before with relative success in the literature [126]. HOG descriptors showed

good results to represent set of features for face identification [127]. Moreover, HOG has a

controllable degree of invariance to local geometric transformations, providing invariance

to translations and rotations smaller than the local spatial or orientation bin size [120].

Since the K-NN efficiency and performance is affected by a large number of attributes

in the samples and the presence of redundant and irrelevant attributes [125], we perform

9https://msdn.microsoft.com/en-us/library/jj130970.aspx
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a dimensionality reduction through PCA in the HOG descriptors keeping 95% of the total

variance of the data.

To take advantage of temporal coherence, we varied the number of sequential video

frames that are classified by K-NN. Thus, we classify each frame within the temporal

sliding window, and the most voted person is the final label of the classification. For

example, in a sliding window with size of 60 frames, 60 votes are computed, and only

after that the system returns the most voted person as the final classification – it is

returned every 60 frames of video.

Finally, it is worth mentioning that our recognition approach relies only on the RGB

data as we seek a fast algorithm to allow real-time face recognition performance on wear-

able devices with limited hardware resources. Even so, we performed experiments using

our approach over the depth-only data in order to analyze our technique’s performance

in the dark.

The Real-time Face Recognition System

In the Real-time Face Recognition System, we use the training set that produced the

best accuracy rate in the results of experiments (see Section 3.5.1) – i.e., sliding window

size of 60 frames, 48 samples/class in the training set and K = 1. First, for each frame

with a detected face, we compute its HOG descriptor. Next, we center the descriptor data

and multiply it by the PCA rotation matrix in order to reduce its dimensionality. Then,

we use the K-NN algorithm to classify the sample, and finally we conduct the voting

scheme. In this case, the voting scheme is performed only on the streaming video frames

with a detected face (non-detection frames are ignored). The real-time system returns the

3D audio feedback of the identified person every 60 votes, achieving a frame rate close to

30 FPS in a high-performance laptop (Intel Core i7, 2.4GHz and 32GB RAM).

The system also identifies unknown people – i.e., people not registered in the system.

We use a distance threshold for classifying a person as “not recognized,” which was set

empirically based on observed distance values. When the distance from the sample to

each of its nearest neighbors is greater than a threshold distance, the unknown class wins

a vote. So, if the unknown class wins the voting, the system will return the audio feedback

“not recognized”.

3D Audio Module – 3DAM

For rendering the 3D audio feedback to the visually impaired user, the 3DAM uses

both the coordinates – in the Kinect’s coordinate frame – of the detected person’s head

estimated by the FDM (i.e., Coordinates of Head) and the final classification result ob-

tained by the FRM (i.e., Person ID). The 3DAM renders a virtual sound (i.e., the 3D

audio feedback) at a given location by filtering a monaural sound through a pair of transfer
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functions (one for each ear), called Head-Related Transfer Functions (HRTFs) [128]. The

resultant 3D sound is presented to the visually impaired user through the bone conduction

headphones, so that he/she will hear the sound as if coming from the coordinates of the

detected person’s head.

HRTFs are frequency-domain functions that depend on direction (i.e., azimuth and

elevation angle), ear (i.e., left or right) and anthropometric features (i.e., head, torso and

pinna). Since these anthropometric features differ widely among individuals, HRTFs need

to be personalized [128]. Non-individualized HRTFs produce a decrease in localization

accuracy (more prominent in elevation positions), often causing front/back reversals (i.e.,

perception of a sound source at a frontal location as though it were coming from a back

location, or vice versa), and poor sound externalization (i.e., localization of sound inside

the head) [128].

The most accurate approach of personalizing HRTFs is through direct measurements,

but it involves expensive apparatus and complex procedures. Although several methods

have been proposed to avoid such measurements[129, 130, 131], HRTF personalization

remains an open problem. Despite the limitations of HRTFs, HRTF 3D audio rendering

has proven to be an efficient way of conveying information to the visually impaired in

navigation aids [121, 99, 122] since it is very efficient when cognitive load is present [124].

This is critical for the visually impaired people that rely heavily on their hearing sense.

Therefore, for our initial prototype, we use HRTFs from the generic mannequin called

KEMAR (Knowles Electronic Manikin for Acoustic Research), which is publicly available

in the CIPIC database [132].

So far, we have described how the system will communicate the directional location

of a face using 3D audio – i.e., its azimuth and elevation angle. In contrast to directional

perception, distance perception is a far more complex process for rendering through head-

phones. Moreover, since our ability to estimate sound source distance is poor when com-

pared to sound source directional estimation, we looked for simpler methods to encode

distance. Therefore, after a first experiment with users where the encoding distance was

used as a frequency variation (see Section 3.5.2.2), we decided to use spoken language –

through messages like “John is three meters away”.

Experimental Setup

In this section, we describe the experiments conducted to test and verify the accuracy

of the system (Section 3.4.2) using our kinect-based dataset (Section 3.4.1.1) and a larger

dataset (Section 3.4.1.2). In Section 3.4.3, we validate the user interaction aspects of the

assistive wearable system.
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Datasets

Unicamp Kinect Face Database

We built the Unicamp Kinect Face Database (UKFD) for this evaluation with proper

authorization of Unicamp’s Institutional Review Board. We collected videos from 30

subjects using the Kinect sensor and the tool Microsoft Kinect Studio. For each person,

we captured 20 videos of 15 seconds with a frame rate of 30 FPS, giving a total of 600

videos. The dataset10 comprises videos mainly by latinamerican subjects and few orientals,

ten women and twenty men aged from 20 to 35 years. The videos were captured in an

indoor environment. The Kinect was placed on a table at a distance of 3 meters from the

bottom wall.

The participant was placed in front of the Kinect and with his/her back to the bottom

wall, in the center of an area marked on the ground delimiting the Kinect’s vision range

where the people experience an optimal interaction (i.e., the optimum area for capturing

depth data which is between 1.2 to 3.5 meters from the Kinect’s position). We asked the

participants to move in front of the Kinect freely within the mentioned Kinect’s vision

range area, but always trying to look at the kinect. The videos captured change in

illumination (half the videos were recorded with full lighting and the others with reduced

lighting), motion patterns (in half the videos the participants move in a natural way in

the other at a faster speed), background (we use various colored cardstock to change the

background color of the videos), with variation of facial expressions (the participants’

facial expressions were not restrained – sometimes laughing, funny faces, serious faces,

etc) and disguises (only with and without glasses). Fig. 3.3 depicts some representative

sample faces from the dataset.

Unicamp Video-Attack Database

We also used the Unicamp Video-Attack Database (UVAD) [133]. The UVAD is a

larger dataset that contains videos from 404 different subjects recorded with six different

cameras and in two different sessions, considering the variation of background, lighting

conditions and places (indoors and outdoors). This gives a total of 808 videos. All videos

have Full HD quality, nine seconds of duration and a frame rate of 30 FPS.

Accuracy/Performance Experiments of the FRM

In the experiments, the 600 videos of the dataset were separated into five folds (120 videos/fold),

each fold containing four videos per subject (4 videos/subject or 4 videos/class). For each

video, we extracted the detected face images from the first 450 frames, obtaining 270,000

10This dataset will be made publicly-available upon acceptance of this paper. Meanwhile, research
groups interested in this dataset may contact the laurindoneto@ufpi.edu.br
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Figure 3.3: Some faces samples of our dataset.

samples for all five folds (54,000 samples/fold). Since in some of these frames there were

no face detections, we computed them as non-detections. Next, we selected three ran-

dom frames with face detection from each video and we created a sub-dataset of 1,800

samples (360 samples/fold). We repeated this selection process ten times, creating ten

sub-datasets. For each sub-dataset, we performed a 5-fold cross-validation where four

folds with 1,440 samples (48 samples/class) are used for training, and all samples from

the remaining fold (54,000 samples) are used for testing. We trained over a small number

of frames randomly selected from the four training folds and tested over all video frames

from the test fold.

We performed a series of experiments described in Section 3.5 using the K-NN algo-

rithm with K = 3, where we varied the samples per class, the sliding window size and the

number of classes. Only in the last experiment we varied the hyperparameter K. These

experiments serve both to find the best hyperparameters for our system and to compare

it to other methods. Plots in Section 3.5 present the average accuracy rate over the ten

sub-datasets for the mentioned experiments.

Moreover, we compared our approach to the Eigenfaces [78], Fisherfaces [134] and

LBPH [85] methods. These traditional algorithms were chosen because they are publicly-

available and they are as simple as our approach. Although state-of-the-art algorithms

are not suitable for running on wearable devices, we also compared our approach to

the current publicly-available state-of-the-art method, the VGG Convolutional Neural

Network [135] (VGG CNN), in order to analyze the accuracy lost due to the wearable

hardware constraints. It is worth noting that we used VGG as a feature extractor, and

we have applied the same K-NN classifier and voting scheme described in Section 3.3.2

over the descriptors extracted from VGG. We used paired data in all the experiments and

computed the p-value with both the Wilcox Signed Rank Test (WSR) and the Wilcox
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Rank Sum Test (WRS) [136].

For a better understanding of the methods when dealing with more users, we con-

sidered an additional dataset (i.e., UVAD) in the experiments. We have computed the

accuracy rate for UVAD, performing a 2-fold cross-validation with 30, 100 and 315 sub-

jects (classes). We have selected the classes with at least 240 detected faces per video in

both sessions (that is the reason we ended up with 315 classes). The face detection stage

has been performed using the publicly-available Face++ API 11.

Finally, we performed experiments to evaluate an alternative people recognition ap-

proach in the dark, based on our original approach. In this alternative approach, instead

of using RGB data for facial recognition, we used depth-only information.

User-Experience Experiments

(a) (b) (c)

(d) (e)

Figure 3.4: Results of the proposed approach: (a) sliding window size variation, (b) samples
per class variation, (c) samples per class and sliding window size variation, (d) class number
variation in the training base and (e) hyperparameter variation.

11http://www.faceplusplus.com/
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Pilot Test

First, a pilot experiment (i.e., a first trial of the system within controlled experimen-

tal conditions) was conducted to test the KVB system. This pilot experiment allowed

us not only to find critical problems (i.e., bugs and usability issues) in the system, but

also, for further iterations, to refine it and improve the experiment itself. Design and

usability heuristics were used as a way to formalize some of the impressions the partic-

ipants had from the experiment. Participants were nine Human-Computer Interaction

(HCI) researchers from the University of Campinas (São Paulo, Brazil), four of which

were registered in the video dataset. The experiment was setup in rounds, each as the

following:

(a) One participant volunteered to act as a blind user. After receiving brief instructions

on how the system works, the participant was blindfolded and given the goal of both

locating and reaching a target person;

(b) In silence, four other participants were placed in front of the blindfolded user. At

least one of them was not registered in the dataset;

(c) The blindfolded user received the 3D audio feedback through the bone-conduction

headphones, and through this feedback and body and/or head motion, scanned the

room to locate the goal. For each person found, the user was asked to say who the

system was telling that person was;

(d) The round was over either after two minutes or after the user signalized they had

reached the goal.

Each participant went through two rounds and, from one round to the other, the group

of four people changed.

Debriefing and Redesign

After the eighteen rounds, participants were gathered to discuss the experiment in a

debriefing session. The objective was to talk about their impressions of the system, guided

by a set of Natural User Interface (NUI) heuristics [137].

This discussion led to changes both in the KVB system’s audio feedback information,

and in the recognition algorithm (see the changes in Section 3.5.2.2). After these changes

were made, a new experiment was conducted, this time with five adults that are actually

blind. Three of them were born blind (one male, two females) and the other two (males)

lost their sight recently.
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(a) (b) (c)

(d) (e) (f)

Figure 3.5: Comparing results of our approach to other methods, with: (a) 2 samples/class,
(b) 4 samples/class, (c) 8 samples/class, (d) 16 samples/class, (e) 32 samples/class and (f) 48
samples/class.

Test with Visually Impaired Users

This time, instead of two rounds, each participant did one round of recognition. In ad-

dition, instead of four there were three people in front of them, all registered in the dataset.

Then, instead of reaching one specific person, each blind participant had as goal locating

and recognizing each of three people in front of them. After each round, participants were

asked to respond to a Self Assessment Manikin (SAM) questionnaire [138], constructed

with several layers of Ethylene-Vinyl Acetate (EVA) foam to make the manikins identi-

fiable by touch. In addition, hidden behind the layers of EVA were RFID tags, one for

each option of the questionnaire. Then, as participants approached an RFID reader to

each manikin, a synthesized voice would describe aloud the selected option. If the last

scanned choice was the one they wanted, participants would then scan a confirmation tag

and their vote was registered.

Finally, we conducted a debriefing session with the blind participants, to understand

how they deal with the task of people recognition without a system such as KVB, and
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also to receive their feedback about the system.

Results

Next, we present the results of both Accuracy/Performance experiments and User

Experience evaluations.

Accuracy/Performance Results

Sliding window size variation

In the first experiment, we dealt with window frame size variation (i.e., sliding window

size). As expected, the higher the sliding window size, the greater the accuracy rate.

The variation occurred in the range of 1 to 60 frames. Fig. 3.4(a) shows that the best

accuracy rate is 94.26% with standard deviation σ = 0.0031 using a sliding window with

60 sequential frames. For the sliding window with 1 frame, the accuracy rate was 77.29%

with σ = 0.0030.

Samples per class variation

In the second experiment, we varied the amount of samples per class of the training

base. The best accuracy rate was 94.26% for a sliding window of size 60 frames and 48

samples/class. For the training base with 2 samples/class and a sliding window of size 60

frames, the accuracy rate was 21.64% (σ = 0.016), Fig. 3.4(b).

Samples per class and sliding window size variation

In the third experiment – a combination of the first two experiments – we varied

both the amount of frames in the sliding window and the number of samples per class

in the training base (Fig. 3.4(c)). We used the results of this experiment to compare our

approach with other methods (see Section 3.6).

Class number variation in the training base

We varied the number of classes in the training base from 2 to 30 classes. We also

varied the number of samples from 2 to 48 samples/class and the sliding window size from

1 to 60. In Fig. 3.4(d), we see that as the amount of samples per class increases and the

number of classes decreases, there is an improvement on the accuracy rate.
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Hyperparameter variation

In the last experiment, Fig. 3.4(e), we varied the sliding window size from 1 to 60,

keeping the number of samples per class constant in 48 samples/class. We conducted a

grid search for the best hyperparameter K for the K-NN algorithm, varying K from 1 to

10. The highest accuracy rate (96.44% with σ = 0.0018) was attained for K = 1.

Comparison using UKFD

We compared our approach to the Eigenfaces [78], Fisherfaces [134], LBPH [85], and

VGG methods [135] through the experiment described in Section 3.5.1.3. Fig. 3.5 shows

the results of this comparison for a sliding window size varying from 1 to 60, and samples

per class going from 2 to 48. When compared to the other techniques, note that the accu-

racy rate of our approach performs the worst with two samples/class in the training base,

and gradually improves with four, eight and 16 samples/class, and finally outperforms

Eigenfaces, Fisherfaces and LBPH with 32 and 48 samples/class. As expected, VGG, the

state-of-the-art approach, has the best accuracy rate (98.67%, σ = 0.0017) in all varia-

tions made. However, with 48 samples/class and window size of 60, the accuracy rate of

our approach is 94.26% (σ = 0.0031), a competitive result in a real scenario.

Comparison using UVAD

Table 3.1 summarizes the results of the comparison using the UVAD database, showing

the accuracy rates and standard deviations for a sliding window size of 60 frames and 48

samples/class in the training set of our approach to each of the other methods with 30,

100 and 315 classes. In the last experiment we did not consider Eigenfaces, Fisherfaces

and LBPH as they had a poor performance with the experiment with 100 classes.

Table 3.1: Summary of comparison of accuracy rate and standard deviation (in parentheses) for
UVAD with a sliding window size of 60 frames and 48 samples/class in the training set.

Method
# classes Our app. VGG Eigen Fisher LBPH

30
86.84% 97.37% 19.34% 50.19% 81.41%
(0.0641) (0.0119) (0.0674) (0.1035) (0.1321)

100
72.34% 95.21% 17.95% 52.37% 51.84%
(0.015) (0.006) (0.033) (0.0101) (0.0757)

315
56.28% 89.71%

— — —
(0.0107) (0.0091)

People recognition in the dark using depth-only data

We used 10 classes for this experiment, and we varied the sliding window size and the

samples/class as depicted in Fig. 3.6. Observe that there was a large drop in accuracy
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rate. The best accuracy rate was 56.23% (σ = 0.0148) and K = 1, using a sliding window

size of 60 frames and 48 samples/class.

Figure 3.6: Results of the people recognition approach in the dark using depth-only data.

User-Experience Results

NUI Heuristics

The HCI specialists evaluated the KVB system through the 13 heuristics. First, spe-

cialists agreed that, on the compliance scale of -4 to 4, the KVB was a 4 on the [NH1]

Operation Modes heuristic. They saw the user’s displacement through the environment

as an operation, which is a natural movement. Then, for the [NH2] “Interactability”

heuristic, since the selectable objects are the people in front of the device, specialists also

gave the maximum compliance grade. For the [NH3] Metaphor Adequacy heuristic, spe-

cialists understood that the system was a 3 on the scale because of the sound feedback

that needed adjustments. It was indicating correctly how the user should move in terms

of distance (front and back), but not in terms of sideways displacement (right and left).

Finally, for the [NH7] Comfort heuristic, the compliance level was 4 because participants

did not feel discomforts during the experiment, even with all the necessary equipment

(helmet, backpack and headphones).
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Interaction changes in the KVB system

In terms of audio feedback, there were three changes from the pilot to the second

user-experience experiment.

First change is related to distance indication. In the pilot experiment the distance from

the user to the person being recognized was translated into a high (if they were close) or

low (if they were far apart) frequency of the person’s name being repeated. This idea was

based on parking sensors for cars, which emit beeps the closer the car is to colliding with

something. However, in the context of the pilot experiment it did not work well, because

the person’s name is much larger than a beep, making it hard to map a frequency that

both translates the distance correctly and maintains the name understandable. Hence,

for the second user-experience experiment we changed the feedback to actually say how

far someone is, e.g., “John is 3 meters away”.

The second change in feedback is related to people recognition. In the pilot experiment

the system would use the technical term “framing” to indicate it was recognizing someone,

and the word “unknown” to show it found someone not registered in the dataset. The HCI

experts found both words inadequate to nonprofessional users, so in the second experiment

they were replaced by “trying to recognize” and “not recognized”.

The third change was adding feedback for when the system is not sure if the person

being recognized is actually registered in the database. In this case, the system says

“It might be John”, for instance. This audio feedback occurs only when the unknown

class wins the voting, and the voting ratio between the second most voted class and the

unknown class is greater than a threshold close to 1, indicating uncertainty between the

two classes. There was a final change related to performance and accuracy. In the pilot,

there was a delay when switching between identifying one person to identifying another,

causing the feedback to still indicate the first person as the one being recognized. This

delay was fixed for the second experiment.

Success rate of completed task

In the pilot experiment, where the user goal was of both locating and reaching a

target person, in the 18 rounds most of the time the users recognized the people in front

of him/her. However, only seven correctly reached the target person, resulting in a success

rate of 39% in performing the task completely. After the changes made in the system, the

next experiment, whose goal was of locating and recognizing each of three people in front

of him/her, presented eight successful conclusions of the task from 15 rounds, resulting in

a 53% success rate.

It should be noted that the environment where the second user-experience experiment

was conducted had a lot of sunlight due to a background window (even with the curtains

closed), which decreases the Kinect’s performance. Although the conditions (different
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task goals, different test environment) and subjects (blindfolded vs blind people) of both

user experience experiments were different, the results suggest an improvement in the

usability after the implementation of the changes described in Section 3.5.2.2.

SAM

In the Self Assessment Manikin questionnaire, participants rate their levels of Valence,

Arousal and Dominance about their experience on a scale of 1 to 5. Table 3.2 shows their

replies, and it is possible to see that the lowest grades were 3, and the mode for the

five participants was 5 for each aspect (valence, arousal, dominance). In addition, four

participants gave Dominance the maximum grade, showing most of them felt in control

of the system.

Table 3.2: Results of the Self Assessment Manikin (SAM)

Participant Valence Arousal Dominance
Participant 1 5 5 5
Participant 2 5 3 5
Participant 3 4 3 3
Participant 4 4 5 5
Participant 5 5 5 5

Mode 5 5 5

Blind user feedback

The participants from the second user-experience experiment thought that the voice

that provided feedback was clear, and that the feedback messages made sense. Their only

complaint in terms of ergonomy was the weight of the backpack, but they did not mind

the helmet and suggested it could be stylish. However, they also showed real enthusiasm

for the possibilities the system provides: autonomy and awareness of their surroundings.

Without a system such as the KVB, participants said they usually have to rely on someone

they trust (family member or friend) to describe or locate people around them. For

recognizing familiar people,the blind subjects usually rely on their smell or voice. The

participants told several stories of their daily life where they had problems because of

their lack of awareness regarding the presence or absence of people in their surroundings.

Therefore, the blind participants believe the system could be very helpful. In addition,

they suggested that, instead of a helmet, the system could be placed on a cap or on glasses.

Discussion

The results of the experiments played a key role in the design of the real-time system.

The sliding window size had to be chosen properly to obtain an acceptable accuracy rate

without causing an excessive delay of the system’s feedback. For instance, in a system
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running at 20 FPS over a sliding window size of 60 frames, it will take roughly three

seconds for the visually impaired user to hear the system’s feedback, which is a reasonable

delay time in this limited-scope application.

Moreover, the results show that, as the number of classes grows, our algorithm requires

more samples/class in the training set to guarantee a high accuracy rate. In practice, this

should not pose a problem since nowadays it is increasingly simple to obtain face images

from family members (through social networks) and co-workers (through face recognition

authentication systems, increasingly more used in workplaces).

Still, we used a small number of samples/class in the training set – up to 48 sam-

ples/class – across all experiments because our intention is to explore variations of this

face recognition approach for other wearable devices with limited hardware resources, as

we have already done on a smartwatch in Britto Neto et al. [139, 140].

Table 3.3 summarizes the results of the comparison, seen in Fig. 3.5(f), of our approach

and each of the other methods, showing the accuracy rates for a sliding window size of 60

frames and 48 samples/class in the training set, and the p-value. Both in the WSR and in

the WRS, the results of the p-values confirm that our approach performs the best among

the compared traditional methods, showing a statistically significant improvement with

95% confidence. As expected, Table 3.3 also shows that VGG outperforms our approach

by roughly 4% although being much more costly.

Table 3.3: Summary of comparison results for a sliding window size of 60 frames and 48 sam-
ples/class in the training set.

Method Accuracy σ WRS WSR
Our approach 94.26% 0.0031 — —

Eigenfaces 90.83% 0.0044 0.0001197 1.776e-15
Fisherfaces 81.24% 0.0111 <2.2e-16 1.776e-15

LBPH 89.70% 0.0038 0.00126 5.862e-14
VGG 98.67% 0.0017 <2.2e-16 1.776e-15

As Table 3.1 shows, with 30 classes, the proposed approach still outperforms the

traditional methods, keeping a high accuracy rate of 86.84%. Despite outperforming

traditional methods, the performance of our approach decreases as the number of classes

increases, reaching 56.28% for 315 classes.

Considering the lower accuracy rate for 315 classes in the UVAD database, one concern

that might arise is the viability of implementing our approach in a real-life scenario. First,

it should be kept in mind that this dataset is more challenging since it was collected using

a variety of different cameras as well as at outdoors places, instead of a standard camera,

which would be the camera of a given user. For instance, observe that the traditional

approaches had a big drop in the accuracy rate even with 30 classes while our method

was more resilient. Second and more important, considering that the mean offline social

network size of an individual with a visual disability ranges from 15 persons for western
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adolescents and young adults [63] to 31 persons for Chinese older adults [64], the number

of faces to be recognized is considerably smaller than in other applications. In such

scenario, our real-time approach still keeps a high accuracy rate of 86.84%, for UVAD,

and over 94%, for UKFD, outperforming the traditional methods while requiring much

less computational resources.

On the other hand, for generating a descriptor from a single video frame, observe, in

Table 3.4, how the proposed approach uses less hardware resources than VGG and how

fast its response time is. Moreover, Table 3.4 also shows that the memory consumption

generated by storing the training bases in the proposed approach is much lower than

VGG’s.

Table 3.4: Computational time and memory footprint to generate a descriptor from a single
video frame, and memory consumption of training bases with 315 classes, 48 samples/class, and
components of the descriptors stored in variables with size of 4 bytes.

Single video frame Training base
Method Time RAM Avg. desc. size RAM

Our approach 2.4ms 10.5MB 1090 78.59MBa

VGG (CPU) 347ms
663MB 4096 236.25MB

VGG (GPU) 48.1ms

aIt includes the size of the PCA rotation matrix: 3780x1090 = 15,72MB

Indeed, the VGG-CNN-based solution has shown interesting performance results, but

for a real-time wearable system with hardware constrains, CNNs are not readily imple-

mentable in most of the existing Internet of Things (IoT) and wearable devices. For

fast response times and high performance, CNNs need powerful graphics processing units

which would overheat and drain the battery of a wearable device, currently curbing their

use on resource-limited hardware.

In summary, considering the wearable hardware constraints and real-time require-

ments, our approach is still an efficient solution, showing a better performance than the

traditional algorithms for this limited-scope application despite the accuracy loss when

compared to state-of-the-art methods, that require much more memory and hardware

resources.

With respect to the performance in the dark, although the results show that using

depth-only information for people recognition is not an efficient approach, it proves to be

a quite an interesting alternative when there is no light.

The User-Experience experiments allowed us to put the KVB system to the test with

real potential users. The pilot experiment, although conducted with blindfolded users,

allowed us to find critical performance, accuracy and usability issues.

The evaluation made by the HCI experts, guided by the NUI heuristics, showed a

high level of compliance on the heuristics related to operation, interaction and comfort.

This analysis also enabled us to find problems related to the audio feedback, either in its
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contents or in its algorithm. Hence, the changes made in the KVB system after the pilot

experiment provided a better experience for the users in the second experiment.

This improvement, also suggested by the increase in the success rate during the sec-

ond user-experience experiment, is confirmed in the high levels of Valence, Arousal and

Dominance reported by the blind users regarding their experience. The qualitative feed-

back given during the debriefing shows the excitement the visually impaired have towards

technology that can provide them more autonomy and quality of life.

Conclusions

We described a wearable face recognition real-time system to aid the visually impaired.

The system uses a Kinect sensor to acquire a RBG-D image, an efficient face recognition

algorithm based on HOG, PCA and K-NN, and finally 3D audio to reproduce a virtualized

sound at the detected position.

It is encouraging to verify that, for a limited-scope application, considering the wear-

able hardware constraints and real-time requirements, it is enough to use a simple and

straightforward face recognition approach for achieving high accuracy rates. This shows

that the complexity of the state-of-the-art in biometrics may be an overkill for limited-

scope applications. We also demonstrated that, although using our approach over depth-

only data is not an efficient algorithm, it has proved to be a quite an interesting alternative

when there is no light. It would indeed be interesting to have an in-depth analysis on

how to combine both information keeping a real-time performance to obtain better per-

formance. We intend to explore these new ideas as a future work.

Our results confirm the potential of Microsoft Kinect sensor for accurate and fast face

detection. The availability of depth and RGB data will be crucial for future work involving

object recognition and navigation tasks using our KVB platform, since it permits a robust

and rapid object detection.

The main limitation of Kinect’s infrared technology is its lack of robustness under

sunlight, turning kinect-based systems not suitable for outdoors environments. Moreover,

according to our experience, even in indoor environments, sunlight coming in through the

windows as well as the presence of reflective surfaces such as mirrors, hinder the proper

operation of Kinect’s infrared sensor. Still, note that the modules of our system might

be easily adapted for running on other sensor technologies, such as stereo cameras, or

even on other hardware platforms as we have already done in a smartwatch [139, 140].

Conveying the directional location of a face in the environment using 3D Audio proved

to be an efficient feedback that does not overwhelm the person’s auditory sense. On the

other hand, distance location appears to be more challenging to communicate. After the

pilot experiment, we passed from a frequency variation approach to a spoken language

approach. Further research should explore alternative forms to encode distance (e.g.,
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musical tones).

Another concern that might arise is the relatively low success rate in the user experi-

ments. Although the users were very confident when using the prototype, we realized that

some training time is needed to increase the spatial awareness of the blind user wearing the

system. Moreover, generic HRTFs, as used in this initial stage, tend to hinder the user’s

audio localization capability. Even so, this disadvantage of spatial audio is overshadowed

by its versatility of not overwhelming the user’s hearing sense, which is crucial for blind

people, especially when cognitive load is present [124]. All these factors together affect

the overall performance of the system. During the development of the KVB system, we

are still working to overcome these challenges in future work.

Another interesting point is the effect of a moving Kinect on the system’s performance.

Although the Kinect was reasonably stationary when the videos of the database were

collected, we asked the people to move in front of the camera. Still, it is worth keeping

in mind that sometimes during the experiments with people, the head movements might

not be as smooth as in the dataset videos. A moving camera tends to capture blurry and

noisy images because the lack of focus caused by its movement [141] which, in turn, are

more challenging to recognize. These factors affect any camera in movement and, in our

case, certainly might reduce the recognition performance during the real-life experiments.

In a future work, it would interesting to consider deblurring techniques [142] or digital

image stabilization [143] to address this issue.

The experiment with blind users showed us that there is an actual social demand for

a real-time face recognition system for the visually impaired, and that the KVB system

is on the right track to meet this demand. The feedback from the users provided us with

valuable information regarding the usual strategies blind people use to recognize people

in their daily lives, which, in turn, points to interesting future work. For instance, giving

the user a full description of an unknown person, such as gender, height, age and clothes.

Finally, for future work, we intend to perform experiments with other available bench-

marks and datasets, such as the Lock3DFace [144], which comprises comprehensive and

difficult situations complementary to those considered in this paper, e.g., face occlusion

with glasses, left or right face profiles, and different periods of acquisition over time.
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Abstract

We present a new anthropometry-based method to personalize Head-Related

Transfer Functions (HRTFs) using manifold learning in both azimuth and el-

evation angles with a single nonlinear regression model. The core element

of our approach is a domain-specific nonlinear dimensionality reduction tech-

nique, denominated Isomap, over the intraconic component of HRTFs resulting

from a spectral decomposition. HRTF intraconic components encode the most

important cues for HRTF individualization, leaving out subject-independent

cues. First, we modify the graph construction procedure of Isomap to integrate

relevant prior knowledge of spatial audio into a single manifold for all subjects

by exploiting the existing correlations among HRTFs across individuals, direc-

tions, and ears. Then, with the aim of preserving the multifactor nature of

HRTFs (i.e. subject, direction and frequency), we train a single artificial neu-

ral network to predict low-dimensional HRTFs from anthropometric features.

Finally, we reconstruct the HRTF from its estimated low-dimensional version

using a neighborhood-based reconstruction approach. Our findings show that

introducing prior knowledge in Isomap’s manifold is a powerful way to cap-

ture the underlying factors of spatial hearing. Our experiments show, with

p-values less than 0.05, that our approach outperforms using, either a PCA

linear reduction, or the full HTRF, in its intermediate stages.

Introduction

The Head-Related Transfer Functions (HRTFs) encode audio localization cues such as

Interaural Time Difference (ITD), Interaural Level Difference (ILD) and spectral color-

ing, caused by sound scattering around the head, pinna and torso before it reaches the

eardrum [145].

Since HRTFs differ widely among individuals, it is necessary to personalize them to

ensure high-quality spatial audio. Nonindividualized HRTFs hinder localization accuracy,

often causing front-back and up-down confusions [146].

1School of Electrical and Computer Engineering, University of Campinas, Campinas, SP, Brazil
2Microsoft Research, Redmond, WA, USA
3Institute of Computing, University of Campinas, Campinas, SP, Brazil.
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The unsolved problem of HRTF customization is increasingly subject of much research

due to the growing importance of auditory augmented reality applications [147, 130].

The most accurate approach to personalizing HRTFs is through direct measurements.

However, this is a complex, time-consuming, expensive, and not scalable procedure [148].

In light of this, several alternative methods aimed at avoiding measuring HRTFs have

been proposed, including the estimation of HRTFs from a small set of measurements [149].

Furthermore, there are several theoretical models (e.g. spherical head model [150], snow-

man model [151], structural models [152, 153]) which attempt to approximate the com-

plicated human anatomy. Additionally, several numerical methods (e.g. boundary ele-

ment method [154, 155], finite-difference time-domain method [156]) have been proposed.

However, they require expensive acquisition hardware and are computationally intensive.

Pursuing a different direction, several authors have proposed perceptual-based methods,

where subjects choose their HRTFs through listening tests by tuning some parameters

until they achieve an acceptable spatial accuracy [157, 158]. Moreover, Sunder et al. pro-

posed an individualization method in the horizontal plane that uses a frontal projection

headphone to introduce idiosyncratic pinna cues [159].

Alongside the aforementioned methods, HRTFs can also be customized from anthro-

pometric measurements. Anthropometry-based regression methods predict individualized

HRTFs using a model derived from a baseline database. It is precisely this kind of indi-

vidualization methods that this work focuses on.

This paper introduces a new customization method to personalize HRTFs using Isomap,

a nonlinear dimensionality reduction technique. Here, we extend for all directions the

ideas of our preliminary study in the horizontal plane [160]. Our main contribution is our

graph construction procedure for learning a single Isomap manifold for all subjects that

incorporates important prior knowledge of spatial audio to exploit the correlation existing

among HRTFs across individuals, directions and ears. Besides, instead of personalizing

the HRTFs directly, we customize the intraconic component of HRTFs resulting from a

spectral decomposition [161]. The intraconic component of HRTFs aims at providing the

most important cues for individualization, leaving out subject-independent cues. Finally,

our approach constructs a single regression model using an artificial neural network that

does not break the inherent multifactor nature of HRTFs (i.e. frequency, direction and

subject factors).

Related Work

Anthropometry matching is the most straightforward way to personalize HRTFs from

anthropometric data. In this context, various approaches in the literature [162, 163, 164]

customize HRTFs by finding the best match in a baseline database of anthropometric

features.
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Middlebrooks [165] introduced an anthropometry-based method that uses frequency

scaling of HRTFs based on the assumption that inter-subjects difference in anatomy fea-

tures produce a frequency shift in individualized HRTFs.

On the other hand, anthropometric regression methods predict the individualized

HRTFs of a new subject using a model derived from a baseline database. Linear dimen-

sionality reduction techniques such as Principal Component Analysis (PCA) [166] and

Independent Component Analysis (ICA) [167] have been widely used prior to customiza-

tion. There are several HRTF customization methods to map anthropometric features to

low-dimensional HRTFs previously calculated with PCA [168, 169, 170, 171].

Due to the inability of linear regression methods to predict the complex relationship

between anthropometric features and low-dimensional HRTFs, various authors introduced

nonlinear regression techniques such as Artificial Neural Networks (ANN) [172] and Sup-

port Vector Regression (SVR) [167, 173] in conjunction with PCA [172, 173] or ICA [167].

Moreover, because SVR is only capable of training a multiple-to-one regression model

(i.e. SVR needs to train a separate model for each dimension of low-dimensional HRTFs),

Wang et al. [174] proposed a joint SVR to exploit the correlation between components of

low-dimensional HRTFs.

The anthropometry-based regression methods described so far construct a model for

each direction, which in turn means that the inherent multi-factor nature of HRTFs (i.e.

frequency, direction and subject) is broken [175]. To overcome this problem, Grindlay et

al. [176] introduced a three-mode (i.e. frequency, direction and subject mode) multilinear

tensor representation for HRTFs . A single linear regression model is used for mapping

anthropometric features to a five-dimensional vector obtained by means of N-mode Sin-

gular Value Decomposition (N-mode SVD) and which represents the subject mode in the

tensor. A similar tensor-based approach is used in [175] and [177], but to construct the re-

gression model, they employed an ANN and high-order partial least squares, respectively.

More recently, Bilinski et al. [178] used a HRTF tensor representation to learn a sparse

vector of a subject’s anthropometric features as a linear superposition of the anthropo-

metric features of a training subset. They applied the same sparse vector to synthesize

the HRTF of a subject.

In addition to linear representations, nonlinear dimensionality reduction techniques

have been also applied to HRTFs. Duraiswami et al. [179] applied Locally Linear Embed-

ding (LLE) [180] to learn the nonlinear manifold structure in median plane HRTFs of the

same subject. They also proposed a new HRTF interpolation method that estimates an

HRTF as a linear combination of its neighbors on the low-dimensional manifold.

Furthermore, Kapralos et al. compared PCA, Isomap [181] and LLE through corre-

lation analysis [182] and subjective experiments [183], concluding that Isomap and LLE

outperform PCA in finding the underlying factors of spatial hearing.

Based on the results of Duraiswami et al. [179] and Kapralos et al. [182, 183] using
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Figure 4.1: The interaural coordinate system as described in [187], where azimuth is defined in
the range −90◦ ≤ θ ≤ 90◦ and elevation in −90◦ < φ ≤ 270◦.

LLE and Isomap for HRTF interpolation and dimensionality reduction, in our previous

work [160], we proposed a novel technique for customizing horizontal plane HRTFs using

Isomap.

All aforementioned manifold learning studies support the idea suggested by Seung et

al. [184] that nonlinear manifold techniques are crucial for understanding how perception

arises from the dynamics of neural networks in the brain.

In this paper, we extend the ideas of our previous customization method [160] for

locations beyond the horizontal plane. In this line, we apply Isomap over HRTFs to

construct a manifold structure and then we employ an artificial neural network to predict

the HRTFs for a new subject based on his anthropometric parameters.

As in previous works [169, 172, 176, 160], we work with the minimum phase assump-

tions of HRTFs [185], i.e., a minimum-phase function cascaded with a pure delay. In

practice, the pure delay is the ITD and it is commonly cascaded in either the left or right

HRTF of each left-right HRTF pair. It is important to stress that the calculation of ITD

is beyond the scope of this work. Various studies address the estimation of ITD, notably

in [150, 186]. Besides, unlike previous works [169, 172, 176, 160], we do not personalize the

HRTFs or the directional transfer functions (i.e. mean removed HRTFs [166]) directly.

Instead, we customize the intraconic component of HRTFs resulting from a spectral de-

composition of HRTFs magnitude as suggested by Romigh and Simpson [161]. Here, we

focus only on the spectral features of the intraconic component of HRTFs magnitude and,

unless otherwise stated, when we refer to HRTF we are referring to its intraconic por-

tion. Finally, in this work, we only use the interaural coordinate system [187] depicted in

Figure 4.1.
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Figure 4.2: Pipeline of our HRTF customization approach.

Methodology

Figure 4.2 summarizes the pipeline of our HRTF customization approach. First, the

extraction of the intraconic portion from full HRTFs aims at providing the most impor-

tant cues for individualization, leaving out subject-independent cues. Then, Isomap with

a custom graph construction procedure performs a nonlinear mapping of the intraconic

component of HRTFs to a low-dimensional space. Subsequently, an ANN learns a regres-

sion model from a training dataset to relate anthropometric features to low-dimensional

HRTFs. Finally, for a new subject with known anthropometric parameters, the model pre-

dicts his low-dimensional HRTFs which in turn are mapped back to the high-dimensional

space by means of a neighborhood-based reconstruction approach.

We performed simulations of our approach on the CIPIC HRTF database [187]. We

estimated the performance of such simulations using k-fold cross-validation and spectral

distortion as metric. For comparison, we implemented PCA instead of Isomap for dimen-

sionality reduction, and we tested the full HRTFs instead of their intraconic component.

In summary, four conditions were tested: Isomap over full HRTFs, Isomap over the intra-

conic portion of HRTFs, PCA over full HRTFs and PCA over the intraconic portion of

HRTFs. We also performed paired t-tests between the aforementioned conditions.

We chose only PCA for comparison because in this work we aim at exploring, first,

whether it is worth using more complex techniques in the dimensionality reduction stage of

anthropometry-based methods. Therefore, here we preferred to focus on how to construct
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and interpret a single manifold for all subjects, which had also not been addressed by prior

works using manifold learning. Finally, we use a spectral distortion metric, as widely used

in similar studies.

HRTF Personalization

Spectral Decomposition

In a recent study, Romigh and Simpson [161] decomposed the HRTF at each location

as the sum of average, lateral and intraconic spectral components. First, they obtained

directional spectra by subtracting the mean across all locations (i.e. the average compo-

nent) from each HRTF. Then, they calculated the lateral component for each azimuth

angle as the median spectrum of all directional spectra measured at that azimuth angle.

Lastly, they computed the intraconic component by subtracting the corresponding lateral

component from the directional spectra at each location [161]. In order to recover the

original HRTF spectrum at each location, they added together the corresponding aver-

age, lateral and intraconic components. Finally, the complex-valued HRTF were recovered

using minimum phase assumptions.

After a series of psychoacoustic experiments where a listener’s component were swapped

out for the corresponding KEMAR’s component, Romigh and Simpson found that the in-

traconic component encodes the most important cues for HRTF individualization and

localization is only minimally affected by introducing non-individualized cues into the

other HRTF components [161].

Based on these results, we used the intraconic spectral components as ground-truth

HRTFs instead of the full ones. For simplicity, we will use the term intraconic HRTF

when referring to its intraconic component4.

Dimensionality Reduction using Isomap

Let X = {x1, ...,xN} ⊂ RD be a high-dimensional dataset in a D × N matrix of

N sample vectors xi and Y = {y1, ...,yN} ⊂ Rd be a corresponding low-dimensional

representation in a d×N matrix of N sample vectors yi, where d < D.

Isomap is a nonlinear dimensionality reduction technique first introduced in [181] that

provides a method for reducing X into a low-dimensional embedding Y. Linear dimension-

ality reduction methods such as PCA attempt to preserve pairwise Euclidean distances

by retaining most variance as possible [181]. However, such techniques does not take into

account the datapoint neighborhood [188].

4To recover the full HRTF, the intraconic, lateral and average components should be added together.
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On the other hand, Isomap aims to maintain the intrinsic geometry of data (i.e. the

datapoint neighborhood relationships) by preserving the pairwise geodesic distances (i.e.

the distance over the manifold) [181]. For example, in nonlinear manifolds such as in the

Swiss Roll dataset [188], PCA might map two datapoints as near points as measured by

the Euclidean distance, while their geodesic distance is much larger.

Isomap can be summarized in three steps. The first step is to construct a graph

G(V,E) on the high-dimensional dataset X. Each sample xi ∈ X is represented by a

node vi ∈ V , and two nodes vi and vj are connected by an edge (vi, vj) ∈ E with length

dX(xi,xj) if xi is one of the K nearest neighbor of xj. The edge length dX(xi,xj) is given

by some distance metric between xi and xj [181]. A common metric and the one used in

this paper is the Euclidean distance.

In the second step, we calculate the geodesic distance between each pair of points by

computing the shortest path between these two nodes in G. Then, after calculating the

geodesic distances between all datapoints in X, they are stored pairwise in a matrix DG.

The pairwise geodesic distance matrix DG represents the geodesic distances between all

samples on the manifold [189].

The third and final step is to construct the d-dimensional embedding by applying

multidimensional scaling (MDS) on DG [188]. Formally, the eigenvectors of the double-

centered matrix τ(DG) are calculated, where τ(DG) = −HSGH/2, {SG}ij = ({DG}ij)2

(i.e. S is the matrix of squared distances) and Hij = δij − 1/N (i.e. H is the centering

matrix). Recall that N is the number of sample points and δ is the Kronecker delta

function. Finally, let λp be the pth eigenvalue (in decreasing order) of the matrix τ(DG),

and vip be the ith component of the pth eigenvector. Then set the pth component of the

d-dimensional coordinate vector yi equal to
√
λpv

i
p [181].

In the first step of Isomap, we need to construct a graph, i.e., we need to select a

number of neighbors for each high-dimensional point. Common approaches construct the

graph by finding the K nearest neighbors or all neighbors within a specified radius r of

each data point. In general, neighborhood selection in Isomap presents an opportunity to

incorporate a priori knowledge from data [190]. With this in mind, we aim at construct-

ing the graph G by taking advantage of the existing correlations among the HRTFs at

different directions, frequencies, and individuals. One of our contributions is our graph G

construction procedure:

Criterion 1. if xi and xj represent HRTFs of the same location and ear but different

subject, then connect them.

In previous studies [169, 170, 167, 172, 174], they performed dimensionality reduction

separately for each direction. Here, instead of applying Isomap separately for each location

and ear, with this criterion, we tried to exploit the correlation of HRTFs among subjects

across same directions. Using this criterion, P − 1 neighbors were obtained, where P is
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the number of subjects in the dataset X.

Criterion 2. Let (θi, φi) and (θj, φj) be interaural coordinates (azimuth θ and elevation

φ) of HRTFs represented by xi and xj respectively. Regardless of the subject, if xi and xj

represent HRTFs of same elevation (i.e. φi = φj ) and opposite ears, and θi is the mirror

horizontal azimuth of θj (i.e. θi = −θj), then connect xi and xj.

The intuition behind this criterion was to take advantage of the correlation existing

due to left-right symmetry of HRTFs at frequencies below 5.5 kHz [191]. Applying this

criterion, P neighbors were obtained.

Criterion 3. Let xi and xj be HRTFs of the same subject and ear. If xj is one of the

eight HRTFs surrounding xi, then connect them.

The intuition behind this criterion was to emphasize the similarities between spatially

close HRTFs of the same subject and ear. Using this criterion, eight neighbors were

obtained.

With the aim of clarifying how the above mentioned criteria were applied, Figure 4.3

shows an illustrative example. Note that with our criteria, it is straightforward to prove

that the constructed graph G is always connected.

Before applying Isomap, we first need to select the number of neighbors, K, and the

intrinsic dimensionality, d. Due to the criteria proposed for the graph construction ex-

plained earlier, the number of neighbors was set to K = 2P+7, i.e., P−1 from Criterion 1,
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P from Criterion 2 and eight from Criterion 3. We determined the intrinsic dimensionality

by means of the maximum likelihood intrinsic dimensionality estimator [192]. This di-

mensionality estimator attempts to reveal the intrinsic geometric structure of the observed

data and it has demonstrated to be a good choice in manifold learning problems [188, 193].

Finally, note that, unlike previous works [167, 169, 170, 171, 172, 174], we applied

dimensionality reduction only once, over the entire dataset, for HRTFs of all subjects,

directions and ears. This way, as tensor-based approaches [175, 176, 177, 178] do, we

tried to preserve the multi-factor (i.e. frequency, direction and subject) nature of HRTFs.

Regression using an Artificial Neural Network

Artificial Neural Networks (ANN) are systems capable of approximating nonlinear

functions of their inputs. Since the relationship between HRTFs and anthropometric

parameters is very complex, a nonlinear predictor is suitable for this task. Here, we used

a back propagation ANN5 whose inputs are s anthropometric parameters, the azimuth

angle, the elevation angle, and the ear (Left=1, Right=-1). The outputs of the ANN

are the low-dimensional HRTFs obtained by Isomap. Besides, the ANN uses sigmoid

activation functions in the hidden layer and a linear activation function in the output

layer.

We trained the ANN using Levenberg-Marquardt optimization and an early stopping

approach for improving generalization and to avoid overfitting. This way, we used a

training subset for updating the network parameters. We also monitored a validation

subset during the training process. When the validation error increased for 10 iterations,

the training was stopped and the network parameters at the minimum of the validation

error were returned.

We varied the number of hidden layer units and selected 35 hidden nodes that produced

the lowest mean squared validation error. With this network topology, we achieved a mean

squared validation error of 0.0078 that corresponds to a 0.91 coefficient of determination

(R2-value).

After the regression model is learned, the individual HRTF on the low-dimensional

space for a new subject can be predicted by his anthropometric parameter measurements.

Finally, since our approach trains only one ANN for all HRTF data, the ANN exploits

the relationships between low-dimensional components of HRTFs across directions and

ears.

5A Multilayer Perceptron with a single hidden layer
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Neighborhood Reconstruction Mapping

Unlike linear reduction techniques, Isomap produce a low-dimensional embedding Y =

{y1, ...,yN} ∈ Rd from the samples in X = {x1, ...,xN} ⊂ RD without generating an

explicit map [188]. As we are interested in high-dimensional HRTFs, we need to project a

low-dimensional HRTF predicted by the ANN back into the original space. Since Isomap

assumes that a sample and its neighbors are locally linear, we can perform the mapping

using a linear combination of a sample’s K neighbors. Thus, the reconstructed HRTF,

Ĥ, is

Ĥ =
K∑
i=1

wixi. (4.1)

To calculate the weights wi, we followed Brown et al. [189], and chose wi to be the

inverse Euclidean distance between the sample and the neighbor i in the low-dimensional

embedding.

Experiments

We implemented the proposed personalization method according to the block diagram

in Figure 4.2. Next, we define the elements and conditions of the simulations.

HRTF Database We used the publicly available CIPIC database [187] which contains

Head-Related Impulse Responses (HRIRs) of both ears measured for 45 subjects at 25

azimuths and 50 elevations ( i.e. M = 1250 locations per subject and ear) in the interaural

coordinate system. We selected only the subjects whose anthropometric features were

complete (i.e. 35 subjects). Because not all anatomical features of CIPIC database

are relevant for HRTF individualization, we selected s = 8 anthropometric parameters

according to [194]: head depth, pinna offset back, cavum concha width, fossa height,

pinna height, pinna width , pinna rotation angle and pinna flare angle. For selecting

those parameters, the authors in [194] performed a statistical analysis in the entire virtual

auditory space (i.e. azimuth and elevation) based on PCA, Pearson’s product-moment

correlation coefficient analysis and multiple linear regression analysis. Note that the only

parameter related to head dimensions is head depth. Although both head depth and head

width are important for ITD estimation [150] (head height is less relevant), keep in mind

that our work does not deal with ITD but with the spectral features of minimum phase’s

magnitude of HRTFs as stated in Section 4.2. Thus, the fact that we use head depth

as the only parameter related to head dimensions in our study does not pose a critical

problem.
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HRIR pre-processing Each HRIR from CIPIC database has roughly 4.5 ms (i.e. 200

samples long) for a frequency sampling of 44.1 kHz and 16 bit resolution. First, we

transformed each HRIR into a HRTF by means of a 512-point FFT. In order to reduce

the effects of the limitations in the frequency response of the equipments utilized for HRIR

measurement, we filtered the HRTFs to retain frequencies between 200 Hz and 15 kHz,

leaving 172 magnitude coefficients (i.e. each HRTF is a point in a D = 172 dimensional

space)6. Finally, we applied the spectral decomposition described in Section 4.4.1 to the

filtered HRTFs, preserving the intraconic component. In order to analyze the effects

of personalizing the intraconic HRTFs instead of the full ones, we performed the same

simulation for both conditions.

k-fold Cross-Validation We divided the dataset into five folds of seven subject each.

Then, we applied k-fold cross-validation, using four folds for training (i.e. P = 28 subjects)

and one for testing. So, we estimated the model from N = 2 · P ·M = 70, 000 HRTFs.

Dimensionality Reduction For Isomap, the intrinsic dimensionality was estimated

by means of the maximum likelihood intrinsic dimensionality estimator [192]. So, we

reduced the N HRTFs of dimension D = 172 to d = 5 dimensions. Since the number

of subjects is P = 307, for the Isomap graph construction, each HRTF is connected

to K = 2P + 7 neighbors. On the other hand, instead of Isomap, we implemented

also PCA for comparing both methods. For PCA, we used d = 5 components that

correspond to 88% of variance retained, which is in line with previous studies showing

that five PCA components (approximately 90% of variance) capture the most perceptually

relevant properties of HRTFs [166, 195]. Finally, k-fold cross-validation was also applied

to evaluate the PCA performance. Both Isomap and PCA were implemented using Matlab

Dimensionality Reduction Toolbox [188].

Neural Network As explained in Section 4.4.3, the inputs of the artificial neural net-

work are the s = 8 anthropometric parameters, the ear (Left=-1, Right=1), the azimuth

and the elevation. The outputs are the low-dimensional HRTFs. We used Matlab Neural

Network Toolbox to implement the ANN.

Performance Metric As an error metric, we chose the mean spectral distortion in dB

defined by

6It is worth noticing that our method does not predict frequency bins for f < 200 Hz. Low-frequency
components for f < 200 Hz might be recovered by extrapolation after the personalization procedure.

7Errata: It is P = 28
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SDM =

√√√√√ 1

Nf

Nf∑
k=1

20log10

|H (k)|∣∣∣Ĥ (k)
∣∣∣
2

, (4.2)

where H and Ĥ represent the measured and reconstructed HRTF, respectively, and Nf

is the number of frequency points. The reconstructed HRTF, Ĥ, was calculated using

Equation 4.1.

In summary, we tested the following four conditions:

1. Intraconic HRTFs as ground-truth and Isomap as dimensionality reduction method,

labeled as Intra-ISO.

2. Full HRTFs as ground-truth and Isomap as dimensionality reduction method, la-

beled as Full-ISO.

3. Intraconic HRTFs as ground-truth and PCA as dimensionality reduction method,

labeled as Intra-PCA.

4. Full HRTFs as ground-truth and PCA as dimensionality reduction method, labeled

as Full-PCA.

Analysis and Results

Isomap Manifold Analysis

It is important to analyze how the Isomap embedded components relate to source

azimuth and elevation. Figure 4.4a shows the two-dimensional manifold (i.e. first embed-

ded dimension vs second one) where the color represents the elevation angle. We observe

that the first component of Isomap embedding roughly increases with elevation. That

tendency is confirmed by the correlation coefficient between elevation angle and the first

component value, which is 0.94.

Figures 4.5a through 4.5c present the first component as a function of source location.

In Figure 4.5a is evident the strong correlation between elevation and first component.

Besides, first component’s value is negative for front locations (i.e. φ < 90◦) while it is

positive for rear positions. This pattern suggests that the first component can distinguish

front locations from back ones. Notice also in the same figure that there is a tendency for

the first component to increase in magnitude as the source moves from the frontal plane

(i.e. φ = 90◦). On the other hand, in Figures 4.5b and 4.5c, there is no clear pattern

between first component and azimuth as in the case of elevation. In fact, error bars tend

to increase as source moves towards contralateral locations and their mean value (i.e.

datapoints in plots) keep roughly constant with respect to azimuth angle.
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c) Right Ear. Color represents Azimuth.

Figure 4.4: Two-dimensional Manifold. All Isomap components are normalized to have zero
mean and unit variance.
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Figure 4.5: Isomap components as a function of location. In all plots, datapoints represent
the mean across all subjects for a specific location and error bars correspond to a ±1 standard
deviation interval. For azimuth data (second and third column plots), we separated left and
right ear plots to put in evidence ipsilateral and contralateral variability across individuals. All
Isomap components are normalized to have zero mean and unit variance.

Figure 4.4b and 4.4c show the same two-dimensional manifold but this time the color

represents azimuth angles. We plotted separately low-dimensional HRTFs of each ear to

put in evidence the symmetry introduced in the graph construction procedure proposed in

section 4.4.2. Observe that the second component of Isomap embedding roughly increases

with azimuth for left ear. This trend, as expected because the left/right simmetry, is

inverted (i.e. Isomap second component decreases with azimuth) for low-dimensional

HRTFs of the right ear. Moreover, the correlation coefficient between azimuth angle and
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Isomap second component is 0.879 for left ear and −0.880 for right ear.

Figures 4.5e and 4.5f present the second component as a function of source azimuth

where it is evident the strong correlation between azimuth and Isomap second component.

Observe also that the component’s value tends to be roughly positive for contralateral

locations and negative for ipsilateral directions. On the other hand, Figure 4.5d shows

that the second component encodes also some elevation cues, although this relationship

is not as strong as in the case of first component. Notice that the second component only

tends to decrease when the source moves from frontal plane (i.e. φ = 90◦). However, it is

not capable of distinguishing front locations from back ones since it exists front and back

elevation angles that produce the same component’s value. Furthermore, error bars are

larger when compared to Figure 4.5a which suggests that second component varies widely

across subjects at a specific elevation angle.

Figure 4.5g through 4.5i show the third Isomap component as a function of direction.

In Figure 4.5g, the third component tends to decrease as the source move from frontal

plane, which reveals that the third component is capable of encoding some elevation

information. However, this component can’t resolve front/back ambiguities because back

elevation angles can produce the same component’s value as front ones. Thus far, the

third component behavior is similar to the second component. Nonetheless, Figures 4.5h

and 4.5i show no clear pattern between azimuth and the third component as in the case

of the second component.

So far, we have mainly analyzed directional relationships of Isomap components. With

respect to inter-subject differences captured by Isomap, they are far more complex to

visualize than directional ones due to its non-linear nature. Still, observe the variability

of the black points in Figure 4.6. These are low-dimensional HRTFs of same direction but

different subject in the two-dimensional manifold where most of variance is captured (i.e.

first and second dimensions). Although they are relatively close to each other, as expected

because of our graph construction procedure, their high variability is due to inter-subject

differences.

Moreover, in general, error bars in Figure 4.5 for all Isomap components increase for

contralateral locations and the same pattern is observed when the source moves from

the frontal plane. This trend confirms that the head shadowing effect and vertical cues

(mostly introduced by the pinna) causes wide variations in HRTFs.

In summary, we found that the Isomap first component is strongly correlated with

elevation and the second one with azimuth. Although the second and third components

also encode some elevation cues in a lesser degree, they are not able to distinguish front

locations from back ones. The pattern of the remaining two dimensions shown in Fig-

ure 4.5 is considerably more complicated. Still, in general, for all components inter-subject

variability increases for contralateral locations and when sources move away from frontal

plane.
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Figure 4.6: Two-dimensional manifold. Black datapoints are low-dimensional HRTFs of same
direction but different subject. Left and right ear are represented by circle and cross markers,
respectively.

Table 4.1: Paired t-test for different frequency bands. All bold entries refer to a statistically
significant difference at a 95% confidence level. The lower the p-value the better. P-values are
shown up to the third decimal place.

Paired t-test 0.2 - 1.0 kHz 1.0 - 2.0 kHz 2.0 - 4.0 kHz 4.0 - 8.0 kHz 8.0 - 15.0 kHz
Intra-ISO with respect to Full-ISO 0.001 0.007 0.008 0.046 0.003

Intra-ISO with respect to Intra-PCA 0.001 0.000 0.004 0.002 0.000
Full-ISO with respect to Full-PCA 0.000 0.000 0.000 0.002 0.003

Intra-PCA with respect to Full-PCA 0.000 0.001 0.029 0.175 0.365

Spectral Distortion Analysis

As stated in Section 4.5, we performed simulations for four conditions: Intra-ISO,

Full-ISO, Intra-PCA and Full-PCA.

Figure 4.7 shows the mean spectral distortion (MSD) for four frequency bands. In

the same figure, error bars represent 95% confidence intervals (±2σ). Observe that, as

expected, the MSD increases with frequency but Isomap performed better than PCA,

specially in frequencies above 4 kHz that normally are harder to predict because of their

high inter-subject variability. Still, in Intra-ISO and Full-ISO conditions, Isomap manages

to keep MSD roughly below 4 dB and 6 dB for 4−8 kHz and 8−15 kHz bands, respectively.

Moreover, note that the confidence interval shows that in the frequency ranges 2 to 4

kHz and 4 to 8 kHz the Isomap conditions have much less variability than their PCA

counterparts.

Table 4.1 summarizes the results of a series of paired t-tests along different frequency
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Table 4.2: Mean Spectral Distortion in dB for different frequency bands. Bold entries refer to
the lower MSD in a specific frequency band.

Band [kHz] Intra-ISO Full-ISO Intra-PCA Full-PCA
0.2 - 1.0 1.2572 1.3231 1.6134 2.0795
1.0 - 2.0 1.7882 1.8873 2.2548 2.7443
2.0 - 4.0 2.2142 2.2972 2.8642 3.1020
4.0 - 8.0 3.4673 3.5218 4.6730 4.9446
8.0 - 15.0 5.8007 5.9760 7.6836 7.5635

Table 4.3: Paired t-test for Vertical Mean Spectral Distortion. All bold entries refer to a
statistically significant difference at a 95% confidence level. The lower the p-value the better.
P-values are shown up to the third decimal place.

Paired t-test Left Right
Intra-ISO with respect to Full-ISO 0.000 0.000

Intra-PCA with respect to Full-PCA 0.351 0.279

bands, where bold entries indicate a statistically significant difference at a 95% confidence

level (p < 0.05). We found that for all frequency bands, both Isomap conditions data (i.e.

Intra-ISO and Full-ISO) come from a population with a mean less than its corresponding

PCA condition (i.e. Intra-PCA and Full-PCA), confirming that Isomap performs better

than PCA. Moreover, for all frequency bands, Intra-ISO shows a small but statistically

significant improvement over Full-ISO. On the other hand, for PCA, although Intra-PCA

presents a more evident improvement over Full-PCA, this improvement is only statistically

significant in low frequency bands. Still, observe that the error bars, particularly for high

frequency bands, are in general smaller for both intraconic conditions.

Observe that for the intraconic conditions in Table 4.1, although the relatively high

Intra-ISO Full-ISO Intra-PCA Full-PCA

Figure 4.7: Mean Spectral Distortion for different frequency bands. Error bars represent 95%
confidence intervals (±2σ). MSD values are tabulated in Table 4.2.
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Figure 4.8: Vertical Mean Spectral Distortion.

Table 4.4: Paired t-test for Lateral Mean Spectral Distortion. All bold entries refer to a statisti-
cally significant difference at a 95% confidence level. The lower the p-value the better. P-values
are shown up to the third decimal place.

Paired t-test Left Right
Intra-ISO with respect to Full-ISO 0.000 0.000

Intra-PCA with respect to Full-PCA 0.368 0.271
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Figure 4.9: Lateral Mean Spectral Distortion.

p-value of 0.046 at the 4− 8 kHz band corresponds to a statistically significant difference

at a 95% confidence level, they do not differ in a statistically significant way at a 99%

confidence level. However, observe also that MSD sub-band analysis has a strong propen-

sity to hide some important causes of distortion, e.g, MSD at ipsilateral and contralateral

locations tend to cancel each other out due to the averaging across ears and directions.

For the aforesaid reasons, it is convenient to analyze the MSD of each ear separately as

a function of sound source position.

Figure 4.8 shows the MSD as a function of azimuth. Because we calculate this MSD

across all elevations for a specific azimuth (i.e. the MSD in the cone of confusion), we refer

it as vertical MSD. As before, both Isomap conditions present less vertical MSD than the
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PCA ones. On the other hand, in a general way, Intra-ISO condition performs better than

Full-ISO. This is especially notable for ipsilateral locations where Intra-ISO reaches up to

1 dB improvement over Full-ISO. For contralateral locations, due to the head shadowing

effect, the vertical MSD tends to increase for both Full-ISO and Intra-ISO conditions.

Furthermore, in a paired t-test performed for each ear separately (refer to Table 4.3),

the Intra-ISO condition showed a statistically significant improvement (p < 0.05) over the

Full-ISO condition. Nonetheless, in a similar paired t-test between Intra-PCA and Full-

PCA, no statistically significant improvement was found. This last result is not surprising

taking into account that we found no statistically significant difference (refer to Table 4.1)

between PCA conditions for high-frequency bands which in turn are the major contribu-

tors to elevation perception. Moreover, we expected some improvement of Intra-ISO over

Full-ISO because the information lost after the spectral decomposition (i.e. the lateral

and average components) is less perceptually relevant for HRTF personalization [161].

Figure 4.9 shows the MSD as a function of elevation. Because we calculate this MSD

across all azimuths for a specific elevation, we refer it as lateral MSD. In this figure, it

is clear that Isomap performs better than PCA in all conditions. Observe that, for all

conditions, the lateral MSD decreases as the sound source moves toward the frontal plane

(i.e. φ = 90◦), reaching a minimum around top directions. Note also that the Full-ISO

and Intra-ISO lateral MSD stays roughly below 5.5 dB, except for very low elevations at

back locations where the lateral MSD reaches up to 6 dB. This increase of lateral MSD

confirms that complex scattering of sound waves coming from low elevations are harder to

predict. Besides, the Intra-ISO lateral MSD shows a modest improvement over Full-ISO

that is more prominent for back locations closer to the frontal plane.

Again, we performed paired t-tests for each ear separately between Intra-ISO and

Full-ISO, and between Intra-PCA and Full-PCA conditions (refer to Table 4.4). We

found that Intra-ISO data comes from a population with a MSD less than Full-ISO con-

dition (p < 0.05). However, we did not found statistically significance difference between

PCA conditions. Taking into account that high-frequency cues are needed for front/back

discrimination, this last result is in accordance with the lack of statistically significance

difference found in high-frequency bands for PCA conditions in Table 4.1.

Although prior works have performed experiments on different baseline datasets, an-

thropometric features, frequency bands and spatial locations, we would like to make a

reasonable comparison with the approaches used in those works in terms of the spectral

distortion reported by them. However, it should be kept in mind that most works do not

report standard deviation values, which makes a fair comparison harder. Personalization

methods based on linear dimensionality reduction techniques in conjunction with linear

regressors [169, 170] report MSD scores across all frequencies near 6 dB, which is higher

than our MSD (4.6 dB, σ = 0.15). On the other hand, MSD across all frequencies on

customization techniques using linear dimensionality reduction together with nonlinear
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regressors ranges from roughly 3 [172] to 5 dB [174]. Although our results are slightly

better than [174], they are lower than [172], which is –according to our research– the

smallest score reported among studies using MSD. Finally, in general, tensor-based ap-

proaches [176, 175, 177, 178] perform better than PCA-based methods, reaching their best

performance at 3.5 dB in the frequency band 50 Hz – 8 kHz [178], which is comparable

to our results in the frequency band 0.2 – 8 kHz (2.9 dB, σ = 0.0735).

So far, we have restricted our comparison to methods using MSD as metric. We

considered relevant to analyze our data using the variance metric proposed by Middle-

brooks [165], which produced very similar results to those using MSD in the sense that

Intra-ISO presented the best performance, while both PCA conditions performed the

worst. The error of Intra-ISO for frequency bands up to 4 kHz is less than 3.58 dB2,

grows in the 4 to 8 kHz band (8.9 dB2, σ = 0.7) and reaches its maximum for frequencies

above 8 kHz (24.96 dB2, σ = 1.13). As a reference, using a frequency scaling approach,

Middlebrooks [165] found that the 95 percentile of inter-subject spectral difference (mea-

sured by the variance metric) across 990 pairs of subjects was 9.3 dB2. This confirms what

we found using MSD with respect to the weaker performance of our method in frequency

bands above 8 kHz.

Conclusion and Future Work

The findings of this paper show that Isomap has proven to be a powerful technique to

discover the manifolds of spatial hearing. By incorporating important prior knowledge,

Isomap was capable of explaining the directional factor (i.e. azimuth and elevation) of

spatial audio. Even though no Isomap component alone explains inter-subject differences,

the wide inter-dimension variability observed confirms its nonlinear behavior. Hence the

importance of nonlinear regressors such as Artificial Neural Networks (ANN) to map an-

thropometric features into low-dimensional HRTFs. Unlike regression techniques such as

Support Vector Regression, ANN is a multiple output predictor that permits to exploit

the correlations between Isomap components (i.e. inter-dimension correlations). More-

over, instead of constructing one regression model per direction, our approach lets to

construct a single model that does not break the inherent multifactor nature of HRTFs

(i.e. frequency, direction and subject factors).

In all simulations performed, the results show that Isomap has a better performance

and less variability than PCA as measured by the mean spectral distortion (MSD) with

95% confidence intervals. Furthermore, our results put in evidence that Isomap can

capture high-frequency cues from intraconic HRTFs where PCA does not. Thus, we

confirmed that the intraconic representation effectively encodes the most important cues

for individualization of HRTFs.

On the other hand, the main weakness of Isomap is the lack of an explicit mapping
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function [188] to project new high-dimensional datapoints into an existing low-dimensional

embedding (i.e. out-of-sample extension), and to reconstruct a low-dimensional datapoint

into a high-dimensional representation(i.e. back-projection). Out-of-sample extension

might be performed by means of the Nystrom approximation [196, 197], so that, for new

datapoints, there is no need to recalculate the entire manifold.

The back-projection is a more challenging problem to overcome. Here, we have re-

constructed high-dimensional HRTFs using a linear combination of its neighbors (i.e

neighborhood-based reconstruction). It should be observed that the main weakness of

this reconstruction is that its accuracy depends on how dense the initial database is. This

problem might be addressed using some spatial HRTF interpolation before HRTF per-

sonalization to guarantee a more populated manifold. However, note that if the initial

database is not sampled adequately in space, the resultant interpolated HRTFs will not

be suitable to reconstruct the personalized HRTFs. In this sense, although the CIPIC

dataset is one the most complete publicly available HRTF datasets including anatomical

measurements, we expect that our method could perform better given a more suitable

input dataset (i.e. higher spatial resolution, more subjects and better quality anatomical

measurements). Lastly, although we chose the reconstruction weights to be the corre-

sponding neighbor’s euclidean inverse distances, there is an alternative approach where

the weights are determined in a least-squares optimization. However, this approach proved

to produce larger spectral distortion.

One question that arises for practical use is whether our method will produce an

acceptable perceptual result. Since low-frequency distortion is low, we expect that cues

acting on those bands will not be affected in listening tests. On the other hand, the

error in high-frequency bands is relatively high, which will affect elevation perception.

However, it should be kept in mind that we demonstrated that an important part of this

distortion is due to contralateral and low elevation errors. Moreover, previous studies

concluded that the spectral detail of HRTFs at high frequency is inaudible [198], which in

turn, implies that the high contralateral error is likely to be, to some extent, perceptually

irrelevant. Thus, in listening tests, we expect the localization accuracy to be good at

lateral locations, reasonable at vertical directions but poor in low elevations.

Another problem that might arise is how to apply Isomap when the graph has two

or more connected components. In such case, the resultant components would lie on

different manifolds. Further studies might address this problem using techniques to merge

multiple manifolds as proposed, e.g., in [199]. It should be noted that, since our approach

guarantees a connected graph, we do not address the non-connected graph case.

In future work, we plan to explore a subband representation for HRTFs in conjunction

with manifold learning. Since different localization cues act in different frequency bands,

a subband representation would permit a more flexible way to construct the manifold

structure. In this context, it would be possible to incorporate prior knowledge in the
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subband where this prior is effectively valid. For example, we could introduce left/right

symmetry only in subbands where symmetry is more prominent.

We also plan to explore a multi-task learning (MTL) approach to learn the regression

model. MTL learns multiple related tasks simultaneously using a shared representation

aimed at improving generalization [200]. In the HRTF personalization context, a task

could be, e.g., learning a regression model per direction. The MTL approach might

preserve the multi-factor nature of HRTFs by using a shared representation instead of

learning a single regression model as we do in this paper.
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Abstract

We propose a new Head-Related Transfer Function (HRTF) interpolation

method using Isomap, a nonlinear dimensionality reduction technique. First,

we construct a single manifold for all subjects across both azimuth and ele-

vation angles through the construction of an Intersubject Graph (ISG) that

includes important prior knowledge of the HRTFs such as correlations across

individuals, directions and ears. Then, for a new direction, we predict its

corresponding low-dimensional HRTF by interpolating over same subject low-

dimensional measured HRTFs. Finally, we use a Local Neighborhood Mapping

(LNM) in the manifold to reconstruct the high-dimensional HRTF from mea-

sured HRTFs of all subjects. We show that a single manifold representation

obtained through the ISG is a powerful way to allow measured HRTFs from dif-

ferent subjects to contribute for reconstructing the HRTFs for new directions.

Moreover, our results suggest that a small number of spatial measurements

capture most of acoustical properties of HRTFs. Lastly, our approach outper-

forms other linear and nonlinear dimensionality reduction techniques such as

Principal Component Analysis (PCA), Locally Linear Embedding (LLE), and

Laplacian Eigenmaps (LEM).

Introduction

In spatial audio, Head-Related Transfer Functions (HRTFs) measurement is a complex,

time-consuming and expensive procedure. In this context, HRTF interpolation techniques

can be applied to achieve high spatial resolution with as few measurements as possible.

A small set of measurements might considerably reduce the overall measurement time

as well as the equipment costs. Moreover, a high spatial resolution effectively minimize

undesired audio artifacts (e.g. clicks), which is very critical for the increasing spatial audio

applications (e.g. virtual reality [201], assistive technologies [202]).

1School of Electrical and Computer Engineering, University of Campinas, Campinas, SP, Brazil
2Microsoft Research, Redmond, WA, USA
3Institute of Computing, University of Campinas, Campinas, SP, Brazil.



5.2. HRTF Interpolation using Isomap 86

The most straightforward interpolation methods estimate an HRTF at an unknown

position as a weighted average of nearby measured HRTFs. Different schemes to choose

the weights have been used such as linear interpolation [203], bilinear interpolation [204],

cubic splines [205], among other variants [206, 207, 208, 209, 210]. Other methods such as

parametric approaches [211, 212, 213] interpolate low-order representations of the HRTFs.

On the other hand, since HRTFs varies rapidly at high frequencies [16], a better

performance has been attained by interpolating HRTFs from a weighted sum of basis

functions, which can be performed either in the spatial or frequency domain. Among

spatial domain approaches, there are methods based on azimuthal harmonics [214, 215],

spherical harmonics [216, 217, 218, 219, 220, 221, 222], and interpolation from a small set of

measurements [223, 224, 225]. With respect to frequency domain methods, most works use

PCA [226, 227, 228, 229, 230] to perform interpolation in a low-dimensional linear space.

To exploit the inherent nonlinearity nature of HRTFs, Duraiswami et al. proposed to use

the nonlinear dimensionality reduction technique Locally Linear Embedding (LLE) [231] to

construct a manifold for a single subject to interpolate HRTFs only on the median plane.

However, they found that their algorithm is not very stable when using all directions from

one subject.

In this letter, we propose an HRTF interpolation method based on the manifold learn-

ing technique Isomap [232]. Our approach captures important prior knowledge of HRTFs

across subjects, directions, and ears to obtain the Isomap’s manifold through a custom

graph construction, which will be referred to as the Intersubject Graph (ISG). Similar

to the common PCA representation in [225], the ISG considers HRTFs from all subjects

to construct a more expressive low-dimensional embedding. Moreover, unlike [231], we

construct a single manifold for all subjects, ears, and locations to perform interpolation

in a low-dimensional nonlinear space. A single manifold obtained through the ISG allows

measured HRTFs from different subjects to contribute for reconstructing the HRTFs for

new directions. Finally, similar to [223, 224, 225], our technique only requires a small set

of measurements to obtain higher resolution HRTFs.

We use the interaural coordinate system as in [132]. When we refer to HRTF we are

referring to its magnitude, i.e., we use the HRTF minimum phase approximation and we

do not deal with Interaural Time Difference (ITD) interpolation.

HRTF Interpolation using Isomap

First, we construct a single manifold from measured HRTFs of all subjects using

Isomap with a custom graph-construction procedure (i.e. the ISG). Then, for a new

direction (i.e. outside of the directions used for constructing the manifold), we predict

its low-dimensional HRTF by interpolating over same subject low-dimensional HRTFs.

Finally, we use a Local Neighborhood Mapping (LNM) in the manifold to obtain the high-
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dimensional HRTFs from their low-dimensional representation, i.e., we reconstruct the

HRTF for a new direction not only from same subject HRTFs but from measured HRTFs

of all subjects.

Manifold Construction using Isomap

Isomap is a nonlinear dimensionality reduction technique [232] that reduces a high-

dimensional dataset X = {x1, ...,xN} ⊂ RD represented by a D ×N matrix of N sam-

ple vectors xi into a low-dimensional embedding Y = {y1, ...,yN} ⊂ Rd represented by

a d×N matrix of N sample vectors yi, where d < D. Isomap takes into account the

datapoint neighborhood relationships by preserving the pairwise geodesic distances (i.e.

the distance over the manifold) to maintain the intrinsic geometry of the data [233].

Isomap has three steps: first, we construct a graph G(V,E) from X, where each

sample xi ∈ X represents a node vi ∈ V . Two nodes vi and vj are connected by an edge

(vi, vj) ∈ E with length dX(xi,xj) if xi is one of the K neighbors of xj. The edge length

dX(xi,xj) is given by some distance metric between xi and xj. Here we use the Euclidean

distance. Second, we estimate the geodesic distances on the manifold between each pair

of points in X by computing the shortest path between each corresponding pair of nodes

in G. We store these distances in the pairwise geodesic distance matrix DG. Finally, we

construct the d-dimensional embedding by applying multidimensional scaling [234] (MDS)

on DG to find the d-dimensional coordinate vectors yi.

Isomap’s first step selects a number of neighbors for each data point. Neighborhood

selection presents an opportunity to incorporate a priori knowledge from data [235]. Thus,

instead of using common neighborhood selection approaches (e.g. K nearest neighbors)

and inspired by our previous work on HRTF personalization [131], we construct the graph

G (i.e. the ISG) by exploiting the correlations among the HRTFs across directions, ears,

and subjects, according to the following criteria:

Criterion 1. if xi and xj represent HRTFs of the same location and ear but different

subject, then connect them. Instead of applying Isomap separately for each subject as

in [231], with this criterion, we tried to exploit the correlation of HRTFs among subjects
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Figure 5.1: Illustrative example of the ISG for P = 3 subjects. Color represents same subject
HRTFs, and (θ, φ) represents the azimuth and elevation. L=Left ear and R=Right ear.
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across same directions. Using this criterion, P − 1 neighbors were obtained, where P is

the number of subjects.

Criterion 2. Let xi and xj be HRTFs of different ears, and Xear be a subset of X

containing all HRTFs of the same ear as xj (i.e. the opposite ear of xi). If xj is one of

the P nearest neighbors of xi in Xear, then connect them. The P neighbors obtained from

this criterion attempt to incorporate the correlation existing due to left-right symmetry of

HRTFs at frequencies below 5.5 kHz [41].

Criterion 3. Let xi and xj be HRTFs of the same subject and ear. If xj is one of the

eight HRTFs surrounding xi, then connect them. The eight neighbors obtained from this

criterion emphasize the similarities between spatially close HRTFs of the same subject and

ear.

It is straightforward to prove that the ISG is always connected (see Fig. 5.1). Isomap

takes as parameters the number of neighbors, K, and the intrinsic dimensionality, d. Due

to our ISG, the number of neighbors is fixed to K = 2P + 7, i.e., P − 1 from Criterion 1,

P from Criterion 2 and eight from Criterion 3. To estimate the intrinsic dimensionality

we use the maximum likelihood intrinsic dimensionality estimator [236], which has been

also successfully used in other manifold learning problems [233, 193]. This estimator tries

to reveal the intrinsic geometric structure of the observed data.

Interpolation and Local Neighborhood Mapping

For an unknown direction, it is possible to estimate its low-dimensional HRTF us-

ing some interpolation method. Here, for each low-dimensional embedding’s component

separately, we construct a linear interpolant function y = F (θ, φ, e) per subject from

the low-dimensional component’s values y at known positions (θ, φ) and ears e. For an

unknown position and ear (θq, φq, eq), the linear interpolant F produce an interpolated

value yq. It is worth noting that we linearly interpolate only from same subject low-

dimensional HRTFs. Since we want to recover the high dimensional HRTFs, we need a

way to reconstruct it from its low-dimensional version. Different from PCA, Isomap and

other manifold learning techniques (e.g. LLE) do not offer an explicit mapping between

low and high dimensional datapoints. However, we can take advantage of the Isomap’s

locally linear assumptions to calculate the reconstructed high-dimensional HRTF, Ĥ, as

a linear combination of its neighbors (i.e. a Local Neighborhood Mapping, LNM) in the

low-dimensional embedding using

Ĥ =
K∑
i=1

wixi, where Ĥ ⊂ RD. (5.1)
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The weights wi should capture the intrinsic geometry of the corresponding neighbor-

hood in the low-dimensional space. Thus, inspired by LLE, we calculate the weights by

solving a constrained least squares problem, where the constrained weights wi that best re-

construct each low-dimensional datapoint yi from its K neighbors in the low-dimensional

space must sum up to one [237]. Observe that, according to Eq. 5.1, the same weights

reconstruct the high-dimensional HRTFs.

Moreover, note that the LNM is performed from HRTFs of all subjects (i.e. in the

manifold)4. Finally, although the LNM reconstructs an HRTF as a linear combination of

its neighbors, we compute the weights in a new and nontrivial way.

Simulations

HRTF Database We used the publicly available CIPIC database [132] which contains

Head-Related Impulse Responses (HRIRs) for 45 subjects at 25 azimuths and 50 elevations

(i.e. 1250 locations) in the interaural coordinate system. HRIRs in the CIPIC database

were sampled at 44.1 kHz for 16 bit resolution, and have 200 samples long.

HRIR pre-processing First, we transformed the HRIRs into HRTFs through a 512-

point FFT. Then, we preserved the frequencies from 200 Hz to 14 kHz for reducing the

effects of the limitations in the frequency response of the equipments used during HRIR

measurement. The resultant HRTFs have 160 frequency bins (i.e. D = 160). Finally,

because the spectral detail of HRTFs at high frequency is inaudible [198], we smoothed5

the HRTFs using a bandwidth of 1 ERB (equivalent rectangular bandwidth) and 2 ERB

for low (f < 5 kHz) and high (f ≥ 5 kHz) frequencies respectively.

Training and test sets Since directional resolution in CIPIC database is approximately

the same (i.e. 5◦ along most azimuths and 5.625◦ along all elevations), we constructed

the training set by uniformly sampling every 20◦ in azimuth (i.e. 9 azimuths) and every

22.5◦ in elevation (i.e. 14 elevations) for all P = 45 subjects, giving a total training set

size of N = 2 · P ·M = 11340, where M = 9 · 14 = 126 locations per subject and ear (i.e.

10.08% of the 1250 available locations). According to this sampling strategy, we should

have included the azimuths −60◦ and 60◦ in the training set. However, since the CIPIC

database does not include these measurements, we included the azimuths −65◦ and 65◦

instead. The remaining directions (i.e. 1124 locations per subject and ear) were used for

constructing the testing set.

4It is worth emphasizing that even though we interpolate only from same-subject low-dimensional
HRTFs, this operation is just to calculate the interpolated low-dimensional HRTF .The reconstructed
high-dimensional HRTF is obtained as a linear combination from all subjects in the manifold.

5We filtered the HRTFs using a filter bank as explained in [198].
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Table 5.1: VM for several manifold learning techniques. Asterisks show a statistically significant
difference (p-value< 0.01)

Manifold Learning Technique VM
ISOMAP-ISG* 2.986, σ = 0.65

ISOMAP 3.595, σ = 0.73
LEM-ISG 4.537, σ = 0.94

LEM 9.375, σ = 1.53
LLE-ISG 13.396, σ = 1.57

LLE 4.553, σ = 0.81

Dimensionality Reduction Besides PCA with 95% of variance retained, we compared

Isomap against two similar manifold learning techniques that also assume local linearity

according to a graph construction: LLE [237] and Laplacian Eigenmaps [238](LEM). We

estimated the intrinsic dimensionality for these manifold learning approaches using the

maximum likelihood estimator [236]. So, each HRTF was embedded in a d = 5 dimensional

space. Since the number of subjects P = 45, according to our ISG each HRTF is connected

to K = 2P + 7 neighbors. To analyze how our ISG affects the interpolation error, we

implemented these manifold learning techniques with the ISG (labeled as ISOMAP-ISG,

LEM-ISG, and LLE-ISG) and without it (labeled as ISOMAP, LEM, and LLE). For the

conditions without the ISG, we chose the number of neighbors so that at least 99.9% of

data points were embedded (i.e. 30 neighbors).

Performance Metric We chose a distortion metric in dB2 based on variance introduced

by [239] that will be referred to as the variance metric (VM). The VM is defined for each

pair of measured and reconstructed HRTF (H and Ĥ respectively) as the variance of the

difference spectrum

VM = var
(

20log10 |H| − 20log10

∣∣∣Ĥ∣∣∣) (5.2)

For our analysis, we average the results from Eq. 5.2 across bands, directions or subjects,

as needed. As noted by [239], this metric is a better choice than the spectral distortion

because the latter will be non-zero if there are differences due to the overall gain (i.e.

when there is a constant intensity offset) between the measured and reconstructed HRTF

despite their similar shapes.

Results and Discussion

Table 5.1 shows the value of VM for several manifold learning techniques with and

without ISG. ISOMAP-ISG outperforms the others with statistical significance (p-value< 0.01).

Observe that our ISG improves the performance of ISOMAP and LEM but not of LLE.

The reminder of our analysis will focus on the best results from Table 5.1 for each manifold

learning technique (i.e. ISOMAP-ISG, LEM-ISG, and LLE) and PCA.

Fig. 5.2 shows the VM averaged across subjects. Observe that ISOMAP-ISG outper-

forms the other methods with statistical significance (p-value< 0.01). For most subjects,
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Figure 5.2: Variance Metric averaged across subjects.
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ISOMAP-ISG keeps the VM below 3 dB2.

The analysis of the VM as a function of direction or frequency band often yields

more insights into the distortion behavior. In Fig. 5.3, it is evident the superiority of

ISOMAP-ISG with respect to the other techniques, especially at low elevation and extreme

lateral locations. However, even ISOMAP-ISG struggles to keep the VM below 5 dB2 at

frontal low-elevations. Fig. 5.4a shows the VM for ipsilateral, contralateral and median

plane positions. Error bars represent 95% confidence intervals and asterisks indicate a

statistically significant difference. ISOMAP-ISG outperforms the other techniques with

statistical significance (p-value< 0.01). As expected, the contralateral VM increases for

all methods but ISOMAP-ISG keeps the error below 4 dB2. Fig. 5.4b shows the VM for

different bands. ISOMAP-ISG outperforms the others at high frequencies with statistical

significance, keeping distortion below roughly 3 dB2. However, for low frequencies LEM-

ISG produces less distortion than the other techniques.

Note that in all the simulations aforementioned, LLE and LLE-ISG6 performed the

worst. Although in a previous work [231] the LLE interpolation performance was not

as weak as here, they only considered a manifold for a single user on the median plane

6Errata: It is LEM-ISG, not LLE-ISG
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Figure 5.4: a) VM at ipsilateral, median plane, and contralateral locations. b) VM by frequency
band. Asterisks indicate a statistically significant difference (p-value< 0.01).

and all the elevations except one were used to construct the training set. In contrast,

we perform a more challenging experiment constructing a single manifold for all users

and directions with a training set of 10.08% of all available HRTFs. As noted in [233],

a possible explanation for this loss in performance in some applications (e.g. biomedical

datasets [240], derivation of perceptual-motor actions [241]) is that LLE struggles to find

a suitable embedding in manifolds containing gaps and in the tendency of LLE to collapse

a lot of data points very near in the low-dimensional space.

Conclusion

We introduced ISOMAP-ISG, an HRTF interpolation technique based on Isomap that

constructs a single manifold for all subjects, directions and ears through the construction

of the Intersubject Graph (ISG), which explores relevant prior knowledge of the HRTFs.

We show that ISOMAP-ISG outperforms PCA and other manifold learning approaches.

Although perceptual experiments are necessary, our findings suggest that a small num-

ber of spatial measurements capture most of acoustical properties of HRTF as also noted

by [242, 225, 226, 218]. Moreover, a single manifold representation obtained through the

ISG has proven to be a powerful way to allow measured HRTFs from different subjects

to contribute for reconstructing the HRTFs for new directions.

One question that might arise is how to include in the manifold a new subject outside

of the training set without having to recalculate the entire manifold which is a computa-

tionally intensive task. Without an explicit mapping, HRTFs for a new subject in Isomap

can be mapped using the Nystrom approximation [243]. This procedure might be used
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for personalizing a subject’s HRTF from a small set of measurements as in [225].

Observe that our approach might be not adequate for real-time interpolation since it

requires information from all subjects in the database, which in turn, may be computa-

tionally prohibitive on platforms with limited hardware resources. For real-time tasks,

interpolation based on continuous models [244] might be a more suitable choice.

Besides the constrained least squares approach for the LNM, we performed simula-

tions with a inverse distance approach as used by [245, 131, 246] but it produced larger

distortion. We also performed simulations increasing the training set, where in all cases

ISOMAP-ISG outperforms the other methods, and the distortion reduces as expected. For

instance, if we construct a training set by uniformly sampling every 11.25◦ in elevation,

the VM for ISOMAP-ISG is 1.8 dB2 with σ = 0.3.

Future research might focus in other forms of choosing the LNM weights and con-

structing the ISG. For instance, although we use eight neighbors for Criterion 3 to keep

the graph as sparse as possible, a future work might choose other values than eight, or

even to use an adaptive approach according to the spatial resolution of the HRTF dataset.

Future research might also compare the manifold learning methods against other families

of methods (e.g. parametric approaches, weighted sum approaches). Finally, it would be

interesting to apply Isomap for HRTF extrapolation and near-field HRTF interpolation.
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Abstract

We propose a new method to improve median plane sound localization per-

formance using a nonlinear representation of head-related transfer functions

(HRTFs) and a recommender system. First, we reduce the dimensionality of

an HRTF dataset with multiple subjects using manifold learning in conjunction

with a customized intersubject graph (ISG) which takes into account relevant

prior knowledge of HRTFs. Then, we use a sound localization model to es-

timate a subject’s localization performance in terms of polar error (PE) and

quadrant error rate (QE). These metrics are merged to form a single rating

per HRTF pair that we feed into a recommender system. Finally, the recom-

mender system takes the low-dimensional HRTF representation as well as the

ratings obtained from the localization model to predict the best HRTF set, pos-

sibly constructed by mixing HRTFs from different individuals, that minimizes

a subject’s localization error. The simulation results show that our method

is capable of choosing a set of HRTFs that improves the median plane local-

ization performance with respect to the mean localization performance using

non-individualized HRTFs. Moreover, the localization performance achieved

by our HRTF recommender system shows no significant difference to the lo-

calization performance observed with the best matching non-individualized

HRTFs but with the advantage of not having to perform listening tests with

all individuals’ HRTFs from the database.

Introduction

As augmented reality applications become more relevant, there is an increasing effort

in 3D audio research and specifically in head-related transfer functions (HRTFs) to ob-

tain high quality spatial audio. HRTFs are the main component of binaurally rendered

3D audio and are used to simulate sound sources as if they were coming from arbitrary

positions in space [16]. HRTFs are complex-valued frequency functions that model the

1School of Electrical and Computer Engineering, University of Campinas, Campinas, SP, Brazil
2Institute of Computing, University of Campinas, Campinas, SP, Brazil.
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relationships between human anatomy and a sound source before reaching the ears. These

functions ideally should be measured for each subject individually to avoid poor localiza-

tion performance due to mismatch of spatial cues contained in the HRTFs [247].

However, HRTF measurement [32, 248] is a complex procedure that requires an expen-

sive apparatus (e.g. a (semi-)anechoic chamber, in-ear microphones, and a loudspeaker

array). Moreover, it is usually time-consuming for high-spatial resolutions and tiring for

the participants.

In order to avoid such measurements, several alternatives have been proposed, includ-

ing theoretical [249], numerical [250], and inference methods [131, 246]. In contrast to

the above mentioned physically-based techniques, in perceptual-based techniques the sub-

jects have an active role during the personalization process by tuning some parameters

(e.g. PCA weights [251]) for several target directions until they achieve an acceptable

spatial accuracy. However, this procedure might also be time-consuming, depending on

the ability of the human listener and the number of parameters and target directions.

An alternative approach is to optimize these parameters through the use of a machine

learning algorithm where the listener is required to localize a sound source with [252]

or without [253] knowledge of the target directions. There are also database matching

techniques [254] where the listener selects the best HRTFs among a set of HRTFs from

other subjects. Although there is no need to tune any parameter, these methods still

require the listener to perform listening tests. In order to speed up these techniques, it is

desirable to find a way to reduce the number of listening trials while still minimizing the

localization error.

In the light of facts exposed above, we propose the use of a recommender system to

find the best HRTF set, with HRTFs for each direction selected from a larger HRTF

dataset constituted by HRTFs from multiple subjects, in order to improve the listener’s

localization performance in the median plane. Our system recommends the best mixed

HRTF set by estimating a subject’s localization performance through a human sound-

source localization model [255]. Moreover, with a small number of listening tests, our

HRTF recommender system achieves a performance statistically similar to the best per-

formance with non-individualized HRTFs but without having to perform listening trials

for every individual HRTF in the database.

Inspired by our previous works [246, 131, 256], the recommender’s input feature vectors

are low-dimensional HRTFs that we obtain using manifold learning in conjunction with

a customized intersubject graph (ISG) aiming to capture relevant prior knowledge of

HRTFs. The outputs of our recommender system are the ratings that we obtain through

the sound-source localization model proposed by Baumgartner et al. [255] (henceforth

called the Baumgartner model).

Note that our approach is not an individualization technique such as [252, 253]. More-

over, different from [252], in our approach the listener is not aware of the target direction
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as in [253]. We also use a human sound-source localization model [255] which is more suit-

able than the regression model used by [253] since it takes into account psychoacoustic

factors.

The remaining of the manuscript is organized as follows. We describe our recommender

system in Section 6.2. We present the conditions of our simulations in Section 6.3 and we

analyze the results in Section 6.4. Finally, we conclude in Section 6.5.

Recommender System

Recommender systems are widely used to predict the preference that a user would give

to an item (e.g. books, movies) [257]. Here, we are specifically interested in content-based

recommender systems (see Figure 6.1) where a feature vector is available for each item

(HRTF) and each rating made by the users (localization accuracy). In Section 6.2.1, we

describe how we obtain such feature vectors using a nonlinear representation of HRTFs.

Next, in Section 6.2.2, we show how the ratings were calculated through a sound-source

localization model. Finally, in Section 6.2.3, we describe mathematically the problem of

content-based recommender systems and how spatial audio fits into it.

Figure 6.1: We construct a model by training a recommender system using low-dimensional
median plane HRTFs as feature vectors and localization accuracy as ratings, obtained through a
nonlinear mapping and a human sound localization model, respectively. For a new subject’s re-
sponses, our system recommends the best mixed HRTF set constituted by HRTFs from multiple
subjects.
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Nonlinear representation of HRTFs

Nonlinear dimensionality reduction techniques (i.e. manifold learning) reduce a high-

dimensional dataset X = {x1, ...,xN} ⊂ RD represented by a D ×N matrix of N sam-

ple vectors xi into a low-dimensional embedding Y = {y1, ...,yN} ⊂ Rd represented by a

d×N matrix of N sample vectors yi, where d < D. Here, a datapoint xi is the vector

resulting from the concatenation of the left and right Directional Transfer Function (DTF)

magnitudes, and yi are the feature vectors used in the recommender system. A DTF is

the component of an HRTF that is specific to sound source localization. It is obtained by

dividing an HRTF by its direction-independent common component (i.e. the component

including spectral features such as the ear canal resonance and microphone response [225]),

which in turn is calculated by averaging all HRTFs from a specific individual [258].

A well-known manifold learning technique is Isomap [232], which attempts to preserve

the pairwise geodesic distance (i.e. the distance over the manifold) in order to maintain

the intrinsic geometry of the data unlike PCA that retains most variance and attempts

to preserve pairwise Euclidean distances. For example, in nonlinear manifolds such as in

the Swiss Roll dataset [233], PCA might map two datapoints as near points (measured

by the Euclidean distance), while their geodesic distance is much larger.

Isomap has three steps. First, it takes into account the datapoint neighborhood rela-

tionships by constructing a graph G(V,E) from X, where each sample xi ∈ X represents

a node vi ∈ V . Two nodes vi and vj are connected by an edge (vi, vj) ∈ E with length

dX(xi,xj) if xi is one of the K neighbors of xj. The edge length dX(xi,xj) is given by

some distance metric between xi and xj (e.g. Euclidean distance). Then, we estimate the

geodesic distances on the manifold between each pair of points in X by computing the

shortest path between each corresponding pair of nodes in G. We store these distances in

the pairwise geodesic distance matrix DG. Finally, we construct the d-dimensional embed-

ding by applying multidimensional scaling [234] (MDS) on DG to find the d-dimensional

coordinate vectors yi.

Since neighborhood selection presents an opportunity to incorporate prior knowl-

edge [54], instead of using common approaches (e.g. K nearest neighbors) and inspired by

our previous works on HRTF personalization [246, 131] and interpolation [256], we con-

struct the graph G by exploiting the correlations among the HRTFs across directions and

subjects (we named it the Intersubject Graph, ISG), according to the following criteria:

Criterion 1. if xi and xj represent datapoints of the same location but different subject,

then connect them. Instead of applying Isomap separately for each subject as in [231], with

this criterion, we tried to exploit the correlation of HRTFs among subjects across same

directions. Using this criterion, P − 1 neighbors were obtained, where P is the number of

subjects.



6.2. Recommender System 99

Criterion 2

12 spatially  closest

Criterion 1

Figure 6.2: Illustrative example of the ISG for P = 3 subjects and ks = 12. Color represents
same subject HRTFs, and φ represents elevation.

Criterion 2. Let xi and xj be datapoints of the same subject. If xj is one of the ks

datapoints spatially closest to xi, then connect them. The ks neighbors obtained from this

criterion emphasize the similarities between spatially close HRTFs of the same subject.

It is straightforward to prove that the ISG is always connected (see Fig. 6.2 for an

illustrative example). Isomap takes as parameters the number of neighbors, K, and

the intrinsic dimensionality, d. Due to our ISG, the number of neighbors is fixed to

K = P+ks−1, i.e., P−1 from Criterion 1 and ks from Criterion 2. To estimate the intrinsic

dimensionality we use the maximum likelihood intrinsic dimensionality estimator [236].

This estimator has been previously employed in other manifold learning problems [233,

193] and tries to reveal the intrinsic geometric structure of the observed data.

Note that there are other manifold learning methods that could be used with our

ISG procedure. For example Laplacian Eigenmaps [238] which is similar to Isomap in

that both construct a graph representation of the datapoints. In contrast to Isomap,

Laplacian Eigenmaps attempts to preserve only local properties of the manifolds based

on the pairwise distances between near neighbors [233].

Ratings from localization model

We use the model for sound-source localization in sagittal planes proposed by Baum-

gartner et al. [255]. Although the model is applicable to several sagittal planes within

the lateral range ±30◦ , we only focus on the median plane responses. In this model,

it is possible to predict the listener performance in terms of localization error, which, in

turn, can be interpreted as the rating a subject would give to certain HRTF, i.e., the

localization accuracy obtained with that HRTF. Specifically, we use the model to predict

the localization error of listening through non-individualized HRTFs in the median plane.

Therefore, we run a series of virtual psychoacoustic experiments to measure a subject

localization performance using others’ instead of their own ears [255].

The model, that requires a listener-specific calibration, is based on the comparison of

an internal sound representation with a template obtained from human listeners’ HRTFs.



6.2. Recommender System 100

Since it returns a probabilistic prediction of a polar angle response, we are able to predict

the localization performance through local polar error (PE) and quadrant error rate (QE).

For both, we follow Middlebrooks [258] and define the PE as the RMS average of polar

errors that were less than 90◦ in magnitude, and the QE as polar errors expressed in

percentage form that were larger than 90◦ .

We normalize the QE and PE to [0, 1] interval, where 1 represents the lowest error (i.e.

better localization performance). In order to obtain a single rating to use on the recom-

mender system, we calculate the rating z(i,j) by subject j using HRTF i as the minimum

between the normalized PE and QE. We decided to use the minimum because if one of

the normalized metrics is low, the overall localization performance is degraded, which in

turn means that the corresponding low-rated HRTF is not suitable for the listener.

Content-based recommender system

In content-based recommender systems, we have a d-dimensional feature vector y(i) ∈
Rd+1 (i.e. including the intercept or bias term) for each item i (e.g. movie, book). We

also have a set of ratings on certain scale (e.g. 5-star rating scale) given by user j over a

part of the i items we want to recommend.

The goal is to predict user j ratings using a separate linear regression model per user(
θ(j)
)T

y(i), where θ(j) is a parameter vector for user j. More formally, we want to learn

θ(j) by minimizing the following linear regression problem per user

J = min
θ(j)

1

2

∑
i:r(i,j)=1

((
θ(j)
)T

y(i) − z(i,j)

)2

+
λ

2

d∑
k=1

θk
(j), (6.1)

where r (i, j) = 1 if user j has rated item i (0 otherwise), z(i,j) is the rating by user j

on item i (if defined), and θk
(j) is the k-th parameter from the parameter vector θ(j).

The last term from Eq. 6.1 is an L1 regularizer which reduces overfitting and encourages

sparsity.

Since we are interested in more than one user, we can reformulate Eq. 6.1 to include

nu users as follows

Jm = min
θ(1),...,θ(nu)

1

2

nu∑
j=1

∑
i:r(i,j)=1

((
θ(j)
)T

y(i) − z(i,j)

)2

+
λ

2

nu∑
j=1

d∑
k=1

θk
(j) (6.2)

The cost function Jm from Eq. 6.2 can be optimized by means of Gradient Descent or

similar algorithms. Prior to the optimization, we perform a mean normalization operation

on the ratings by subtracting the corresponding average item rating µi. Hence, to make
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predictions of ratings, we need to add back the corresponding mean, i.e.,(
θ(j)
)T

y(i) + µi (6.3)

In the context of binaural spatial audio, the items i that we want to recommend are

HRTFs. The feature vector y(i) ∈ Rd+1 is the low-dimensional HRTF representation as

explained in Section 6.2.1. The rating z(i,j) by subject j on HRTF i is the predicted

localization performance obtained by the localization model as described in Section 6.2.2.

Since in practice it is unfeasible that a user has rated all the HRTFs in a database, we

randomly selected only a limited number of ratings per direction from the test subject’s

ratings. In real psychoacoustic experiments, it would be equivalent to a user that performs

a limited number of trials per direction. Note that 0 trials per direction means that the

listener has not rated any HRTF. In this case, the recommender system just returns the

average rating for each HRTF as stated in Eq. 6.3. Finally, our method recommends

the HRTFs with the highest predicted rating (i.e. lowest error) per direction. Note that

this implies that our method might recommend HRTFs from different subjects, to be

combined to form a new HRTF set.

Simulations

Database and Localization model Since the Baumgartner localization model (imple-

mented in the Auditory Modeling Toolbox [259] as baumgartner2014) requires a listener-

specific calibration [255], the model is only available for 23 subjects, which are included in

the 97 subjects from the ARI database3. We used the localization model to calculate the

ratings for the 23 subjects. So, each of the 23 subjects has ratings for all HRTFs from the

whole ARI database, including ratings for the listener’s own HRTFs. We only selected 44

directions corresponding to median plane HRTFs.

Pre-processing and Dimensionality reduction We filtered the HRTFs to preserve

frequencies between 200 Hz and 18 kHz and calculated the DTFs. We then concatenated

the left and right ear DTFs into a single feature vector per direction, as explained in Sec-

tion 6.2.1. Finally, we reduced the dimensionality of the z-score scaled feature vectors (i.e.

normalized to have zero mean and unit variance). These low-dimensional vectors serve

as HRTF feature vectors for the recommender system. We compared several linear and

nonlinear methods implemented in the Matlab Dimensionality Reduction Toolbox [233].

With respect to linear methods, we used PCA with 95% of variance retained. For nonlin-

ear methods, we implemented Isomap and Laplacian Eigenmaps with our ISG (labeled as

Isomap-ISG and LEM-ISG) and without it (labeled as Isomap and LEM). For all nonlinear

3http://www.kfs.oeaw.ac.at/
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methods, the maximum likelihood estimator [236] established the intrinsic dimensionality

to d = 13. With respect to the ISG parameter ks, it should be chosen according to the

spatial resolution (5◦ for the ARI database in almost the entire median plane) and the

localization blur in the median plane which varies from ±9◦ to ±22◦ [25]. For instance,

we chose ks = 12 since the 12 spatially closest sampling points in ARI database cover

a ±30◦ region, i.e, it covers the entire region of the maximum localization blur in the

median plane at the 5◦ spatial resolution of the ARI database.

Recommender system predictions We used a leave-one-out cross validation scheme [260]

to test the performance of our method. To do so, we use the localization model of 23 lis-

teners obtained from the ARI database. For each test subject we select its HRTF feature

vectors and train our model with the HRTF feature vectors from the remaining 22 sub-

jects. This is done independently for each one of the 23 subjects and the results are

latter combined. The recommender was constructed using the ratings from all these 23

subjects on the HRTF feature vectors of the remaining P = 96 subjects (i.e. including

the test subject’s ratings but excluding its HRTF feature vectors). Since in practice a

subject performs a limited number of psychoacoustic experiments per direction, we ran-

domly selected only 0 to 8 ratings per direction from the test subject’s ratings. Finally,

the regularization term λ was selected using a grid search.

Metrics Once we have the HRTFs with the highest predicted rating per direction, we

can evaluate them for a specific listener using its Baumgartner model to estimate the

listener’s localization performance in terms of QE and PE.

Results and Discussion

Figure 6.3 shows the two-dimensional manifold (i.e. first embedded dimension vs sec-

ond one) recovered with Isomap using our ISG. Observe that there is a strong correlation

(the correlation coefficient is 0.98) between the first component and the elevation angle.

A similar correlation coefficient (0.99) is found for Laplacian Eigenmaps with our ISG

whereas for PCA the correlation coefficient is much lower (0.82).

Before analyzing the localization performance using our recommender, we first analyze

the localization performance without it. For example, Fig. 6.4 shows the performance

predicted by the Baumgartner model for subject NH12 when using different HRTF sets

from ARI database. As expected, the best performance is obtained using the subject’s

own HRTFs. Observe also that the best performance with someone else’s HRTFs is

attained using the HRTFs of subject NH93. Ideally, we expect that our recommender

system achieves this performance (i.e. the best performance with others’ HRTFs) which

is better than the mean performance with others’ HRTFs (doted line in Fig. 6.4). It is
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Figure 6.3: Two-dimensional manifold recovered with Isomap using our ISG. All components
are normalized to have zero mean and unit variance. Color represents elevation.

worth mentioning that for subject NH12 to achieve the best performance with others’

HRTFs (i.e. with NH93’s HRTFs) without our recommender, the listener should perform

listening tests with the HRTFs from all 96 subjects, which is unfeasible in practice. For

instance, to find the best performance with others’ HRTFs by carrying out an exhaustive

search with three trials for each of the 44 median plane directions on every ARI’s subject,

a listener should perform 44× 3× 96 = 12672 listening tests.

In contrast, Fig. 6.5 presents the localization error using our recommender as a function

of the number of trials per direction for subject NH12. Note that ISO-ISG and LEM-ISG

outperform the other methods even with only one trial per direction, reaching a better

performance than the mean and best performance with others’ HRTFs. Although there

is some minor improvement when increasing the number of trials beyond three for both

ISG conditions, the largest improvement occurs during the first three trials per direction.

Since the ISG conditions have outperformed the others, the remaining analysis will

focus on LEM-ISG with three trials per direction. In Fig. 6.6, for LEM-ISG, we show the

localization performance relative to the listener-specific performance with its own HRTFs

(i.e. the PE and QE variation). For example, the 8◦ PE variation for NH16 means that

the recommended HRTFs provide localization performance that is 8◦ worse than its own

HRTFs. In general, the proposed method has a tendency to reduce the localization error

with respect to the mean performance with others’ HRTFs and in many cases the error

reduction is better than that achieved with the best HRTFs from others. Note also that
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Figure 6.4: Localization performance for subject NH12 when using different HRTFs sets from
ARI database.

there are a few negative variations. For instance, the negative PE variation for NH39

means that the recommended HRTFs provide localization performance that is roughly 1◦

better than its own HRTFs. On the other hand, for NH42 the performance using our

recommender is worst when compared to the other subjects. This might be due to the

fact that even the best performance variation with others’ HRTFs is relatively high with

respect to the other individuals.

Finally, Fig. 6.7 shows the localization error for LEM-ISG averaged across all subjects.

The bars represent 95% confidence intervals. Paired t-tests confirm that the recommended

HRTFs reduce the PE and QE errors with respect to the mean performance with others’

HRTFs. Moreover, there is no statistical significance between the performance with the

recommended and the best performance with others’ HRTFs, which confirms that our

recommender system actually improves the localization performance without having to

subject the user to perform listening tests on HRTFs from all other subjects on the ARI

database aiming at finding the best performance with HRTFs from someone else. For

instance, to achieve a similar performance to the best performance with others’ HRTFs,

our recommender would only need 44 directions× 3 trials/direction = 132 listening tests,

in contrast to the 12672 required by an exhaustive search. On the other hand, the per-

formance with the subject’s own HRTFs is still better than the performance with the

recommended HRTFs.
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Figure 6.5: Localization performance using our recommender as a function of the number of
trials per direction for subject NH12.

Conclusion

We show that although the performance with the subject’s own HRTFs is still better

than the performance with the recommended HRTF set constructed by combining HRTFs

from different individuals, our HRTF recommender can actually reduce the localization
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Figure 6.6: Localization performance relative to the listener-specific performance with its own
HRTFs (i.e. PE and QE variation) for three trials per direction using LEM-ISG.
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Figure 6.7: Localization performance averaged across subjects for three trials per direction using
LEM-ISG. Bars represent 95% confidence intervals.

error with respect to the mean performance with others’ HRTFs. Moreover, our technique

achieves a performance statistically similar to the best performance with others’ HRTFs

but with the advantage of not having to perform long and tiring listening test on multiple

subjects’ datasets looking for the best performance with HRTFs from other listener. We

also demonstrate that our ISG on manifold learning techniques such as Isomap and LEM

can reduce the error with a small number of trials, outperforming PCA, Isomap and LEM.
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Although three trials per direction seems to be too much, note that in practice the

number of directions can be reduced if the recommender system is used in conjunction

with some interpolation technique [256, 225]. For instance, if the listener performs three

trials per direction every 20◦ instead of every 5◦, the number of total trials would re-

duce drastically. Then, an interpolation method might be used to increase the spatial

resolution.

Future works might try different criteria to construct the manifold. For example,

instead of taking only neighbors from the same location in Criterion 1, we can select more

HRTFs from the vicinity in sagittal planes adjacent to the median plane since it might

occur that two subjects are not perfectly aligned during measurement. Furthermore, in a

future work, it would be interesting to use more complex recommender algorithms such

as [261] to try to obtain a larger improvement when increasing the number of trials beyond

three.
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Chapter 7
Discussion

So far we have analyzed the results of our four contributions independently of each

other. In this chapter, we want to discuss our results as a whole to give a context to our

contributions. Note that the analysis presented here have been written after publishing

our contributions so that it contains several ideas that appeared during the reviewing

processes. In Section 7.1 we discuss several aspects regarding our intersubject graph and

the manifold construction. Section 7.2 analyzes the different metrics that we used along

our contributions. In Section 7.3, we discuss why there is a need of larger HRTF databases.

Intersubject graph and manifold construction

In contrast to prior works, a recurrent element of our last three contributions has

been the construction of a single manifold aiming at incorporating prior knowledge of

HRTFs across subjects and directions. We named the graph associated to the manifold

the intersubject graph (ISG)1. The advantage of constructing a single manifold using our

ISG is that we are able to use information from several individuals at once to improve

the overall performance of the techniques herein proposed and to preserve the multifactor

nature of HRTFs (i.e. subject, direction and frequency). For instance, in our HRTF

personalization and interpolation contribution, a single manifold lets us to reconstruct

HRTFs by incorporating the information from different subjects. In the same line, it

allows to recommend a HRTF set composed by HRTFs from different individuals. With

this in mind, observe that we construct the ISG according to criteria derived from each

specific problem that we are tackling (i.e. personalization in Chapter 4, interpolation in

Chapter 5 and HRTF recommender in Chapter 6) as well as the locations used.

A common criterion along all of our contributions was to connect HRTFs from the

same location and ear but different subject (see the Criterion 1 from all contributions).

1Observe that even though our graph construction procedure was first introduced in Contribution II,
we later adopted the term ISG from our Contribution III onwards.
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It is worth mentioning that although this criterion exploits the correlation of HRTFs

among subjects across same directions, it does not consider, for instance, the fact that

two different subjects are not perfectly aligned during measurement. Furthermore, an-

other common criterion was to connect spatially close HRTFs from the same subject and

ear. Beyond the expected similarities due to their similar spatial positions, this criterion

alleviates the fact that a subject might not be perfectly aligned during measurement.

Note that although we fixed the number of HRTFs that we connect under this criterion,

the number of connected neighbors must be thought as a parameter depending on the

spatial resolution of the HRTF dataset and the localization blur. With respect to spatial

resolution, it implies that this parameter might be even an adaptive parameter when the

spatial resolution is not uniform. Moreover, it might be also related to the localization

blur as we do in our recommender system in Contribution IV.

On the other hand, there were also different criteria used across our contributions.

Consider our second contribution regarding HRTF personalization whose Criterion 2 at-

tempts to include the spatial left/right symmetry of HRTFs. Although this criterion led

to good results in the case of HRTF personalization, we found out in our third contribu-

tion that the results were not as good as expected for HRTF interpolation. Therefore, we

decided to relax this criterion for our HRTF interpolation contribution. However, observe

that in both cases the idea is still to exploit the same knowledge, i.e., HRTFs have a

strong left/right symmetry. In fact, we can think of Criterion 2 from Contribution III as

a relaxed symmetry criterion.

However, note that our ISG does not take into account prior information on a per

band basis. For instance, we consider left/right symmetry as though it were valid along

all frequencies while the evidence shows that it is only valid up to roughly 5.5 kHz [41].

This surely contributed to larger spectral distortion at high frequencies in our interpolation

and personalization techniques.

One concern that has arisen along all of our contributions was how to interpret the di-

mensions of the resultant manifold. In our second contribution, we demonstrated that the

first and second manifold components are strongly correlated with azimuth and elevation

using our intersubject graph construction. With respect to inter-subject variability, we

found that no specific component(s) correlate(s) to inter-subject variation, at least in a

clear way as directional factors do, confirming the need of nonlinear regression techniques

such as neural networks to relate anthropometric features with the manifold components.

Even though in our HRTF personalization contribution we used Isomap, it is also

possible to use other manifold learning techniques provided that they are based on neigh-

borhood graphs such as Laplacian Eigenmaps, Locally Linear Embedding, and Maximum

Variance Unfolding (see [60] for a comprehensive review of these and other dimensionality

reduction techniques). In fact, we applied several of these manifold learning techniques

when constructing the manifold for our HRTF interpolation method as well as our recom-
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mender system in Contribution IV. Furthermore, the manifold learning techniques that

we used can only embed data that gives rise to a connected neighborhood graph. If the

neighborhood graph contains more than one connected component, the resultant com-

ponents would lie on different manifolds. It is worth mentioning here that all of our

contributions using manifold learning guarantee a connected graph so that we do not

address the non-connected graph case.

Beyond the non-connected graph disadvantage, the main weakness of these manifold

learning techniques based on neighborhood graph is the lack of an explicit mapping func-

tion [60] to project new high-dimensional datapoints into an existing low-dimensional em-

bedding (i.e. out-of-sample extension), and to reconstruct a low-dimensional datapoint

into a high-dimensional representation (i.e. back-projection). Out-of-sample extension

might be performed by means of the Nystrom approximation [262, 263], so that, for new

datapoints, there is no need to recalculate the entire manifold. This is crucial for compu-

tationally intensive techniques like Isomap that require performing an eigendecomposition

of a full pairwise distance matrix [53].

The back-projection is a more challenging problem to overcome. For our HRTF per-

sonalization contribution, we have reconstructed high-dimensional HRTFs using a linear

combination of its neighbors (i.e. neighborhood-based reconstruction) since we are assum-

ing local linearity. It should be observed that the main weakness of this reconstruction is

that its accuracy depends on how dense the initial database is. This problem might be

addressed using some spatial HRTF interpolation before HRTF personalization to guaran-

tee a more populated manifold. However, note that if the initial database is not sampled

adequately in space, the resultant interpolated HRTFs will not be suitable to reconstruct

the personalized HRTFs. Even though we chose the reconstruction weights to be the cor-

responding neighbor’s euclidean inverse distances, there is an alternative approach where

the weights are determined in a least-squares optimization. In fact, observe that in our

HRTF interpolation contribution, we have calculated the weights by solving a constrained

least-squares problem. Finally, note that our HRTF recommender system does not re-

quire back-projection because in that contribution we are not interested in reconstructing

HRTFs.

HRTF similarity criterion

In our HRTF personalization work we used, as a similarity criterion or metric, the

spectral distortion which has been widely employed in prior works to compare predicted

HRTFs against the ground truth ones. Contrastingly, in our Contribution III (i.e. HRTF

interpolation), we used a new metric introduced by Middlebrooks [264] (i.e. the variance

metric) instead of the spectral distortion. We opted for the variance metric because the

main drawback of the spectral distortion is that if there is, e.g, a constant intensity offset
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between a similar-shape pair of HRTFs to be compared, the spectral distortion will be

nonzero while its variance metric will not.

It is worth noting that there are several similarity metrics in addition to the ones used

in this thesis such as the signal to distortion ratio (see [16, Ch. 5] for a non-exhaustive

list). However, observe that finding a relevant HRTF similarity criterion is not trivial and

is still an open problem since a distance criterion should consider objective as well as sub-

jective aspects (i.e. perceptual aspects) [265]. It means that a relevant distance criterion

should consistently predict audible differences in listening tests [265]. For instance, in

our HRTF personalization method the high contralateral error as measured by the spec-

tral distortion does not necessarily imply a perceptually relevant error. In fact, previous

studies concluded that the spectral detail of HRTFs at high frequency and contralateral

directions is to some extent inaudible [266].

HRTF databases

Currently, one critical problem when trying to personalize HRTFs from anatomical

features using data-driven techniques is the lack of sufficiently large HRTF datasets (i.e.

both with respect to the number of subjects and reliable anthropometric data) in publicly

available databases. To the best of our knowledge, the largest publicly available HRTF

database including anthropometric data for 51 subjects is the LISTEN database [267].

Although other databases offer HRTFs for over a hundred of subjects (e.g. 105 for the

RIEC database [268], 120 for the ARI database [40]), they have anthropometric data only

for close to 50 subjects, which is a number similar to the CIPIC database [39] and the

ITA database [269].

Most databases [39, 267, 40] have only measured certain anthropometric features that

are believed to be relevant to our sound perception (e.g. head width and head depth cor-

relates strongly with ITD). However, it should be noted that anthropometric parameter

selection for predicting personalized HRTFs, especially pinna-related parameters, contin-

ues to be an open problem. For instance, in our second contribution we chose the anthro-

pometric parameters according to [270] because, from our point of view, they perform the

most complete statistical analysis of anthropometric feature selection in the entire virtual

auditory space (i.e. azimuth and elevation) based on PCA, Pearson’s product-moment

correlation coefficient analysis and multiple linear regression analysis.

In order to obtain more reliable anthropometric data, more recently, several research

laboratories [268, 269] have measured 3D scans of the head and/or pinna in addition to

anthropometric measurements. Due to the increasing spatial audio applications, espe-

cially in virtual and augmented reality, we expect that larger HRTF databases along with

morphological data will be freely available, which in turn will allow to properly apply

more complex data-driven algorithms. For example, in a recent ongoing project [271], the
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authors claim to have begun to measure HRTFs and 3D scans of humans into a publicly

available database.

Beyond anthropometric data, Xie et al. [272], after comparing the similarity between

the Chinese HRTFs and those of Western subjects, concluded that Chinese and Western

HRTFs differ significantly on statistics. This implies that HRTF personalization tech-

niques should consider not only the number of subjects but also people from different

populations.

As it can be inferred so far, the lack of HRTF data is a great constraint to apply data-

driven techniques such as our proposed HRTF personalization method. For this reason,

we opted for exploring perceptual-based methods along with machine learning techniques

in our Contribution IV. It is worth noting that we incorporated our previous ideas from

our HRTF personalization and interpolation contributions such as the intersubject graph

into the recommender system. Even though our HRTF recommender still requires the

subjects to perform listening tests, our HRTF interpolation contribution might be used in

conjunction with the recommender system to drastically reduce the number of total trials

required to improve the localization performance.

Finally, in our Contribution I regarding the application of spatial audio for conveying

spatial information to visually impaired people through a proof of concept wearable device,

we used the HRTFs from KEMAR. Although we did not perform formal listening tests,

the visually impaired participants reported that sometimes the perceived sounds were as

though they were coming from behind during the usability tests. This was expected due to

the non-individualized HRTFs. Despite this disadvantage, spatial audio is still attractive

in this application because it does not overwhelm the user’s hearing sense.
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Chapter 8
Conclusion and Future Work

Conclusions

In this thesis, we investigated how to incorporate spatial audio prior knowledge using

manifold learning to tackle several challenges of broad interest among the spatial audio

community such as HRTF personalization, HRTF interpolation and sound localization

improvement through perceptual tests. Moreover, we presented a practical application

of spatial audio aimed at visually impaired people for identifying the location of known

faces.

For all of our contributions using manifold learning, the construction of a single man-

ifold across subjects through the Intersubject Graph (ISG) has proven to lead to a pow-

erful HRTF representation capable of incorporating prior knowledge of spatial audio and

capturing the underlying factors of spatial hearing. Moreover, the advantage of construct-

ing a single manifold using our ISG is the use of information from other individuals to

improve the overall performance of the techniques proposed in our contributions. The re-

sults showed that our ISG-based techniques have outperformed other linear and nonlinear

methods on the three spatial audio problems addressed by this thesis, i.e., HRTF person-

alization, HRTF interpolation and sound localization improvement based on perceptual

tests.

In our Contribution II proposing an HRTF personalization technique based on anthro-

pometric measurements, we found that Isomap in conjunction with our ISG was capable

of explaining the directional factors of HRTFs (i.e. azimuth and elevation) while the inter-

subject differences were reflected in the wide inter-dimension variability. Moreover, instead

of constructing one regression model per direction, our HRTF personalization approach

allows the construction of a single model that does not break the inherent multifactor

nature of HRTFs (i.e. frequency, direction and subject factors) using a multiple output

Artificial Neural Network that exploits the correlations between the manifold components.

Our experiments showed, with p-values less than 0.05, that our approach outperforms us-
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ing, either a PCA linear reduction, or the full HTRF, in its intermediate stages. This

confirmed that the intraconic representation effectively encodes the most important cues

for individualization of HRTFs. Furthermore, we expect that our HRTF personalization

contribution might perform better given a more suitable input dataset (i.e. higher spatial

resolution, more subjects and better quality anatomical measurements). Finally, provided

that spectral detail of HRTFs at high frequency is inaudible, in listening tests we expect

the localization accuracy to be good at lateral locations, reasonable at vertical directions

but poor in low elevations.

In our Contribution III exploring an HRTF interpolation method, we showed that a

single manifold representation allows measured HRTFs from different subjects to con-

tribute for reconstructing the HRTFs for new directions. Moreover, our results suggest

that a small number of spatial measurements capture most of the acoustical properties of

HRTFs. Our interpolation approach outperforms other linear and nonlinear dimensional-

ity reduction techniques such as principal component analysis, locally linear embedding,

and Laplacian eigenmaps. Observe that our interpolation technique might not be ad-

equate for real-time interpolation since it requires information from all subjects in the

database, which in turn, may be computationally prohibitive on platforms with limited

hardware resources.

Since the lack of HRTF data is a great constraint to apply data-driven techniques such

as our proposed HRTF personalization method, we opted for exploring perceptual-based

methods along with machine learning techniques in our Contribution IV. The simulation

results show that our HRTF recommender is capable of choosing a set of HRTFs that

improves the median plane localization performance with respect to the mean localization

performance using non-individualized HRTFs. Moreover, the localization performance

achieved by our HRTF recommender system shows no significant difference to the local-

ization performance observed with the best matching non-individualized HRTFs, but with

the advantage of not having to perform listening tests with all individuals’ HRTFs from

the database. We also demonstrate that our ISG in conjunction with manifold learning

techniques such as Isomap and LEM can reduce the error with a small number of tri-

als, outperforming PCA, Isomap and LEM. Although three trials per direction seems to

be too much, it is pertinent to emphasize that in practice the number of directions can

be reduced if the recommender system is used in conjunction with some interpolation

technique, reducing drastically the number of total trials. For instance, with our HRTF

interpolation contribution, we showed that we can reconstruct median plane HRTFs by

sampling every 22.5◦.

Finally, in our Contribution I where we used spatial audio to indicate a face location to

visually impaired people, the results revealed that our approach, on average, outperforms

traditional face recognition methods while requiring much less computational resources,

making it suitable for the wearable hardware constraints and real-time requirements. Con-
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veying the directional location of a face in the environment using 3-D Audio proved to

be an efficient feedback that does not overwhelm the person’s auditory sense. On the

other hand, distance location appears to be more challenging to communicate. After the

pilot experiment, we passed from a frequency variation approach to a spoken language

approach. Moreover, generic HRTFs, as used in this prototype, tend to hinder the user’s

audio localization capability. Even so, this disadvantage of spatial audio is counterbal-

anced by its versatility of not overwhelming the user’s hearing sense, which is crucial for

blind people, especially when cognitive load is present.

Future Works

In this section, we conjecture on some future research directions to be considered based

on the problems addressed in this thesis

1. In this work, we proposed the idea of a single manifold across subjects without

considering that different cues act in different frequency bands. Future works might

explore subband representation for HRTFs in conjunction with manifold learning.

This would permit to incorporate prior knowledge in the subband where this prior

is effectively valid.

2. A future work might explore a multi-task learning (MTL) approach to learn the

regression model. MTL learns multiple related tasks simultaneously using a shared

representation aimed at improving generalization. In the HRTF personalization

context, a task could be, e.g., learning a regression model per direction. The MTL

approach might preserve the multi-factor nature of HRTFs by using a shared rep-

resentation instead of learning a single regression model as we do in our HRTF

personalization contribution. We expect that this approach would reduce the spec-

tral distortion at high frequencies.

3. In this work, we employed several distance metrics such as the spectral distortion

and the variance metric. Beyond using just different metrics, a future work might

use metric learning to find a new relevant distance metric that introduces perceptual

information.

4. An immediate direction to be followed would be to apply manifold learning for

HRTF extrapolation and near-field HRTF interpolation.

5. In this work, we used a content-based recommender system. Future contributions

might explore other recommender systems techniques such as collaborative filtering

or hybrid approaches.
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6. The graph construction procedure offers a great flexibility to introduce prior knowl-

edge of spatial audio. Future works might try different criteria to construct the

manifold. For example, instead of taking only neighbors from the same location in

Criterion 1 of all our contributions, we can select more HRTFs from the vicinity in

sagittal planes adjacent to the median plane since it might occur that two subjects

are not perfectly aligned during measurement.

7. If larger HRTF databases were available, including 3D models of human anatomy, it

would be to possible personalize HRTFs using deep neural networks which require

large amounts of data to work properly.

8. In our practical application of spatial audio to assist visually impaired people, we

encoded distance using a frequency variation and a spoken language approaches. A

future work should explore alternative forms to communicate distance (e.g., musical

tones).
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[208] Fábio Freeland, Luiz Biscainho, and Paulo Diniz. Interpositional transfer function

for 3D-sound generation. J. Audio Eng. Soc., 52(9):915–930, 2004.

[209] Fakheredine Keyrouz and Klaus Diepold. A new HRTF interpolation approach for

fast synthesis of dynamic environmental interaction. J. Audio Eng. Soc., 56(1/2):28–

35, 2008.

[210] Ryouichi Nishimura, Hiroaki Kato, and Naomi Inoue. Interpolation of head-related

transfer functions by spatial linear prediction. In Int. Conf. Acoust., Speech, Signal

Process., pages 1901–1904. IEEE, 2009.

[211] D. Breebaart, Fabian Nater, and A. Kohlrausch. Parametric binaural synthesis:

Background, applications and standards. In Proc. NAG-DAGA, pages 172–175,

2009.

[212] Marcelo Queiroz and Gustavo de Sousa. Efficient binaural rendering of moving

sound sources using hrtf interpolation. J. New Music Res., 40(3):239–252, 2011.

[213] German Ramos and Maximo Cobos. Parametric head-related transfer function mod-

eling and interpolation for cost-efficient binaural sound applications. J. Acoust. Soc.

Am., 134(3):1735–1738, 2013.

[214] T. Ajdler, Luciano Sbaiz, and Martin Vetterli. The Plenacoustic Function and Its

Sampling. IEEE Trans. Signal Process., 54(10):3790–3804, 2006.

[215] Thibaut Ajdler, Christof Faller, Luciano Sbaiz, and Martin Vetterli. Sound field

analysis along a circle and its applications to HRTF interpolation. J. Audio Eng.



References 134

Soc., 56(3):156–175, 2008.

[216] Michael Evans, James Angus, and Anthony Tew. Analyzing head-related transfer

function measurements using surface spherical harmonics. J. Acoust. Soc. Am.,

104(4):2400–2411, 1998.

[217] R. Duraiswaini, Dmitry Zotkin, and Nail Gumerov. Interpolation and range ex-

trapolation of hrtfs [head related transfer functions]. In Int. Conf. Acoust., Speech,

Signal Process., volume 4, pages 45–48. IEEE, 2004.

[218] Russell Martin and Ken McAnally. Interpolation of head-related transfer functions.

Technical Report DSTO-RR-0323, Air Operations Division Defence Science and

Technology Org., 2007.

[219] W. Zhang, R. Kennedy, and T. Abhayapala. Efficient Continuous HRTF Model

Using Data Independent Basis Functions: Experimentally Guided Approach. IEEE

Trans. Audio Speech Lang. Process., 17(4):819–829, 2009.

[220] Wen Zhang, Thushara Abhayapala, Rodney Kennedy, and Ramani Duraiswami.

Insights into head-related transfer function: Spatial dimensionality and continuous

representation. J. Acoust. Soc. Am., 127(4):2347–2357, 2010.

[221] Wen Zhang, Mengqiu Zhang, Rodney A. Kennedy, and Thushara D. Abhayapala.

On high-resolution head-related transfer function measurements: An efficient sam-

pling scheme. Audio Speech Lang. Process. IEEE Trans. On, 20(2):575–584, 2012.

[222] Matthieu Aussal, François Alouges, and Brian Katz. A study of spherical harmonics

interpolation for hrtf exchange. In Proc. Meetings on Acoust., page 050010. ASA,

2013.

[223] V. Lemaire, F. Clerot, S. Busson, R. Nicol, and V. Choqueuse. Individualized

HRTFs from few measurements: A statistical learning approach. In Proc. Int. Joint

Conf. Neural Networks, pages 2041–2046. IEEE, 2005.

[224] Pierre Guillon, Rozenn Nicol, and Laurent Simon. Head-related transfer func-

tions reconstruction from sparse measurements considering a priori knowledge from

database analysis: A pattern recognition approach. In Audio Eng. Soc. Conv. AES,

2008.

[225] Bo-Sun Xie. Recovery of individual head-related transfer functions from a small set

of measurementsa). J. Acoust. Soc. Am., 132(1):282–294, 2012.

[226] S. Carlile, C. Jin, and V. Van Raad. Continuous virtual auditory space using HRTF

interpolation: Acoustic and psychophysical errors. In 1st Pacific-Rim Conf. on

Multimedia, pages 220–223. IEEE, 2000.

[227] J. Chen, B. Veen, and K. Hecox. Synthesis of 3D virtual auditory space via a spatial



References 135

feature extraction and regularization model. In Virtual Reality Annual Int. Symp.,

pages 188–193. IEEE, 1993.

[228] F. Keyrouz and K. Diepold. A Rational Hrtf Interpolation Approach for Fast Syn-

thesis of Moving Sound. In IEEE 12th Digital Signal Process. Workshop 4th Signal

Process. Educ. Workshop, pages 222–226, 2006.

[229] Jiashu Chen, Barry D. Van Veen, and K. E. Hecox. A spatial feature extraction and

regularization model for the head-related transfer function. J. Acoust. Soc. Am.,

97:439 – 452, 1995.

[230] Lin Wang, Fuliang Yin, and Zhe Chen. Head-related transfer function interpolation

through multivariate polynomial fitting of principal component weights. Acoust.

Sci. Technol., 30(6):395–403, 2009.

[231] Ramani Duraiswami and Vikas Raykar. The manifolds of spatial hearing. In Int.

Conf. Acoust., Speech, Signal Process., volume 3, pages 285–288. IEEE, 2005.

[232] Joshua Tenenbaum, Vin De Silva, and John Langford. A global geometric framework

for nonlinear dimensionality reduction. Science, 290(5500):2319–2323, 2000.

[233] Laurens Van Der Maaten, Eric Postma, and Jaap Van den Herik. Dimensionality

reduction: A comparative. J. Mach. Learning Research, 10:66–71, 2009.

[234] Warren Torgerson. Multidimensional scaling: I. Theory and method. Psychome-

trika, 17(4):401–419, 1952.

[235] Lawrence Saul and Sam Roweis. Think globally, fit locally: Unsupervised learning

of low dimensional manifolds. J. Mach. Learning Research, 4:119–155, 2003.

[236] Elizaveta Levina and Peter Bickel. Maximum likelihood estimation of intrinsic di-

mension. In Advances in Neural Information Processing Systems, pages 777–784,

2004.

[237] Sam Roweis and Lawrence Saul. Nonlinear dimensionality reduction by locally linear

embedding. Science, 290(5500):2323–2326, 2000.

[238] Mikhail Belkin and Partha Niyogi. Laplacian eigenmaps and spectral techniques for

embedding and clustering. In NIPS, volume 14, pages 585–591, 2001.

[239] John C. Middlebrooks. Individual differences in external-ear transfer functions re-

duced by scaling in frequency. J. Acoust. Soc. Am., 106(3):1480–1492, 1999.

[240] Ik Lim, Pablo de Heras Ciechomski, Sofiane Sarni, and Daniel Thalmann. Planar

arrangement of high-dimensional biomedical data sets by isomap coordinates. In

IEEE Symp. Comput.-Based Medical Syst., pages 50–55, 2003.

[241] Odest Jenkins and Maja Mataric. Deriving action and behavior primitives from



References 136

human motion data. In Int. Conf. Intelligent Robots and Syst., pages 2551–2556.

IEEE, 2002.

[242] G. Romigh, D. Brungart, R. Stern, and B. Simpson. Efficient Real Spherical Har-

monic Representation of Head-Related Transfer Functions. IEEE J. Sel. Top. Signal

Process., 9(5):921–930, 2015.

[243] Yoshua Bengio, Jean-François Paiement, Pascal Vincent, Olivier Delalleau, Nico-

las Le Roux, and Marie Ouimet. Out-of-sample extensions for lle, isomap, mds,

eigenmaps, and spectral clustering. In Advances in Neural Information Processing

Systems, volume 16, pages 177–184. NIPS Foundation, 2004.

[244] W. Zhixin and C. Cheung-Fat. Continuous Function Modeling of Head-Related

Impulse Response. IEEE Signal Process. Lett., 22(3):283–287, March 2015.

[245] W. Michael Brown, Shawn Martin, Sara N. Pollock, Evangelos A. Coutsias, and

Jean-Paul Watson. Algorithmic dimensionality reduction for molecular structure

analysis. J. Chem. Phys., 129(6):064118, 2008.

[246] Felipe Grijalva, Luiz Martini, Siome Goldenstein, and Dinei Florencio.

Anthropometric-based customization of head-related transfer functions using

Isomap in the horizontal plane. In Proc. IEEE Int. Conf. Acoust., Speech, Sig-

nal Process., pages 4473–4477, 2014.

[247] Elizabeth M. Wenzel, Marianne Arruda, Doris J. Kistler, and Frederic L. Wightman.

Localization using nonindividualized head-related transfer functions. J. Acoust. Soc.

Am., 94(1):111–123, 1993.

[248] Martin Pollow, Bruno Masiero, Pascal Dietrich, Janina Fels, and Michael Vorländer.

Fast measurement system for spatially continuous individual HRTFs. In Audio

Engineering Society Conference: UK 25th Conference: Spatial Audio in Today’s 3D

World. Audio Engineering Society, 2012.

[249] Michele Geronazzo, Simone Spagnol, and Federico Avanzini. Mixed structural mod-

eling of head-related transfer functions for customized binaural audio delivery. In

Digital Signal Processing (DSP), 2013 18th International Conference on, pages 1–8.

IEEE, 2013.

[250] Makoto Otani and Shiro Ise. Fast calculation system specialized for head-related

transfer function based on boundary element method. J. Acoust. Soc. Am.,

119(5):2589–2598, 2006.

[251] Kimberly J. Fink and Laura Ray. Individualization of head related transfer functions

using principal component analysis. Appl. Acoust., 87:162–173, 2015.

[252] Kazuhiko Yamamoto and Takeo Igarashi. Fully Perceptual-Based 3D Spatial Sound



References 137

Individualization with an Adaptive Variational AutoEncoder. ACM Trans Graph,

2017.

[253] Yuancheng Luo, Dmitry N. Zotkin, and Ramani Duraiswami. Virtual autoencoder

based recommendation system for individualizing head-related transfer functions. In

2013 IEEE Workshop on Applications of Signal Processing to Audio and Acoustics,

pages 1–4. IEEE, 2013.
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