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#### Abstract

We present an analysis of the work performed on a system of interest that is kept thermally isolated during the switching of a control parameter. We show that there exists, for a certain class of systems, a finite-time family of switching protocols for which the work is equal to the quasistatic value. These optimal paths are obtained within linear response for systems initially prepared in a canonical distribution. According to our approach, such protocols are composed of a linear part plus a function which is odd with respect to time reversal. For systems with one degree of freedom, we claim that these optimal paths may also lead to the conservation of the corresponding adiabatic invariant. This points to an interesting connection between work and the conservation of the volume enclosed by the energy shell. To illustrate our findings, we solve analytically the harmonic oscillator and present numerical results for certain anharmonic examples.
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## I. INTRODUCTION

The accumulated and organized knowledge that we call thermodynamics has been one of the main pillars of our physical understanding of the world around us. However, the only processes that are fully describable by means of classical thermodynamics are quasistatic ones, i.e., processes which are a succession of equilibrium states [1]. On the other hand, real thermodynamic processes happen in finite time [2-4] and hence drive the system out of equilibrium. In this case, the second law imposes certain limits to the energy exchange between a system of interest and an external agent. How to get as close as possible to the minimal energetic cost of driving a system from one state to another in finite time remains then a crucial question. Thus, it is very desirable to develop a general method to solve such optimization problem.

Thermodynamic processes can be performed under different constraints. The system of interest can be kept, for instance, in contact with a heat bath during the time interval its externally controlled parameter is switched. In this situation, the minimal energetic cost is equal to the difference of Helmholtz free energies. Thereby, one of the many applications of such optimal finite-time processes is the estimation of free-energy differences [5-10]. A major breakthrough in this problem was achieved by Jarzynski [11] and Crooks [12]. Through their results, finite-time processes can be used without leading to a biased estimation [13,14]. Nevertheless, one needs to sample extremely rare events in order to have reliable estimates [15]. Besides, different demands for better efficiency in finite time have increased the interest on optimal control of thermodynamic systems [16-24].

There are, at the moment, two main ways of finding optimal finite-time processes under isothermal conditions: stochastic models [25-27] and linear response theory [28-31]. The results obtained so far within the stochastic approach show intriguing, interesting, and not well understood features which appear only for sufficiently fast processes. On the other hand, the linear response approach provides an analytical

[^0]treatment of a broader class of systems, although limited to quasiequilibrium processes. In the context of thermally isolated systems, the analysis of optimal paths has followed along the same lines as the stochastic approach for isothermal processes [32]. However, an analytical description through stochastic methods is very restricted to linear systems and leaves open questions about what happens in the nonlinear case.

In the present work, we study the problem of finding optimal finite-time processes in thermally isolated systems via linear response theory. We focus on the regime in which the variation of the externally controlled parameter is small but has arbitrary speed. In Sec. II, we derive an expression for the excess work [29,33,34], i.e., a quantity that characterizes the energetic cost along a given process. In Secs. III and IV, this expression is employed to explain the numerical results of simple linear and nonlinear systems. The results obtained show unexpected features from the point of view of usual thermodynamic wisdom. In Sec. V, we connect the excess work to the adiabatic invariant, suggesting that every time the former vanishes the latter is conserved. We summarize and conclude in Secs. VI and VII.

## II. THERMALLY ISOLATED SYSTEMS AND THE EXCESS WORK

Let us consider the following setup: first, we keep our system of interest in contact with a heat bath until its relaxation to the Boltzmann-Gibbs distribution,

$$
\begin{equation*}
\rho_{e q}\left(\boldsymbol{\Gamma} ; \lambda_{0}\right)=\exp \left[-\beta \mathcal{H}\left(\boldsymbol{\Gamma} ; \lambda_{0}\right)\right] / \mathcal{Z}\left(\beta, \lambda_{0}\right) \tag{1}
\end{equation*}
$$

where $\Gamma$ is a point in phase space, $\beta=\left(k_{B} T\right)^{-1}$, with $T$ and $k_{B}$ being the temperature of the heat bath and the Boltzmann constant, respectively. The quantity $\mathcal{Z}\left(\beta, \lambda_{0}\right)$ denotes the partition function of the system given by $\mathcal{Z}\left(\beta, \lambda_{0}\right)=$ $\int d \boldsymbol{\Gamma} \exp \left[-\beta \mathcal{H}\left(\boldsymbol{\Gamma} ; \lambda_{0}\right)\right]$ and $\lambda_{0}$ is the initial value of our control parameter $\lambda$. Second, the system is decoupled from the reservoir and kept thermally isolated while the external agent switches $\lambda$ from $\lambda_{0}$ to $\lambda_{f}$ according to a given protocol (see Fig. 1). We express the protocol $\lambda(t)$ as follows:

$$
\begin{equation*}
\lambda(t)=\lambda_{0}+\delta \lambda g(t) \tag{2}
\end{equation*}
$$



FIG. 1. (Color online) Schematic representation of a given protocol $\lambda(t)$ performed by the external agent while the system is kept thermally isolated.
where $g(t)$ is such that $g\left(t_{0}\right)=0$ and $g\left(t_{f}\right)=1$. Thus, the variation in $\lambda$ in the time interval $\tau \equiv t_{f}-t_{0}$ is $\delta \lambda=\lambda_{f}-\lambda_{0}$.

If we consider just a single realization of the protocol $\lambda(t)$, the probability of reaching the value $\mathcal{W}$ of the work performed is given by $\mathcal{P}(\mathcal{W})=\left\langle\delta\left(\mathcal{W}-\mathcal{W}\left[\Gamma_{t}\right]\right)\right\rangle$, where $\boldsymbol{\Gamma}_{t}$ is a given trajectory in phase space [35]. This means that $\mathcal{P}(\mathcal{W})$ can be calculated from an average over all the possible trajectories or realizations [11]. The thermodynamic work then reads

$$
\begin{equation*}
W=\int_{-\infty}^{\infty} d \mathcal{W} \mathcal{P}(\mathcal{W}) \mathcal{W} \tag{3}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
W=\int_{t_{0}}^{t_{f}} d t \frac{d \lambda}{d t} \frac{\overline{\partial \mathcal{H}}}{\partial \lambda} \tag{4}
\end{equation*}
$$

where $\bar{A}$ denotes the nonequilibrium average of the observable $A$.

Assuming that $\left|\delta \lambda g(t) / \lambda_{0}\right| \ll 1$ for $t_{0} \leqslant t \leqslant t_{f}$, we can treat the effects of the generalized force $\partial \mathcal{H} / \partial \lambda$ perturbatively. In other words, once our system of interest is described by a Hamiltonian $\mathcal{H}[\lambda(t)]$, we can expand it in powers of $\delta \lambda$ as follows:

$$
\begin{equation*}
\mathcal{H}[\lambda(t)]=\mathcal{H}\left(\lambda_{0}\right)+\delta \lambda g(t) \frac{\partial \mathcal{H}}{\partial \lambda}+O(2) \tag{5}
\end{equation*}
$$

Therefore, the nonequilibrium average of the generalized force can be calculated by means of linear response theory $[36,37]$. It reads

$$
\begin{equation*}
\frac{\overline{\partial \mathcal{H}}}{\partial \lambda}(t)=\left\langle\frac{\partial \mathcal{H}}{\partial \lambda}\right\rangle_{0}+\chi_{0}^{\infty} \delta \lambda g(t)-\delta \lambda \int_{t_{0}}^{t} d s \phi_{0}(t-s) g(s) \tag{6}
\end{equation*}
$$

where $\langle\cdot\rangle_{0}$ denotes an average on the initial ensemble, given by Eq. (1), and the subscript refers to the value $\lambda_{0}$. The second term in the right-hand side of Eq. (6) describes the instantaneous response, which is due to $\partial \mathcal{H} / \partial \lambda$ being a function of the external control $\lambda$ [36,37]. In particular, we
have

$$
\begin{equation*}
\chi_{0}^{\infty}=\left\langle\frac{\partial^{2} \mathcal{H}}{\partial \lambda^{2}}\right\rangle_{0} \tag{7}
\end{equation*}
$$

The second term describes the delayed response and $\phi_{0}(t)$ is the so-called response function. It will be convenient to express it in terms of the relaxation function, $\Psi_{0}(t)[36,37]$. This can be done as follows:

$$
\begin{equation*}
\phi_{0}(t)=-\frac{d \Psi_{0}}{d t}(t)=-\beta \frac{d}{d t}\left[C_{0}(t)-\mathcal{C}\right] \tag{8}
\end{equation*}
$$

where $C_{0}(t)=\langle A(0) A(t)\rangle_{0}$ is the correlation function of $A=$ $\partial \mathcal{H} / \partial \lambda$ and the constant $\mathcal{C}$ is given by [37]

$$
\begin{equation*}
\mathcal{C}=\lim _{\epsilon \rightarrow 0} \epsilon \int_{0}^{\infty} d t e^{-\epsilon t} C_{0}(t) \tag{9}
\end{equation*}
$$

Therefore, Eq. (6) can be rewritten after an integration by parts as

$$
\begin{align*}
\frac{\overline{\partial \mathcal{H}}}{\partial \lambda}(t)= & \left\langle\frac{\partial \mathcal{H}}{\partial \lambda}\right\rangle_{0}-\delta \lambda \tilde{\Psi}_{0}(0) g(t) \\
& +\left.\delta \lambda \int_{0}^{t-t_{0}} d u \Psi_{0}(u) \frac{d g}{d t^{\prime}}\right|_{t^{\prime}=t-u} \tag{10}
\end{align*}
$$

where $\tilde{\Psi}_{0} \equiv \Psi_{0}(0)-\chi_{0}^{\infty}$. Finally, substituting Eq. (10) in expression (4), we obtain

$$
\begin{align*}
W= & \delta \lambda\left\langle\frac{\partial \mathcal{H}}{\partial \lambda}\right\rangle_{0}-\frac{(\delta \lambda)^{2}}{2} \tilde{\Psi}_{0}(0) \\
& +(\delta \lambda)^{2} \int_{t_{0}}^{t_{f}} d t \frac{d g}{d t} \int_{t_{0}}^{t} d t^{\prime} \Psi_{0}\left(t-t^{\prime}\right) \frac{d g}{d t^{\prime}} \tag{11}
\end{align*}
$$

using the boundary conditions for $g(t)$. The first two terms of the previous expression do not depend on the protocol $g(t)$. Indeed, it can be verified (see Appendix B) that they are the first terms of the series expansion of the quasistatic work for $\delta \lambda / \lambda_{0} \ll 1$. The last term clearly depends on $g(t)$ and therefore represents the excess work $[29,33,34]$. Since $\Psi_{0}(-t)=\Psi_{0}(t)$ [see Eq. (8)], we obtain

$$
\begin{equation*}
W_{\mathrm{exc}}=\frac{(\delta \lambda)^{2}}{2} \int_{0}^{1} d u \int_{0}^{1} d u^{\prime} \dot{g}(u) \Psi_{0}\left[\tau\left(u-u^{\prime}\right)\right] \dot{g}\left(u^{\prime}\right), \tag{12}
\end{equation*}
$$

where $\dot{g}(u)$ and $\dot{g}\left(u^{\prime}\right)$ denote the derivatives with respect to $u \equiv\left(t-t_{0}\right) / \tau$ and $u^{\prime} \equiv\left(t^{\prime}-t_{0}\right) / \tau$, respectively.

In summary, linear response expresses the total work as a sum of two contributions. One is independent of the particular process and is identical to what would be obtained in the quasistatic limit, i.e., the quasistatic work. The other is therefore interpreted as the additional amount of energy that the external agent has to pump into the system in a finite-time process. What we call excess work here is therefore defined as $W_{\text {exc }} \equiv W-W_{q s}$, where $W_{q s}$ is the quasistatic work. Thus, we expect that Eq. (12) goes to zero asymptotically as the quasistatic limit is approached.

## III. EXCESS WORK FOR AN EXACTLY SOLVABLE MODEL

We shall apply now the expression of Eq. (12) to the one-dimensional harmonic oscillator, which is a completely solvable model that allows us to check the accuracy of the linear response expression of the excess work. Therefore, we will consider that the dynamics of our system of interest is given by the following time-dependent Hamiltonian:

$$
\begin{equation*}
\mathcal{H}[\lambda(t)]=\frac{p^{2}}{2}+\lambda(t) \frac{x^{2}}{2}, \tag{13}
\end{equation*}
$$

which can model, for example, the motion of a colloidal particle in an optical trap [38].

From the solution of Hamilton's equations for $\lambda=\lambda_{0}$, we can calculate the relaxation function exactly. According to Eq. (8), we first need to obtain the correlation function $C_{0}(t)$,

$$
\begin{equation*}
C_{0}(t)=\left\langle\frac{x^{2}(0)}{2} \frac{x^{2}(t)}{2}\right\rangle_{0}=\frac{2 \cos ^{2}\left(\omega_{0} t\right)+1}{4 \beta^{2} \lambda_{0}^{2}} \tag{14}
\end{equation*}
$$

where $\omega_{0}^{2} \equiv \lambda_{0}$ since the mass was set equal to one in Eq. (13). The next step is to calculate the constant $\mathcal{C}$. From Eqs. (9) and (14), we obtain $\mathcal{C}=2 /\left(4 \beta^{2} \lambda_{0}^{2}\right)$. Finally, the relaxation function reads

$$
\begin{equation*}
\Psi_{0}(t)=\frac{\cos \left(2 \omega_{0} t\right)}{4 \beta \lambda_{0}^{2}}=\Psi_{0}(0) \cos \left(2 \omega_{0} t\right) \tag{15}
\end{equation*}
$$

where $\Psi_{0}(0) \equiv(\beta / 2)\left[\left\langle x^{4}(0) / 4\right\rangle_{0}-\left\langle x^{2}(0) / 2\right\rangle_{0}^{2}\right]$. Although it is a bit misleading to call Eq. (15) a relaxation function, we will see next that it leads to a reasonable thermodynamic behavior of $W_{\text {exc }}[33,34]$.

Substituting Eq. (15) into (12) and using the linear protocol $g(t)=\left(t-t_{0}\right) / \tau$, we obtain

$$
\begin{equation*}
W_{\mathrm{exc}}(\tau)=\frac{1}{8 \beta}\left(\frac{\delta \lambda}{\lambda_{0}}\right)^{2} \frac{\sin ^{2}\left(\omega_{0} \tau\right)}{\left(\omega_{0} \tau\right)^{2}} \tag{16}
\end{equation*}
$$

This expression goes to zero in the quasistatic limit, $\tau \rightarrow \infty$, and has its maximum value when $\tau \rightarrow 0$. Figure 2 shows a comparison between Eq. (16) and numerical simulations. The agreement is very good for $\delta \lambda / \lambda_{0}=0.1$. Nevertheless, our linear response expression already deviates considerably for $\delta \lambda / \lambda_{0}=0.5$.

A very striking prediction of Eq. (16) is that $W_{\text {exc }}$ can be zero for specific finite values of $\tau$. In other words, there are finite switching times for which the total work is equal to the quasistatic value. These particular values of $\tau$ can be obtained directly from Eq. (16): whenever $\omega_{0} \tau=l \pi$, with $l$ integer, we have $W_{\text {exc }}=0$. This means that already for $\tau$ equal to half of the natural period of oscillations, $2 \pi / \omega_{0}$, the system can be driven as if the process was a quasistatic one. The possibility of achieving the quasistatic value of the work performed in a finite-time process was pointed out before in Ref. [32], though without addressing the dependence of the excess work on the switching time. In Fig. 2, the numerical value of $W_{\text {exc }}$ is obtained after subtracting from $W$ the exact value of the quasistatic work $W_{q s}$,

$$
W_{q s}=\frac{1}{\beta}\left[\left(\frac{\lambda_{f}}{\lambda_{0}}\right)^{1 / 2}-1\right] .
$$



FIG. 2. (Color online) Comparison between numerical calculations (blue circles) and Eq. (16) (dashed line) for (a) $\delta \lambda / \lambda_{0}=0.1$ and (b) $\delta \lambda / \lambda_{0}=0.5$. We used $10^{6}$ initial conditions to calculate the work for each value of the switching time $\tau$.

More details about the previous expression for $W_{q s}$ can be found in Appendix B. Finally, we point out that the inset of Fig. 2(b) indicates that the minima of $W_{\text {exc }}$ are lifted as $\delta \lambda / \lambda_{0}$ increases. This effect is clearly beyond our linear response approach.

These results tell us that a simple linear protocol can be optimal if we choose the value of $\tau$ carefully. Besides, our linear response expression predicts that this happens only for specific finite values of $\tau$. Among the many interesting questions that arise from these remarks, we will focus now on the following: Is this a special feature of the linear driving? To investigate that, we will compare analytical and numerical results for different nonlinear protocols. Let us consider, for instance, a quadratic, $g(t)=\left[\left(t-t_{0}\right) / \tau\right]^{2}$, and an exponential, $g(t)=\left(1-e^{-\left(t-t_{0}\right) / \tau}\right) /\left(1-e^{-1}\right)$, protocol. The results are shown in Fig. 3. The agreement is again very good and $W_{\text {exc }}$ goes to zero in the quasistatic limit. In contrast to what happens for the linear driving, our analytical results predict that $W_{\text {exc }}$ never vanishes in finite time for the nonlinear protocols considered. This can be explicitly checked, for instance, for the quadratic protocol, whose expression for $W_{\text {exc }}$ reads

$$
\begin{equation*}
W_{\mathrm{exc}}=\frac{1}{8 \beta}\left(\frac{\delta \lambda}{\lambda_{0}}\right)^{2} \frac{\left[\left(\omega_{0} \tau\right)^{2}-\omega_{0} \tau \sin \left(2 \omega_{0} \tau\right)+\sin ^{2}\left(\omega_{0} \tau\right)\right]}{\left(\omega_{0} \tau\right)^{4}} \tag{18}
\end{equation*}
$$

Nevertheless, Fig. 3 shows that $W_{\text {exc }}$ does have finite-time minima in these cases.

It has been shown in the literature [32] that there exists indeed a highly degenerate family of finite-time nonlinear protocols for which the work performed is equal to the


FIG. 3. (Color online) Comparison between numerical calculations (dashed line) and Eq. (16) (blue circles) for the (a) quadratic, $g(t)=\left(t-t_{0} / \tau\right)^{2}$, and the (b) exponential, $g(t)=(1-$ $\left.e^{-\left(t-t_{0}\right) / \tau}\right) /\left(1-e^{-1}\right)$, protocols. In both cases, $\delta \lambda / \lambda_{0}=0.1$. We used $10^{6}$ initial conditions to calculate the work for each value of the switching time $\tau$.
quasistatic one. In what follows, we will show how to obtain such protocols analytically from our linear response approach.

First, we use the fact that, for $g(t)=\left(t-t_{0}\right) / \tau$, we do observe zeros of $W_{\text {exc }}$ in finite time. Second, it can be easily verified that the Fourier series of the linear protocol has no cosine coefficients in the interval $t_{0} \leqslant t \leqslant t_{f}$. Therefore, we wonder what happens to $W_{\text {exc }}$ if we perform a protocol given by a linear part plus a sine function such that the boundary conditions $g\left(t_{0}\right)=0$ and $g\left(t_{f}\right)=1$ are preserved. In other words, we ask ourselves whether the protocol

$$
\begin{equation*}
g(t)=\frac{t-t_{0}}{\tau}+a \sin \left[\kappa \pi \frac{\left(t-t_{0}\right)}{\tau}\right], \tag{19}
\end{equation*}
$$

where $\kappa$ is an integer and $a$ is an arbitrary real number, leads to zeros of $W_{\text {exc }}$. Some examples of these functions can be seen in Fig. 4.

We show in Fig. 5 the comparison between analytical and numerical calculation of $W_{\text {exc }}$ using the protocol given by Eq. (19). These results show two additional features compared to those in Fig. 2: the first zero of $W_{\text {exc }}$ occurs at shorter times and there is a constructive resonance for a specific value of $\tau$. These features can be better explained if, using Eq. (15), we rewrite Eq. (12) as

$$
\begin{align*}
W_{\mathrm{exc}} \propto & {\left[\int_{0}^{1} d u \dot{g}(u) \cos \left(2 \omega_{0} \tau u\right)\right]^{2} } \\
& +\left[\int_{0}^{1} d u \dot{g}(u) \sin \left(2 \omega_{0} \tau u\right)\right]^{2} \tag{20}
\end{align*}
$$



FIG. 4. Examples of the family of protocols given by Eq. (19) for $\kappa=0$ (solid line), $\kappa=4$ (dashed line), and $\kappa=2$ (dotted line). We fixed $a$ equal to one.

Therefore, to have $W_{\text {exc }}=0$, we demand that

$$
\begin{align*}
& \int_{0}^{1} d u \dot{g}(u) \cos \left(2 \omega_{0} \tau u\right)=0,  \tag{21a}\\
& \int_{0}^{1} d u \dot{g}(u) \sin \left(2 \omega_{0} \tau u\right)=0, \tag{21b}
\end{align*}
$$



FIG. 5. (Color online) $W_{\text {exc }}$ for the protocols (a) $g(t)=(t-$ $\left.t_{0}\right) / \tau+\sin \left[2 \pi\left(t-t_{0}\right) / \tau\right]$ and (b) $g(t)=\left(t-t_{0}\right) / \tau+\sin [4 \pi(t-$ $\left.\left.t_{0}\right) / \tau\right]$. Analytical and numerical results are represented by dashed lines and blue circles, respectively. We used $\delta \lambda / \lambda_{0}=0.1$ and $10^{6}$ initial conditions.
or, equivalently,

$$
\begin{equation*}
z \equiv \int_{0}^{1} d u \dot{g}(u) e^{2 i \omega_{0} \tau u}=0 \tag{21c}
\end{equation*}
$$

By inserting the protocol of Eq. (19) in the expression for $z$ and solving the integral, we obtain

$$
\begin{align*}
z= & 2 i \omega_{0} \tau\left\{\frac{1-\cos \left(2 \omega_{0} \tau\right)}{\left(2 \omega_{0} \tau\right)^{2}}+a \pi \kappa \frac{\left[1-\cos (\kappa \pi) \cos \left(2 \omega_{0} \tau\right)\right]}{\left(2 \omega_{0} \tau\right)^{2}-(\kappa \pi)^{2}}\right\} \\
& +2 \omega_{0} \tau\left[\frac{\sin \left(2 \omega_{0} \tau\right)}{\left(2 \omega_{0} \tau\right)^{2}}+a \pi \kappa \frac{\cos (\kappa \pi) \sin \left(2 \omega_{0} \tau\right)}{\left(2 \omega_{0} \tau\right)^{2}-(\kappa \pi)^{2}}\right] \tag{22}
\end{align*}
$$

We conclude that the real and imaginary parts of $z$ can be zero simultaneously if $\kappa$ is even and $2 \omega_{0} \tau=2 \pi l$, with $l$ integer, independently of the value of $a$. This condition predicts that the first zero would occur for $\omega_{0} \tau=\pi$ unless $\kappa=2$. However, we see in Fig. 5 that the position of the very first minima of $W_{\text {exc }}$ does not follow this prediction. This is so because there is a second kind of zero that does depend on the value of $a$. As before, we demand that real and imaginary parts of $z$ vanish, but now for the same value of $a$. We obtain then

$$
\begin{equation*}
\omega_{0} \tau=\frac{(\kappa \pi / 2)}{(1+\kappa \pi a)^{1 / 2}} . \tag{23}
\end{equation*}
$$

For $\kappa=2$ and $a=1$, Eq. (23) leads to $\omega_{0} \tau \approx 1.2$, in agreement with Fig. 5(a). For $\kappa=4$ and $a=1$, there are two zeros before the resonant peak, with the first one at $\omega_{0} \tau \approx 1.7$, due to the value of $a$, and the second one at $\omega_{0} \tau=\pi$. Hence, we can obtain zeros of $W_{\text {exc }}$ at arbitrarily short times by choosing the values of $a$ appropriately. Nevertheless, for $a$ negative, we are limited by the square root in Eq. (23). Figure 6(b) shows what happens to $W_{\text {exc }}$ when we perform the protocol of Eq. (19) with $a=-1$ and $\kappa=2$. As opposed to Fig. 5(a), the zeros of $W_{\text {exc }}$ in Fig. 6(b) do not depend on a. Although the results in Fig. 6(a) show very pronounced minima, linear response predicts that there are no finite-time zeros of $W_{\text {exc }}$ in this case.

This analysis of $W_{\text {exc }}$ has interesting consequences. If we add to the protocol presented in Eq. (19) an arbitrary number of sine functions with arbitrary coefficients and even values of $\kappa$, we still obtain zeros when $\omega_{0} \tau=l \pi$. This sum of sinusoidal terms can be understood as the Fourier series of a function whose values at $t=t_{0}$ and $t=t_{f}$ are zero and which is $o d d$ with respect to a change of $\left(t-t_{0}\right)$ by $\tau-\left(t-t_{0}\right)$. This property is illustrated in Fig. 7. Therefore, we conclude that any function that vanishes at $t_{0}$ and $t_{f}$ and is odd with respect to time reversal leads to the above-mentioned zeros of $W_{\text {exc }}$ when added to the linear protocol. For instance, the following family of polynomials:

$$
\begin{equation*}
f_{k}(t)=\epsilon\left\{\frac{1-2\left[\left(t-t_{0}\right) / \tau\right]}{2^{2 k+1}}+\left(\frac{t-t_{0}}{\tau}-\frac{1}{2}\right)^{2 k+1}\right\} \tag{24}
\end{equation*}
$$

where $k$ is an integer and $\epsilon= \pm 1$, has such property, as illustrated in Fig. 8. For $\kappa=1$, the sinusoidal term of Eq. (19) is not odd with respect to time reversal.


FIG. 6. (Color online) $W_{\text {exc }}$ for the protocol (19) with (a) $\kappa=1$ and $a=1$ and (b) $\kappa=2$ and $a=-1$. Analytical and numerical results are represented by dashed lines and blue circles, respectively. We used $\delta \lambda / \lambda_{0}=0.1$ and $10^{5}$ initial conditions.

## IV. NONLINEAR SYSTEMS

The linear response expression (12) depends strongly on the behavior of a specific autocorrelation function. For the system (13), this function oscillates indefinitely when the dynamics is time independent. This is a special feature of linear systems whose observables have frequencies of oscillations which are independent of the energy. In contrast, the dynamics of nonlinear systems, as

$$
\begin{equation*}
\mathcal{H}[\lambda(t)]=\frac{p^{2}}{2}+\lambda(t) \frac{x^{4}}{2} \tag{25a}
\end{equation*}
$$



FIG. 7. (Color online) Sinusoidal terms, $\sin \left[\kappa \pi\left(t-t_{0}\right) / \tau\right]$, for $\kappa=2$ (solid line) and $\kappa=4$ (dotted line), and $-\sin \left[\kappa \pi\left(t-t_{0}\right) / \tau\right]$ for $\kappa=4$ (dashed line).


FIG. 8. Examples of the polynomials given by Eq. (24) for $k=1$ and $\epsilon=+1$ (dotted line), $k=2$ and $\epsilon=+1$ (dashed line), $k=1$ and $\epsilon=-1$ (solid line), and $k=2$ and $\epsilon=-1$ (dash-dotted line).
and

$$
\begin{equation*}
\mathcal{H}[\lambda(t)]=\frac{p^{2}}{2}+\lambda(t) \frac{x^{6}}{6} \tag{25b}
\end{equation*}
$$

present frequencies of oscillations which are energy dependent. Thus, correlation functions are oscillatory only when initial conditions are sampled from a single energy shell. Otherwise, a decay is observed due to the incommensurability of the superposed oscillations from different energy shells. Figure (9) shows an example of this for the system given in Eq. (25a).

In this section, we argue that the previous analysis of $W_{\text {exc }}$ can be extended to one-dimensional anharmonic oscillators. In particular, we want to investigate the behavior of $W_{\text {exc }}$ when systems (25a) and (25b) are driven by the protocols discussed in the previous section. As shown in Fig. 9, the relevant correlation function of system (25a) has well-defined oscillations for short times. For the sake of clarity, let us assume


FIG. 9. Numerical calculation of $\left\langle x^{4}(0) x^{4}(t)\right\rangle_{0} / 4$ for the oscillator (25a) with time-independent $\lambda$ equal to $\lambda_{0}$. Initial conditions were sampled according to a Boltzmann-Gibbs distribution with $\lambda_{0}=1$. The period of oscillations $T_{A}$ is approximately equal to 1.74 in arbitrary units. We used $10^{6}$ initial conditions.
for a moment that these oscillations last indefinitely with a period $T_{A}$. In this case, we can replace the actual $\Psi_{0}(t)$ by its Fourier series in the interval $\left[-T_{A} / 2, T_{A} / 2\right]$,

$$
\begin{equation*}
\Psi_{0}(t)=\Psi_{0}(0) \sum_{n=1}^{\infty} a_{n} \cos \left(n \omega_{A} t\right) \tag{26}
\end{equation*}
$$

recalling that $\Psi_{0}(-t)=\Psi_{0}(t)$. The $a_{n}$ are the Fourier coefficients and $\omega_{A} \equiv 2 \pi / T_{A}$ [according to Eq. (8), $\Psi_{0}(t)$ would oscillate around zero implying that the coefficient $a_{0}$ is zero]. Substituting the previous expression into Eq. (12), we have

$$
\begin{align*}
W_{\mathrm{exc}}= & \frac{(\delta \lambda)^{2}}{2} \Psi_{0}(0) \\
& \times \sum_{n=1}^{\infty} a_{k} \int_{0}^{1} d u \int_{0}^{1} d u^{\prime} \dot{g}(u) \cos \left[n \omega_{A} \tau\left(u-u^{\prime}\right)\right] \dot{g}\left(u^{\prime}\right) . \tag{27}
\end{align*}
$$

Analogously to Sec. III, Eq. (27) can be written as

$$
\begin{align*}
W_{\mathrm{exc}}= & \sum_{n=1}^{\infty} A_{n}\left\{\left[\int_{0}^{1} d u \dot{g}(u) \cos \left(n \omega_{A} \tau u\right)\right]^{2}\right. \\
& \left.+\left[\int_{0}^{1} d u \dot{g}(u) \sin \left(n \omega_{A} \tau u\right)\right]^{2}\right\} \tag{28}
\end{align*}
$$

where $A_{n}=\left[(\delta \lambda)^{2} / 2\right] \Psi_{0}(0) a_{n}$. This expression for the excess work vanishes if, for instance, each term of the sum is zero for the same value of $\tau$. To verify this possibility, we check under what conditions

$$
\begin{equation*}
z_{A} \equiv \int_{0}^{1} d u \dot{g}(u) e^{i n \omega_{A} \tau u}=0 \tag{29}
\end{equation*}
$$

Using the protocol of Eq. (19), the quantity $z_{A}$ reads

$$
\begin{align*}
z_{A}= & \operatorname{in} \omega_{A} \tau\left\{\frac{1-\cos \left(n \omega_{A} \tau\right)}{\left(n \omega_{A} \tau\right)^{2}}\right. \\
& \left.+a \pi \kappa \frac{\left[1-\cos (\kappa \pi) \cos \left(n \omega_{A} \tau\right)\right]}{\left(n \omega_{A} \tau\right)^{2}-(\kappa \pi)^{2}}\right\} \\
& +n \omega_{A} \tau\left[\frac{\sin \left(n \omega_{A} \tau\right)}{\left(n \omega_{A} \tau\right)^{2}}+a \pi \kappa \frac{\cos (\kappa \pi) \sin \left(n \omega_{A} \tau\right)}{\left(n \omega_{A} \tau\right)^{2}-(\kappa \pi)^{2}}\right] . \tag{30}
\end{align*}
$$

Thus, for $\kappa$ even, there are zeros of $z_{A}$ whenever $n \omega_{A} \tau=2 \pi l_{n}$, with $l_{n}$ an integer, except for $2 l_{n}=\kappa$. Therefore, for $\kappa=0$, the smallest value of $\omega_{A} \tau$ that provides a zero of $z_{A}$ for all modes simultaneously is $2 \pi$. When $\kappa=2$, this zero is forbidden by the denominators in Eq. (30) and $\omega_{A} \tau=\pi$ is the first zero.

This prediction of the first minimum of $W_{\text {exc }}$ is in very good agreement with the numerical calculations shown in Fig. 10. However, it is based on a wrong assumption about the behavior of $\Psi_{0}(t)$. Introducing a small damping of oscillations, the Fourier transform of $\Psi_{0}(t)$ changes from a $\delta$-like peak at $\omega_{A}$ to a peak with a small width whose position is very close (but not exactly equal) to $\omega_{A}$. Therefore, instead of the representation given by Eq. (26), we would have the following one:

$$
\begin{equation*}
\Psi_{0}(t)=\Psi_{0}(0) \sqrt{\frac{2}{\pi}} \int_{0}^{\infty} d \omega \chi(\omega) \cos (\omega t) \tag{31}
\end{equation*}
$$



FIG. 10. (Color online) Numerical calculation of $W_{\text {exc }}$ for the anharmonic oscillator (25a) using (a) a linear protocol and (b) the protocol (19) with $\kappa=2$ and $a=1$. In both cases, $\delta \lambda / \lambda_{0}=0.1$ and we used $10^{6}$ initial conditions. The vertical dotted lines indicate the analytical prediction, (a) $\omega_{A} \tau=2 \pi$ and (b) $\omega_{A} \tau \approx 1.2$, of the first minimum.
where $\chi(\omega)$ is the cosine Fourier transform of $\Psi_{0}(t) / \Psi_{0}(0)$. It is not hard to see that by plugging the expression (31) into Eq. (12), we obtain an expression similar to (28) with the sum replaced by the integral over $\omega$ and the coefficient $A_{n}$ replaced by $(\sqrt{2 / \pi}) \chi(\omega)$. In this case, we have a continuous (but small) interval of frequencies that contribute to $W_{\text {exc }}$ instead of the discrete values $n \omega_{A}$. Then, we can think of a $z_{A}(\omega)$ given exactly by Eq. (30) with $n \omega_{A}$ replaced by $\omega$. To observe a zero in the excess work, $z_{A}(\omega)$ would have to be zero for all $\omega$ in a small vicinity of $\tilde{\omega}_{A}=\omega_{A}+\delta(\delta$ represents the small shift of the peak due to damping). However, due to the incommensurability of such frequencies, if $z_{A}\left(\tilde{\omega}_{A}\right)$ is exactly zero, it is certainly nonzero for $\omega$ around $\tilde{\omega}_{A}$. In other words, if $z_{A}\left(\tilde{\omega}_{A}\right)=0$, then $z_{A}(\omega) \approx 0$ for $\omega \approx \tilde{\omega}_{A}$, and a minimum of $W_{\text {exc }}$ arises. Therefore, our linear response approach predicts that $W_{\text {exc }}$ does not vanish in finite time for the family of protocols (19) when $\Psi_{0}(t)$ has damped oscillations.

As mentioned before, Fig. 10 illustrates the preceding discussion. The value of $W_{q s}$ was obtained analytically in Appendix B. Figure 10(a) shows a numerical calculation of $W_{\text {exc }}$ for the system given by expression (25a) using the linear protocol. We kept $\delta \lambda / \lambda_{0}=0.1$ so that our approach based on linear response theory is still valid. This numerical result shows that $W_{\text {exc }}$ has indeed minima and the position of the first one is very close to $\omega_{A} \tau=2 \pi$. The numerical calculation of $W_{\text {exc }}$ for the protocol given by Eq. (19) is shown in Fig. 10(b). It shows the same features we observe in Fig. 5 for the harmonic oscillator, including a minimum at very short time scales for


FIG. 11. (Color online) Numerical calculation of $W_{\text {exc }}$ for the anharmonic oscillator (25b) using the linear protocol and $\delta \lambda / \lambda_{0}=$ 0.1 . We used $10^{6}$ initial conditions. The inset shows a small region around $\tau=5.2$.
$\omega_{A} \tau \approx 1.2$. As discussed in Sec. III, this minimum is related to the value of $a$. For the system (25b), the numerical result is shown in Fig. 11 using the linear protocol. Although the excess work also approaches zero as for a finite $\tau$, we cannot distinguish between a minimum and a monotonic decay.

This analysis of $W_{\text {exc }}$ for the system (25a) shows how determinant is the behavior of the relaxation function. If correlations decay sufficiently fast, a crossover is observed in the behavior of $W_{\text {exc }}$. This can be easily verified using the phenomenological expression

$$
\begin{equation*}
\Psi(t)=\Psi_{0}(0) e^{-\alpha|t|}\left[\cos \left(\omega_{A} t\right)+\frac{\alpha}{\omega_{A}} \sin \left(\omega_{A}|t|\right)\right], \tag{32}
\end{equation*}
$$

where $\alpha$ and $\omega_{A}$ denote the decay rate and the frequency of oscillations, respectively. The excess work obtained for the linear protocol using Eqs. (32) and (12) is shown in Fig. 12 for different ratios of $\alpha / \omega_{A}$. As the decay rate increases, the minima disappear and $W_{\text {exc }}$ varies monotonically with $\tau$. We


FIG. 12. (Color online) Excess work, $\quad \mathcal{W}_{\text {exc }}=2 W_{\text {exc }} /$ $\left[(\delta \lambda)^{2} \Psi_{0}(0)\right]$, obtained from expression (32) for $\alpha / \omega_{A}=0.01$ (red dotted line), 0.1 (blue dashed line), and 0.3 (black solid line) using the linear protocol.
have verified the same sort of crossover when correlations decay as a power law.

## V. EXCESS WORK AND THE ADIABATIC INVARIANT

Motivated by the results of the previous sections, we argue here how the excess work is connected to an important quantity of time-dependent Hamiltonian systems, namely, the adiabatic invariant. Adiabatic invariants are approximate constants of motion of time-dependent systems perturbed by slowly varying parameters [39,40]. Generally, the perfect conservation of an adiabatic invariant $\Omega$ is reached only in the quasistatic limit. Besides, for systems with one degree of freedom, it is possible to estimate analytically the conservation of $\Omega$ with high accuracy [41]. For this class of systems, the results obtained previously show that it is indeed possible to have $W$ approximately or even exactly equal to $W_{q s}$ for finite values of switching time. Thus, it is reasonable to expect that the $\Omega$ is conserved (or almost conserved) at exactly those values of $\tau$ for which $W_{\text {exc }}$ vanishes (or has minima).

In what follows, we investigate the behavior of $\Delta \Omega \equiv$ $\Omega\left(t_{f}\right)-\Omega\left(t_{0}\right)$ for systems given by expressions (13) and (25a). The adiabatic invariant $\Omega$ of both oscillators is equal to the area enclosed by the energy shell and, according to Appendix A, it can be expressed in terms of the energy and $\lambda$ only. Therefore, for fixed values of $\lambda_{0}$ and $\lambda_{f}, \Delta \Omega$ depends exclusively on the initial and final energies as we change $\tau$. It is shown in Ref. [41] that if we sample initial conditions with the same value of energy, say $E_{0}$, and evolve the equations of motion of system (13) for an arbitrary time interval $\tau$ using a given protocol $\lambda(t)$, the distribution of final energies $E_{1}$ is such that

$$
\begin{align*}
\overline{\left(E_{1}-\overline{E_{1}}\right)^{2 m+1}} & =0  \tag{33a}\\
\overline{\left(E_{1}-\overline{E_{1}}\right)^{2 m}} & =\frac{(2 m+1)!!}{m!}\left(\overline{\left(\left(E_{1}-\overline{E_{1}}\right)^{2}\right.}\right)^{m} \tag{33b}
\end{align*}
$$

where $m$ is an integer and the overbar denotes an average on the distribution of $E_{1}$. Equations (33) show that any moment of this distribution can be written in terms of the averaged energy $\overline{E_{1}}$ and the variance $\mu^{2}=\overline{\left(E_{1}-\overline{E_{1}}\right)^{2}}$. Hence, there is an exact conservation of the adiabatic invariant whenever $\mu^{2}=0$ because the system would have evolved from a single energy shell to another. In the remainder of this section, we will compare numerical results of $\mu^{2}$ and $W_{\text {exc }}$ for both systems mentioned previously.

We see in Fig. 13 a clear agreement between the behaviors of $W_{\text {exc }}$ and $\mu^{2}$ for the harmonic oscillator. This result was obtained using a linear protocol. Furthermore, it is shown in Fig. 14 that agreement is also very good for protocols of the family (19). These results suggest that the finite-time zeros of $W_{\text {exc }}$ imply the conservation of $\Omega$. Conversely, we would like to have a proof that every time $\Omega$ is conserved in finite time, $W_{\text {exc }}$ vanishes. For the moment we only have numerical evidence that when the Hamiltonian (13) is driven by the family of protocols (19), $\Omega$ is conserved whenever $W_{\text {exc }}$ vanishes in finite time. We have observed this no matter the initial energy shell we start.

The connection between the adiabatic invariant and thermodynamic work was not mentioned in previous works about optimal paths in thermally isolated systems. Figure 15 suggests


FIG. 13. (Color online) Numerical calculations of $W_{\text {exc }}$ (blue dots) and $\mu^{2}$ (dashed line) for the harmonic oscillator (13) using the linear protocol. We fixed $\delta \lambda / \lambda_{0}=0.1$ and used $10^{6}$ initial conditions.


FIG. 14. (Color online) Comparison between the analytical prediction of $W_{\text {exc }}$ (dashed line) given by (12) and the numerical calculation of $\mu^{2}$ for the harmonic oscillator (13) using the protocol $g(t)=\left(t-t_{0}\right) / \tau+\sin \left[2 \pi\left(t-t_{0}\right) / \tau\right]$. We fixed $\delta \lambda / \lambda_{0}=0.1$ and used $10^{6}$ initial conditions.


FIG. 15. (Color online) Comparison between numerical calculations of $W_{\text {exc }}$ (squares) and $\mu^{2}$ (dashed line) for the anharmonic oscillator (25a) using the linear protocol. We fixed $\delta \lambda / \lambda_{0}=0.1$ and used $10^{6}$ initial conditions.


FIG. 16. (Color online) Energy distribution at the end of the linear protocol for system (25a). We have chosen $\omega_{A} \tau$ such that $\mu^{2}$ has its first zero at this value (see Fig. 15). Initial conditions were sampled from a single energy shell.
that such relation also exists for the anharmonic potential (25a). However, the zeros of $\mu^{2}$ do not imply the conservation of $\Omega$ in this case because Eqs. (33) do not apply [42,43], i.e., the vanishing of $\mu^{2}$ does not imply that all higher-order moments vanish too. This can be verified numerically, constructing the distribution of $E_{1}$ for the values of $\tau$ where $\mu^{2}$ vanishes. Figure 16 shows that this distribution does not have a single peak, indicating that at the end of the protocol there is not just one single value of $\Omega$.

## VI. DISCUSSION

As mentioned before, the existence of finite-time processes leading to $W_{\text {exc }}=0$ was first reported in Ref. [32] for thermally isolated systems. There, the authors claim the existence of highly degenerate protocols for which the work performed is equal to the quasistatic value. In the regime described by our linear response approach, we were able not only to confirm the existence of such protocols but to show that they must obey a certain symmetry. According to Sec. III, the optimal finite-time protocols we found are composed of two parts: a linear protocol plus a function which is odd with respect to time reversal. This symmetry embraces a much larger class of protocols than those of Ref. [32]. On the other hand, we have shown that these optimal protocols never lead to $W_{\text {exc }}=0$ for one-dimensional anharmonic oscillators. Instead, $W_{\text {exc }}$ has minima when such protocols are performed. The problem of $W_{\text {exc }}=0$ in finite time for nonlinear systems was addressed in Ref. [32] and has remained inconclusive. Unfortunately, our contribution to this problem is very restricted: we have shown that the family (19) does not lead to finite-time zeros of $W_{\text {exc }}$. Thus, our results do not exclude the existence of other families of optimal protocols.

The fact that $W_{\text {exc }}$, as a function of $\tau$, can have finite-time zeros or minima contradicts the usual intuition of a monotonic decay as the quasistatic limit is approached. At a first glance, this may be wrongly taken as an exclusive feature of systems with few degrees of freedom. However, Eq. (12) tells us that what really matters is the behavior of the relaxation function.

Therefore, we can infer from the analysis of the simple models presented here that this apparently peculiar thermodynamic behavior might also show up in the thermodynamic limit. This is the great advantage of our phenomenological approach. Indeed, it is well known that Eq. (32) can describe the decay of correlations of a large class of macroscopic systems [37]. Although we leave for a future work the study of more complex systems, we would like to briefly outline how the physics of Eq. (12) provides approximate solutions of the optimization problem in this case. If the relaxation function is known from computer simulations, then Eq. (12) tells us that we must find a $\dot{g}(u)$ such that the surface generated by $\Psi_{0}\left[\tau\left(u-u^{\prime}\right)\right] \dot{g}(u) \dot{g}\left(u^{\prime}\right)$ has the minimal volume inside the integration domain. In other words, from the knowledge of $\Psi_{0}(t)$, it is possible to find approximate optimal solutions by geometric inspection.

Another aspect of the nonmonotonic decay of $W_{\text {exc }}$ is worth mentioning. As the switching time goes to zero, our results approach the value $\beta\left(W_{j p}-W_{q s}\right)$ no matter the protocol we use. The quantity $W_{j p}$ represents the work performed when $\lambda$ is suddenly switched from $\lambda_{0}$ to $\lambda_{f}$ and its value is simply $\left\langle V\left(\lambda_{f}\right)-V\left(\lambda_{0}\right)\right\rangle_{0}$, where $V(\lambda)$ is the potential energy. Thereby, this is the fastest protocol we can perform. One would expect then that $W_{\text {exc }}$ is maximum when $\tau \rightarrow 0$. However, this is not what we have observed. According to Figs. 5, 6, and 10, there are indeed finite-time peaks of $W_{\text {exc }}$ whose values are much larger than $W_{\text {exc }}(\tau \rightarrow 0)$.

We also want to point out that definitions (21c) and (30) are essentially the rapidity parameter appearing in the study of quantum work distributions of the thermally isolated harmonic oscillator [32,44,45]. From what was shown here, we believe that $z_{A}$ probably plays an important role in the statistics of quantum work of anharmonic oscillators [46].

As a last remark, we want to mention the relation between the excess work and the conservation of the adiabatic invariant. Our results suggest that, in general, finite-time zeros (or minima) of $W_{\text {exc }}$ imply the conservation (or almost conservation) of $\Omega$. This relation deserves a more careful analysis due to its potential usefulness in the search for optimal paths. Besides, this has interesting implications to the adiabatic switching method proposed by Watanabe and Reinhardt [5] to estimate entropy and free-energy differences: whenever $\Omega$ is almost conserved in finite time, then this method will also provide good estimates in finite time. As discussed by the authors in Ref. [5], the problem of course is how to find, in general, the switching protocol that does the job. Our approach suggests that although the existence of such optimal paths depends very much on the dynamics of the system, it could be inferred from the behavior of the corresponding relaxation function (see Fig. 12).

## VII. CONCLUSIONS

In summary, we have shown that within linear response, there are highly degenerate protocols which lead to finite-time zeros or minima of the so-called excess work, $W_{\text {exc }}$, on a thermally isolated system. This quantity was defined as the amount of energy the external agent has to pump into the system in addition to the quasistatic work. Therefore, every time the excess work vanishes in finite time, the total work is equal to the quasistatic value. According to our approach, the
family of optimal protocols must be composed of a linear part plus a function which is odd with respect to time reversal.

Our analytical and numerical results have shown a counterintuitive behavior of the excess work as a function of the switching time, namely, a nonmonotonic decay as the process becomes slower. Although obtained for small systems, we claim that this behavior exists in macroscopic systems as well. Our argument relies on the expression for the excess work based on the relaxation function. We have shown that, for weak enough decay of correlations, this effect must be present no matter the size of the system. In other words, the only requirement is that the driving force $\partial H / \partial \lambda$ has a sufficiently oscillatory autocorrelation function.

Finally, the relation between finite-time zeros (or minima) of $W_{\text {exc }}$ and the conservation of the adiabatic invariant $\Omega$ suggests that there may exist an interesting and useful connection between optimal finite-time processes and shortcuts to adiabaticity $[47,48]$.
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## APPENDIX A: ADIABATIC INVARIANT

In this Appendix, we obtain the adiabatic invariant $\Omega(E, \lambda)$ for the systems considered previously. Since it is the area enclosed by the energy shell [40], $\Omega(E, \lambda)$ can be calculated as follows:

$$
\begin{align*}
\Omega(E, \lambda) & =\int d x d p \Theta[E-\mathcal{H}(x, p ; \lambda)] \\
& =\int_{0}^{E} d \mathcal{H} \int_{0}^{2 \pi} d \theta \mathcal{J}(\theta, \mathcal{H}) \tag{A1}
\end{align*}
$$

where $\mathcal{J}$ is the Jacobian of the transformation $(x, p) \rightarrow(\theta, \mathcal{H})$.

## 1. Harmonic oscillator

For the Hamiltonian (13), the transformation mentioned before reads

$$
\begin{equation*}
p=\sqrt{2 \mathcal{H}} \cos (\theta), \quad x=\sqrt{2 \mathcal{H} / \lambda} \sin (\theta) \tag{A2}
\end{equation*}
$$

and its Jacobian is given by

$$
\mathcal{J}(\theta, \mathcal{H})=\left|\begin{array}{cc}
\sqrt{2 \mathcal{H}} \cos (\theta) & \sin (\theta) / \sqrt{2 \mathcal{H}}  \tag{A3}\\
-\sin (\theta) \sqrt{\frac{2 \mathcal{H}}{\lambda}} & \cos (\theta) / \sqrt{2 \mathcal{H} \lambda}
\end{array}\right|=\frac{1}{\sqrt{\lambda}}
$$

Hence, the adiabatic invariant reads

$$
\begin{equation*}
\Omega(E, \lambda)=\frac{2 \pi E}{\sqrt{\lambda}} . \tag{A4}
\end{equation*}
$$

## 2. Anharmonic oscillator I

Considering now the Hamiltonian (25a), the phase-space parametrization is given by

$$
\begin{equation*}
p=\sqrt{2 \mathcal{H}} \sin (\theta), \quad x=\left(\frac{2 \mathcal{H}}{\lambda}\right)^{1 / 4} \cos ^{1 / 2}(\theta) \tag{A5}
\end{equation*}
$$

where $0 \leqslant \theta \leqslant \pi / 2$ and its Jacobian reads

$$
\begin{align*}
\mathcal{J}(\theta, \mathcal{H}) & =\left|\begin{array}{cc}
\sqrt{2 \mathcal{H}} \cos (\theta) & \sin (\theta) / \sqrt{2 \mathcal{H}} \\
-\frac{1}{2}\left(\frac{2 \mathcal{H}}{\lambda}\right)^{1 / 4} \frac{\sin (\theta)}{\cos ^{1 / 2}(\theta)} & \frac{\mathcal{H}^{-3 / 4} \cos ^{1 / 2}(\theta)}{2^{7 / 4} \lambda^{1 / 4}}
\end{array}\right| \\
& =\frac{\mathcal{H}^{-1 / 4}}{2^{5 / 4} \lambda^{1 / 4}}\left[\cos ^{3 / 2}(\theta)+\sin ^{2}(\theta) \cos ^{-1 / 2}(\theta)\right] . \tag{A6}
\end{align*}
$$

Performing the integrals, we obtain

$$
\begin{equation*}
\Omega(E, \lambda)=\frac{2^{13 / 4} K(1 / 2)}{3 \lambda^{1 / 4}} E^{3 / 4} \tag{A7}
\end{equation*}
$$

where $K(m)$ is the incomplete elliptic integral of the first kind given by

$$
\begin{equation*}
K(m)=\int_{0}^{\pi / 2} \frac{d \phi}{\sqrt{1-m \sin ^{2}(\phi)}} \tag{A8}
\end{equation*}
$$

## 3. Anharmonic oscillator II

The phase-space parametrization for Hamiltonian (25b) is given by

$$
\begin{equation*}
p=\sqrt{2 \mathcal{H}} \sin (\theta), \quad x=\left(\frac{6 \mathcal{H}}{\lambda}\right)^{1 / 6} \cos ^{1 / 3}(\theta) \tag{A9}
\end{equation*}
$$

where $0 \leqslant \theta \leqslant \pi / 2$. After calculating the Jacobian,

$$
\begin{align*}
\mathcal{J}(\theta, \mathcal{H}) & =\left|\begin{array}{cc}
\sqrt{2 \mathcal{H}} \cos (\theta) & \sin (\theta) / \sqrt{2 \mathcal{H}} \\
-\frac{2^{1 / 6} \mathcal{H}^{1 / 6}}{3^{5 / 6} \lambda^{1 / 6}} \frac{\sin (\theta)}{\cos ^{2 / 3}(\theta)} & \frac{\mathcal{H}^{5 / 5}}{6^{5 / 6} \lambda^{1 / 6}} \cos ^{1 / 3}(\theta)
\end{array}\right| \\
& =\frac{\mathcal{H}^{-1 / 3}}{2^{1 / 3} 3^{5 / 6} \lambda_{0}^{1 / 6}\left[\sin ^{2}(\theta) \cos ^{-2 / 3}(\theta)+\cos ^{4 / 3}(\theta)\right]} \tag{A10}
\end{align*}
$$

we obtain

$$
\begin{equation*}
\Omega(E, \lambda)=\frac{2^{2 / 3} 3^{7 / 6} \sqrt{\pi}}{\lambda^{1 / 6}} \frac{\Gamma(7 / 6)}{\Gamma(2 / 3)} E^{2 / 3}, \tag{A11}
\end{equation*}
$$

where $\Gamma(x)$ is the gamma function defined as

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} d t t^{x-1} e^{-t} \tag{A12}
\end{equation*}
$$

## APPENDIX B: CALCULATION OF QUASISTATIC WORK

In this Appendix, we derive exact analytical expressions for the quasistatic work. This is the quantity we have to subtract from the numerical value of the mean work $W$ to obtain the excess work $W_{\text {exc }}$. Since the system is thermally isolated during its time evolution, we have from the first law of thermodynamics that $W=\Delta U$, where $U$ is the internal energy. Hence, in the quasistatic limit,

$$
\begin{equation*}
W_{q s}=\Delta U=\left\langle E_{f}^{a d}\right\rangle-\left\langle E_{i}\right\rangle \tag{B1}
\end{equation*}
$$

where $E_{f}^{a d}$ is the energy obtained via the conservation of the adiabatic invariant as a function of the initial energy, $E_{i}$, and the initial and final values of the control parameter $\lambda$. The brackets $\langle\cdot\rangle$ denote an average on a Boltzmann-Gibbs distribution since the system was initially in equilibrium with a heat bath. Besides, this distribution is taken with $\lambda=\lambda_{i}$, which is the initial value of $\lambda$.

## 1. Harmonic oscillator

The adiabatic invariant of the harmonic oscillator (13) is given by Eq. (A4). Thus, for a quasistatic process, the conservation of $\Omega(E, \lambda)$ yields

$$
\begin{equation*}
E_{f}^{a d}=E_{i}\left(\frac{\lambda_{f}}{\lambda_{i}}\right)^{1 / 2} \tag{B2}
\end{equation*}
$$

which implies

$$
\begin{equation*}
W_{q s}=\frac{1}{\beta}\left[\left(\frac{\lambda_{f}}{\lambda_{i}}\right)^{1 / 2}-1\right] . \tag{B3}
\end{equation*}
$$

## 2. Anharmonic oscillator I

Considering now a quasistatic process performed on the anharmonic oscillator (25a), the conservation of $\Omega(E, \lambda)$ given by (A7) yields

$$
\begin{equation*}
E_{f}^{a d}=E_{i}\left(\frac{\lambda_{f}}{\lambda_{i}}\right)^{1 / 3} \tag{B4}
\end{equation*}
$$

which implies

$$
\begin{equation*}
W_{q s}=\frac{3}{4 \beta}\left[\left(\frac{\lambda_{f}}{\lambda_{i}}\right)^{1 / 3}-1\right] . \tag{B5}
\end{equation*}
$$

## 3. Anharmonic oscillator II

Finally, for the anharmonic oscillator (25b), the conservation of its adiabatic invariant (A11) along a quasistatic process
provides

$$
\begin{equation*}
E_{f}^{a d}=E_{i}\left(\frac{\lambda_{f}}{\lambda_{i}}\right)^{1 / 4} \tag{B6}
\end{equation*}
$$

which implies

$$
\begin{equation*}
W_{q s}=\frac{2}{3 \beta}\left[\left(\frac{\lambda_{f}}{\lambda_{0}}\right)^{1 / 4}-1\right] . \tag{B7}
\end{equation*}
$$

## 4. Linear response expression of $\boldsymbol{W}_{\boldsymbol{q}}$

We can now compare the linear response expression for the quasistatic work,

$$
\begin{equation*}
W_{q s}^{L R}=\delta \lambda\left\langle\frac{\partial \mathcal{H}}{\partial \lambda}\right\rangle_{0}-\frac{(\delta \lambda)^{2}}{2} \tilde{\Psi}_{0}(0) \tag{B8}
\end{equation*}
$$

with the exact results derived in Appendix A.
For the harmonic oscillator (13), we have

$$
\begin{equation*}
\left\langle\frac{\partial \mathcal{H}}{\partial \lambda}\right\rangle_{0}=\left\langle\frac{x^{2}}{2}\right\rangle_{0}=\frac{1}{2 \beta \lambda_{0}} \tag{B9}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\Psi}_{0}=\Psi_{0}(0)-\chi_{0}^{\infty}=\frac{\beta}{2}\left(\left\langle\frac{x^{4}}{4}\right\rangle_{0}-\left\langle\frac{x^{2}}{2}\right\rangle_{0}^{2}\right)=\frac{1}{4 \beta \lambda_{0}^{2}} \tag{B10}
\end{equation*}
$$

since $\chi_{0}^{\infty}=0$.
Hence, Eq. (B8) reads

$$
\begin{equation*}
W_{q s}^{L R}=\frac{1}{\beta}\left[\frac{\delta \lambda}{2 \lambda_{0}}-\frac{1}{8}\left(\frac{\delta \lambda}{\lambda_{0}}\right)^{2}\right] \tag{B11}
\end{equation*}
$$

The expansion of the exact result (B3) for $\delta \lambda / \lambda_{0} \ll 1$ reads

$$
\begin{align*}
W_{q s} & =\frac{1}{\beta}\left[\left(\frac{\lambda_{f}}{\lambda_{0}}\right)^{1 / 2}-1\right]=\frac{1}{\beta}\left[\left(1+\frac{\delta \lambda}{\lambda_{0}}\right)^{1 / 2}-1\right] \\
& =\frac{1}{\beta}\left[\frac{\delta \lambda}{2 \lambda_{0}}-\frac{1}{8}\left(\frac{\delta \lambda}{\lambda_{0}}\right)^{2}\right]+O(3) \tag{B12}
\end{align*}
$$

which is equal to (B11) up to second order in $\delta \lambda / \lambda_{0}$.
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