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Phase transitions and spatially ordered counterion association in ionic-lipid membranes:
A statistical model
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We propose a statistical model to account for the gel-fluid anomalous phase transitions in charged bilayer-
or lamellae-forming ionic lipids. The model Hamiltonian comprises effective attractive interactions to describe
neutral-lipid membranes as well as the effect of electrostatic repulsions of the discrete ionic charges on the
lipid headgroups. The latter can be counterion dissociated (charged) or counterion associated (neutral), while
the lipid acyl chains may be in gel (low-temperature or high-lateral-pressure) or fluid (high-temperature or
low-lateral-pressure) states. The system is modeled as a lattice gas with two distinct particle types—each one
associated, respectively, with the polar-headgroup and the acyl-chain states—which can be mapped onto an
Ashkin-Teller model with the inclusion of cubic terms. The model displays a rich thermodynamic behavior
in terms of the chemical potential of counterions (related to added salt concentration) and lateral pressure. In
particular, we show the existence of semidissociated thermodynamic phases related to the onset of charge order
in the system. This type of order stems from spatially ordered counterion association to the lipid headgroups, in
which charged and neutral lipids alternate in a checkerboard-like order. Within the mean-field approximation,
we predict that the acyl-chain order-disorder transition is discontinuous, with the first-order line ending at
a critical point, as in the neutral case. Moreover, the charge order gives rise to continuous transitions, with
the associated second-order lines joining the aforementioned first-order line at critical end points. We explore
the thermodynamic behavior of some physical quantities, like the specific heat at constant lateral pressure
and the degree of ionization, associated with the fraction of charged lipid headgroups.
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I. INTRODUCTION

Amphiphile molecules in solution spontaneously self-
assemble in several supramolecular aggregates, such as
micelles, lamellar and hexagonal phases, and unilamellar
or multilamellar vesicles. Aqueous suspensions of vesicles
formed by zwitterionic (neutral) phospholipids—such as PC
(phosphatidylcholine)—present a gel-fluid transition, associ-
ated with the disordering of the lipid acyl chains, usually
called the main transition [1]. This phase transition is sharp,
with a latent specific heat and discontinuity in the thermo-
dynamic properties of the suspension, being thus classified
as a first-order transition. Several experimental techniques,
such as small-angle x-ray scattering (SAXS) [2–5], electronic
spin resonance (ESR) [6–8], fluorescence spectroscopy [9],
light scattering [10–12], electron microscopy [13–15], optical
microscopy of giant vesicles [3,4,11] and differential scanning
calorimetry (DSC) [11–17], point out that the main transition
in the case of lipids containing polar headgroups that may
undergo ionic dissociation, such as PG (phosphatidylglycerol)
[18], may be broadened, depending on acyl-chain length,

*mtamash@ifi.unicamp.br
†Present address: Departamento de Fı́sica, Universidade Federal

do Piauı́, Centro de Ciências da Natureza, Campus Universitário
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lipid concentration, pH, and ionic strength. For low salt
concentration, this transition region is wide in the case of lipids
of shorter acyl-chain lengths, such as DMPG (=14 carbon
diacyl saturated chains [19]), whereas for lipids of longer
chains, such as DPPG, it turns very narrow [14,20–22] and
disappears completely for longer chains still, as in the case of
DSPG (18 carbon atoms long). Moreover, the usual sharp gel-
fluid transition of zwitterionic lipids is recovered on addition
of sufficient amount of monovalent salt [14,18,23–27].

This broad transition region, with a smoothened specific-
heat profile, was called intermediate or anomalous transition
region. Although this region and its associated thermodynamic
phase is still under investigation, aqueous suspensions formed
by ionic short-chain lipids present some remarkable properties
such as low turbidity [10,11], high electrical conductivity
[10,17], and high viscosity [14,17] in the anomalous transition
region. In particular, at the onset of the main transition region,
one observes a discontinuous rise of the conductivity [10,17]
and viscosity [14,17] of the suspension—which clearly indi-
cates to be thus a first-order transition—followed by a smooth
increase and eventually a steep (but apparently continuous
[17]) falloff at the end of the transition region. Despite several
attempts [3,9,11,14,28] to explain this peculiar behavior, the
underlying microscopic origin at the molecular level has not
yet been fully established. Certainly, this complex behavior
stems from the competition between several intramolecular
interactions of the lipid molecules mediated by the aqueous
solvent.
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Other anionic lipid systems, such as DPPS at high pH
and phosphatidic acid (PA), also show a gradual gel-fluid
phase transition, which earlier was attributed to the presence
of a mixed phase Lαβ (coexisting gel-fluid) between the
conventional Lα (fluid lamellar) and the Lβ (gel lamellar)
phases [29]. Furthermore, at the mesoscopic length scales, the
lipid aggregates may undergo structural transitions, probably
due the nontrivial coupling among the long-ranged electro-
static interactions, bilayer flexibility [30], and undulation
fluctuations [31]. It should be noted that a theoretical study
accounting for Coulomb interactions between charges and
short-ranged interactions between hydrophilic and hydropho-
bic lipid moieties, as well as between charges and solvent [32]
is able to explain the lyotropic phases observed in zwitterionic
PE and the pH-induced polymorphism in anionic PS. The
phase behavior of DMPS in the presence of added electrolyte
was also investigated by the inclusion of the screened elec-
trostatic interactions [33] to a phenomenological model for
neutral lipids [34]. Hence, the anionic-lipid aggregates may
vary surface charge, geometrical form, or size in response
to physical parameters (like temperature or pressure) or to
changes of the solvent chemical composition, either by varying
pH [29,35–39] or ionic strength [25,40–56]. Although there are
some atomistic simulations treating PSs [57] and PGs [58],
these works focused mainly on local interfacial properties
and do not address directly the question of phase transitions
induced by physicochemical variations.

Motivated by these open questions, we propose a statis-
tical model to account for the gel-fluid anomalous phase
transitions in charged lipid lamellar phases. Apart from the
competition between hydrophobic energy and chain entropy,
which drives the usual gel-fluid transition, in the case
of dissociating lipids additional ion-mediated mechanisms,
such as ionic screening and counterion association to the
lipid headgroups, are expected to play an important role
in determining the system properties. Although no Na+
binding to anionic phospholipids in aqueous suspensions was
assumed in earlier work [27,35,38], considerable evidence for
measurable counterion association (more specifically, of the
sodium ion Na+, commonly used in experiments) to hydrated
anionic phospholipid headgroups, including PA−, PS−, and
PG−, has been supported from theoretical interpretation of
experimental measurements obtained by several independent
techniques [25,37,40–56], as well as from analysis of atomistic
simulations [57,58]. Such evidence motivated us to propose a
generalization of the two-state statistical model for neutral
lipid membranes [59–66], in which the lipid chains can be
in two possible states: the (low-temperature or high-lateral-
pressure) gel state or the (high-temperature or low-lateral-
pressure) fluid state, through the inclusion of the effect of
counterion association to the lipid headgroups, which are
allowed to be in two charged states: charged (counterion
dissociated, with the counterion released to the aqueous
solution) or neutral (counterion associated).

It is interesting to note that early theoretical work on this
subject [29] already pointed out the major role of the discrete
nature of the surface charges on thermodynamic properties
of ionic-lipid membranes. Later, the competitive adsorption
of monovalent and divalent cations to anionic phospholipid
membranes was considered as a monomer-dimer problem on

a lattice [67], but without taking the lipid-acyl chains into
account. In our approach, competition between the effective
van der Waals attractions of the acyl chains and the Coulomb
electrostatic repulsion of charged headgroups is introduced,
leading to new thermotropic behavior. As we show, the
coupling between acyl-chain conformation and headgroup-
charge degrees of freedom introduces new thermodynamic
phases, in which headgroup charges may be spatially ordered,
depending on the physicochemical parameters. Checkerboard-
like ordering of charged and neutral lipids gives rise to
semidissociated phases, in which dissociated lipid headgroups
form a regular pattern on the membrane surface. Later, we will
refer to this type of order as charge order [68].

The outline of the remainder of this work is as follows.
Section II introduces the statistical model in terms of effective
physical parameters. Section III presents the ground state of
the model obtained directly from a zero-temperature analysis
of the effective model Hamiltonian. Section IV contains a
mean-field analysis of the system. Section V displays and
discusses numerical results of the mean-field equations at finite
temperatures. Section VI presents some concluding remarks.
Appendices A and B present, respectively, the derivation of the
mean-field equations by using a Gaussian transformation and
by a Dirac-δ-function representation of the sublattice averages.
In Appendix C the zero-temperature limit analysis of the mean-
field equations is presented.

II. DEFINITION OF THE STATISTICAL MODEL

Let us consider a planar lattice of coordination number
γ (e.g., γ = 4 for the square lattice) to represent one of the
leaflets of an ionic dissociating lipid bilayer. The lattice con-
tains 2N particles, which represent the lipid molecules. Each
lipid molecule, denoted by i = 1, . . . ,2N , is characterized by
its acyl-chain and its headgroup states, as presented in Fig. 1.
We consider two possible states for the acyl chains [si = 1,
gel (low temperature or high lateral pressure) with energy εG,
and si = 0, fluid (high temperature or low lateral pressure)
with energy εF > εG] and two states for the ionizable lipid
headgroups [τi = 0, neutral (counterion associated, i.e., coun-
terion bound), and τi = 1, charged (counterion dissociated,
i.e., counterion detached)]. It is assumed, therefore, that the
ionic lipid headgroups contain counterion-adsorbing species
[69], while coion adsorption is neglected, due to the strong
electrostatic repulsion between the charged headgroup and the
like-charged coion. The fluid states are multiply degenerate,
the degeneracy ω corresponding to the high entropy of the
disordered hydrocarbon chains of a single lipid particle. Lipid
acyl chains interact via effective van der Waals (hydrophobic)
interactions εGG, εFF, and εGF for nearest-neighbor pairs in
the gel, fluid, and gel-fluid states, respectively. The effective
cross-sectional areas per lipid headgroup aF and aG for
the fluid and the gel states satisfy aF > aG, since lipids in
the gel state exhibit smaller area per lipid headgroup. To
the effective hydrophobic interactions we add Coulomb re-
pulsions of electrostatic potential energy

V = e2

4πε0εWdij

≡ Ṽ

dij

, (1)
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FIG. 1. Four possible states of the lipid molecules in terms
of the occupation-number variables si and τi . We also show
the schematic top-view representation of the lipid headgroups, to
be used later to identify the distinct thermodynamic phases: a large
empty circle represents a fluid-acyl chain lipid, a small empty circle
corresponds to a gel-acyl chain lipid, and an inner black circle
represents a charged (counterion-dissociated or counterion-detached)
lipid headgroup. Counterion association leading to a neutral lipid
headgroup is represented by absence of the inner black circle. The
last column displays the two-letter labels that characterize these pure
states, which will be used to identify the associated homogeneous
ground-state phases, cf. Table I and Figs. 2 and 4.

for nearest-neighbor pairs (i,j ) of counterion-dissociated lipid
headgroups, dependent on their distance dij , where e is the
electronic charge, ε0 is the permittivity of the vacuum, and εW

is the water dielectric constant. The distance dij between par-

ticles is taken as dGG = √
aG, dFF = √

aF, or dGF =
√

aG+√
aF

2
for pairs in the gel, fluid, or gel-fluid states, accordingly. By
assuming this unscreened form of the electrostatic interaction
energy, we do not address the question of possible effects due
to the screening by free mobile ions or due to the dielectric
contrast at the interface between the aqueous medium and the
acyl-chain region [70–72]. These effects become important
for weakly charged interfaces and higher salt concentrations.
The electrostatic strength Ṽ = e2/4πε0εW also includes other
ion-dependent contributions such as ion hydration [73] and the
ionic interaction with the water structured differently at the
water-lipid interface. Hence, it should also be considered an
effective parameter, analogously to the van der Waals energies
εij . Thus the model Hamiltonian is given by

H = −
∑
(i,j )

sisj

(
εGG − τiτj

Ṽ

dGG

)
−
∑
(i,j )

(1 − si)(1 − sj )

×
(

εFF − τiτj

Ṽ

dFF

)
−
∑
(i,j )

[si(1 − sj ) + (1 − si)sj ]

×
(

εGF − τiτj

Ṽ

dGF

)
+
∑

i

[siεG + (1 − si)εF], (2)

where i and j label lattice sites and the sums (i,j ) apply to
all distinct nearest-neighbor pairs of lipids. The electrostatic

interaction Ṽ /dij is present only for pairs of nearest-neighbor
charged lipids (i,j ). Therefore, our model treats the electro-
static interaction as short-ranged, which might be justified only
at high screening. One may question whether the spatially
ordered semidissociated phases, to be presented later, would
remain with the inclusion of further-neighbor interactions.
Studies on models with interactions of longer range indicate
that this would be indeed the case. If we consider just the
charge-charge interactions, the model system may be mapped
onto a lattice gas [74] with repulsive long-range interactions.
This is equivalent to a long-range antiferromagnetic Ising
model. Studies of the phase diagrams and critical behavior
of the square-lattice antiferromagnetic Ising model with
interactions between second and third neighbors, besides
nearest ones [75], show that, besides the simple checkerboard
antiferromagnetic phase, distinct spatially ordered phases of
different geometries may also be present, depending on relative
interaction strengths. Furthermore, more recently, Tröster [76]
considered long-range antiferromagnetic interactions on the
lattice and inferred that the critical behavior of the square-
lattice antiferromagnetic Ising model with true long-range
1/r interactions belongs to the same universality class of the
short-range Ising model. We believe, thus, that interactions of
longer range should not necessarily destroy the ordered phases
predicted by the short-ranged model.

In order to obtain equilibrium properties, the system free
energy is more easily obtained in an ensemble of constant
lateral pressure � and fixed chemical potential of counterions
μc, which is related to the macroscopic salt concentration,
membrane surface charge, charged-lipid density, temperature,
and, possibly, specific counterion-lipid interactions. Thus the
associated partition function �2N (T ,�,μc) reads

�2N (T ,�,μc) =
∑

{si },{τi }
ωNF exp[−β(H + �A − μcNb)]

=
∑

{si },{τi }
e−βHeff , (3)

with β ≡ 1/(kBT ) and
∑

{si },{τi } denotes a trace over all
possible 42N lipid-state configurations. The total number NF

of acyl chains in the fluid state, the total area A of the system
and the total number Nb of counterion-bound (associated or
neutral) lipids are given by

NF =
2N∑
i=1

(1 − si),

A =
2N∑
i=1

[aGsi + aF(1 − si)], (4)

Nb =
2N∑
i=1

(1 − τi).

Note that the number of charged lipids—or the number of
free counterions desorbed from the membrane and released to
the aqueous solution—is dependent on the system lipid-state
configuration and given by 2N − Nb. The less counterions are
associated at the lipid membrane, the larger the amount of
remaining ionized headgroups and the net surface charge of
the membrane.
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The effective HamiltonianHeff in the (T ,�,2N,μc) ensem-
ble may be written in simplified form as

βHeff = 2Nβϕ0(t) − 4

γ t

∑
(i,j )

sisj + υ

γ t

∑
(i,j )

τiτj [1 + λ1sisj

+ λ2(si + sj )] + h(t)

t

∑
i

si + μ

t

∑
i

τi , (5)

with the new parameters defined by

ϕ0(t) ≡ −μc + εF − γ εFF

2
+ �aF − J t ln ω,

J ≡ γ

4
(εGG + εFF − 2εGF) > 0, t ≡ kBT

J
> 0,

υ ≡ γ Ṽ

JdFF
> 0, λ1 ≡ (λ − 1)2

λ + 1
> 0,

λ2 ≡ λ − 1

λ + 1
> 0, p ≡ 2��a + �ε

4J
,

h(t) ≡ 2 + t ln ω − 2p, μ ≡ μc

J
, (6)

in which λ ≡ dFF/dGG > 1, �a = aF − aG > 0, �ε = 2(εF −
εG) + γ (εGG − εFF) > 0. This effective Hamiltonian can be
mapped onto an Ashkin-Teller model [77] with the inclusion
of cubic terms [78], but we will perform the calculations using
occupation-number (s,τ ) variables, since the correspondence
and comparison between the models have little usefulness. The
ferromagnetic condition on the nearest-neighbor coupling of
the {si} variables, J > 0, expresses the fact that gel and fluid
lipids tend to demix, leading to phase separation at coexistence
conditions. The neutral version of our model can be mapped
onto the Ising ferromagnet. Note that full association leading to
a neutral system can be achieved by setting the limit μ → ∞
in our model, or, equivalently, τi = 0. Then, if occupation-
number variables si = 0,1 are replaced by symmetric variables
(2si − 1) = ±1 in the effective Hamiltonian (5), one may
note that the first-order transition at finite temperatures takes

=

= ω

=

ω

FIG. 2. Mean-field phase diagram of the model system in the
μ → ∞ limit (strong ionic screening), which can be mapped onto
the standard Ising model in a uniform magnetic field. The melting
first-order dashed line at lower temperatures t < 1 (hm = 2 ↔
pm = 1

2 tm ln ω) separating the AF and AG phases terminates at the
critical point (black square) pcrit = 1

2 ln ω, tcrit = 1. The critical order
parameters are mcrit = 1

2 and αcrit = qcrit = 0. Close to the two-letter
labels of the uncharged AF and AG phases, we show their associated
lattice configuration using the schematic top-view representation of
the lipid headgroups introduced in Fig. 1.

place at the melting line hm = 2 (or 2pm = tm ln ω), as shown
in Fig. 2, corresponding to the vanishing uniform external
magnetic field of the associated Ising model [59,79]. For the
standard ferromagnetic Ising model, there are no thermotropic
first-order phase transitions. Here, however, these are possible
due to the high degeneracy ω � 1 of the fluid acyl-chain states.

One should also mention that inclusion of repulsive
(J2 < 0) next-nearest-neighbor interactions −J2

∑
(i,k) sisk

along a fixed direction in the model Hamiltonian may account
for the so-called pretransition [22] and its associated rippled
phase [80], observed experimentally in zwitterionic or ionic
lipid suspensions.

III. THE GROUND STATE

The ground state of the model may be obtained by analysis
of the zero-temperature limit of the effective Hamiltonian,
Eq. (5), while finite-temperature properties are obtained, later
in this work, within a mean-field framework assuming a two-
sublattice division of the system, as shown in Fig. 3. To obtain
the correct ordered phases at lower temperatures it is crucial
to consider this subdivision.

For the neutral membrane model, the system presents
only two thermodynamic states at T = 0, the gel (G) and
the fluid (F) states, which coexist at the lateral pressure
�m = −�ε/2�a corresponding to pm = 0, cf. Eq. (6). For
ionic dissociating lipids, at a first look, one may expect
the appearance of four phases, correspondingly dissociated
gel (DG) and dissociated fluid (DF) phases, as well as two
associated phases, an associated gel (AG) and an associated
fluid (AF) phase, the latter two reducing to the G and F
states of the neutral system in the μ → ∞ limit. However,
the competition that arises between the tendency to dissociate,
which decreases as salt is added (or as μc rises), and the drive
to associate, in order to lower the system electrostatic energy,
yields two other possibilities: semidissociated gel (SG) and
semidissociated fluid (SF) phases, in which all headgroups
in one of the sublattices are ionized (counterion-dissociated),
whereas in the other they are associated (neutralized by
adsorbed counterions). Henceforth, we refer to this type of
checkerboard-like order as charge order. The existence of
such charge-ordered phases can be understood in terms of the
effective Hamiltonian, Eq. (5). By mapping it onto an Ashkin-
Teller model, the effective coupling between the {τi} variables
is antiferromagnetic-like, implying a spatially ordered ground
state for low temperatures and weak effective magnetic fields

ν= ν=

FIG. 3. Subdivision of a square lattice in two interpenetrating
sublattices, labeled by ν = 1 (shaded sites) and ν = 2 (unshaded
sites). Assuming only nearest-neighbor interactions, a site in the ν =
1 sublattice interacts only with sites in the ν = 2 complementary
sublattice.
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TABLE I. Ground-state phases obtained by analysis of the
effective Hamiltonian Eq. (5) at T = 0. �ψ0 ≡ Heff/2N − ϕ0(t = 0)
represents the ground-state free energy per lipid. In the semidisso-
ciated (SF and SG) phases, the sites i and j that define a nearest-
neighbor pair (i,j ) belong, each one, to two distinct interpenetrating
sublattices, as shown in Fig. 3. The two different τ values for the
SF and SG phases are associated with each one of these two distinct
sublattices.

Phase s τ �ψ0/J

AF 0 0 0
AG 1 0 −2p

DF 0 1 μ + υ/2
DG 1 1 −2p + μ + λυ/2
SF 0 1,0 μ/2
SG 1 1,0 −2p + μ/2

[81]. In terms of the original occupation-number represen-
tation, the ordered staggered states are associated with the
aforementioned semidissociated phases. Therefore, to obtain
these two latter phases, it is crucial to consider a two-sublattice
division of the system—each containing N particles—in order
to compute the nearest-neighbor sums (i,j ) of the effective
Hamiltonian, Eq. (5). We also explore the possibility of
occurrence of a staggered phase in the {si} variables, but for
the set of parameters chosen, this type of ordering is always
associated with higher free energies.

The possible ground-state phases and respective effective
free energies per lipid are listed in Table I.

Taking into account the phases proposed in Table I, the
ground-state transitions can be determined and are given in
Table II.

Thus new charge-ordered (semidissociated) phases emerge
from the study of the ground state under different ionic
strengths. Collecting all information derived directly from
the effective Hamiltonian, given by Table II, as well as from
the zero-temperature limit of the mean-field equations from the
Appendix C, yields the ground-state phase diagram depicted
in Fig. 4, which displays the T = 0 possible phases in the
μ × p plane. The role of the counterion chemical potential
μ is to neutralize the membrane charge at higher values,
when the counterions stay associated (AG and AF) with
the ionizable lipid headgroups on the membrane, forming
a neutral complex that reduces the surface charge density.
As in the neutral membrane, for μ > 0 the ordered-chain
phase is present at higher lateral pressure (p > 0), and chains
melt at lower pressure (p < 0), even at zero temperature,
regardless of salt concentration. At intermediate values of
μ (−υ < μ < 0, −4p − υ < μ < 0, or −λυ < μ < 0, de-
pending on p; see Fig. 4), at which the counterions tend to

TABLE II. Ground-state transitions at T = 0 obtained by com-
paring the free energies of Table I.

Phases AG SF DG DF

AF p = 0 μ = 0 — —
SG μ = 0 p = 0 μ = −λυ μ = −4p − υ

DF — μ = −υ p = (λ − 1)υ/4 —

μ

DG

SG

AG

DF

SF

AF

p

0

−1 0 1pa pb pc

−
2λυ
λ + 1

−υ

−λυ

FIG. 4. (Color online) Phase structures in the ground state (t = 0)
of the model system. The thick lines represent the transitions derived
directly from the effective Hamiltonian, listed in Table II. At finite
temperatures the solid lines become critical (associated to continuous
second-order transitions) while the dashed lines preserve their discon-
tinuous character (related to first-order transitions), at least for lower
temperatures. In the shaded regions around the first-order lines one
of the coexistent phases is metastable, as derived in Appendix C from
the zero-temperature limit of the mean-field equations. The parameter
values marked on the axes are pa = −1 + ( λ−1

λ+1 ) λυ

2 , pb = (λ − 1) υ

4 ,
pc = 1 + ( λ−1

λ+1 ) υ

2 . The pictures close to the two-letter identification of
the distinct phases represent their associated top-view configuration
of the lipid headgroups, as introduced in Fig. 1.

dissociate from the lipid membrane, ionization competes with
chain ordering through the repulsive electrostatic interactions
between charged headgroups, and semidissociated phases (SG
and SF) arise. At still lower chemical potentials (μ < −υ,
μ < −4p − υ or μ < −λυ, depending on p; see Fig. 4) the
dissociation tendency wins over the electrostatic interaction,
and dissociated phases (DG and DF) arise. In the latter case,
the ionized ordered phase loses stability at higher pressures,
as compared to the fully associated (neutral) membrane. Note
also that the width of the μ range where a charge-ordered
phase exists is proportional to the dimensionless parameter υ

for the fluid SF phase, and between υ and λυ for the gel SG
phase, as shown in the ground-state phase diagram of Fig. 4.

The discussion of the system ground state presented in the
previous paragraphs was based on the (T ,�,2N,μc) ensemble
calculations, which was chosen for mathematical convenience.
In relation to charge density on the bilayer surface, this
ensemble corresponds to a grand-canonical ensemble for the
counterions adsorbed to the membrane plane. The electrolytic
solvent is represented by a bath of constant chemical potential
for counterions μc. Thus adsorption of counterions on the
membrane surface is regulated by the counterion chemical
potential, as for a lattice gas [74], and, correspondingly, a
very low (or negative) chemical potential implies very low
counterion density and a highly charged surface, while the
opposite case is reached at very high (positive) chemical
potential, which yields a scarcely charged surface.

But what values for chemical potential are to be expected for
the lipid dispersion? To obtain the explicit dependence of μ on
directly measured experimental parameters (like temperature,
lipid concentration and ionic strength), one should treat the
charged membrane surface and the counterion distribution in
the electrolytic solution self consistently, which is a subject
of future work. However, some interpretation in terms of
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arguments on counterion condensation may be anticipated.
Even though the membrane surface is treated as an infinite
plane in the model we propose, our aim is to apply it also
to the case of unilamellar vesicles (spherical geometry).
In this respect, one may rely on some general results for
counterion condensation at T = 0, which depend on the
membrane geometry [82]. In the case of planar symmetry,
complete counterion condensation should take place at T = 0,
which implies a neutral membrane. According to Fig. 4,
the ground-state chemical potential should remain strictly
positive, μ(T = 0) > 0, and the lower part of the phase
diagram would lose physical meaning. However, for spherical
symmetry in the strong dilution regime of charged lipids,
full condensation may not occur at T = 0, making possible,
according to Fig. 4, a negative ground-state chemical potential,
μ(T = 0) < 0. Thus our results for a charged membrane at
T = 0 in the μ < 0 region may be given an interpretation
in terms of the electrolytic distribution of counterions on
spherical symmetry.

IV. MEAN-FIELD EQUATIONS

A. Sublattice averages, order parameters and conjugated fields

In our further study for T �= 0, model equilibrium proper-
ties are obtained under a Curie-Weiss mean-field approach
[83], in which interactions are taken as long ranged and
independent of distance. The study of the ground state
performed in Sec. III, which indicates the existence of the
semidissociated phases, points to the necessity of subdivision
of the system into two identical interpenetrating sublattices,
each containing N sites, to be represented as ν = 1,2, as
depicted in Fig. 3. To allow an exact evaluation of Eq. (3), the
sums over nearest-neighbor pairs (i,j ) in Eq. (5) are replaced
by

∑
(i,j )

σiσj → γ

N

⎛
⎜⎜⎝

N∑
i=1
i∈ν

σi

⎞
⎟⎟⎠
⎛
⎜⎜⎝

N∑
j=1
j∈ν̄

σj

⎞
⎟⎟⎠ , (7)

for σ = s, τ , or sτ . The prefactor γ /N is introduced in
order to ensure a proper and well-defined thermodynamic limit
N → ∞ [84] and also preserves the ground state of the original
system with short-range interactions. The symbol ν̄ labels
the sublattice complementary to ν, e.g., if ν = 1 then ν̄ = 2
and vice versa. For this reason, one must also introduce the
sublattice averages for chain states, counterion-dissociation
states, and the corresponding couplings,

mν ≡ 〈s〉ν = 1

N

N∑
i=1
i∈ν

si,

αν ≡ 〈τ 〉ν = 1

N

N∑
i=1
i∈ν

τi, (8)

qν ≡ 〈sτ 〉ν = 1

N

N∑
i=1
i∈ν

siτi .

To characterize the different ordered phases, it is convenient
to define the uniform thermodynamic order parameters,

m ≡ 1
2 (m1 + m2), α ≡ 1

2 (α1 + α2), q ≡ 1
2 (q1 + q2),

(9)

as well as the staggered thermodynamic order parameters,

m† ≡ 1
2 (m1 − m2), α† ≡ 1

2 (α1 − α2), q† ≡ 1
2 (q1 − q2).

(10)

Nonvanishing staggered order parameters represent semidisso-
ciated (charge-ordered) phases, while homogeneous (charge-
disordered) phases have always m† = α† = q† = 0. The acyl-
chain order parameter m corresponds to the fraction of lipids
in the gel phase (m = 0: completely disordered, fluid phase;
m = 1: completely ordered, gel phase), while the charge
order parameter α (degree of ionization) gives the fraction
of ionized lipid headgroups (α = 0: fully associated neutral
phase; α = 1: fully dissociated charged phase).

Furthermore, in order to calculate the above-defined sublat-
tice averages (mν,αν,qν), conjugated sublattice virtual fields
�ν , μc

ν , and �ν need to be introduced into the model
Hamiltonian, so the contribution �A − μcNb to Eq. (5) is
replaced by

∑
ν=1,2

�ν

N∑
i=1
i∈ν

[aGsi + aF(1 − si)] −
∑
ν=1,2

μc
ν

N∑
i=1
i∈ν

(1 − τi)

−
∑
ν=1,2

�ν

N∑
i=1
i∈ν

siτi . (11)

At the end of the calculations we take �1 = �2 = �, μc
1 =

μc
2 = μc, �1 = �2 = 0. Besides the homogeneous parame-

ters, Eqs. (6), for mathematical convenience we introduce
the dimensionless conjugate fields associated with each
sublattice,

pν ≡ 2�ν�a + �ε

4J
, hν(t) ≡ 2 + t ln ω − 2pν,

(12)

μν ≡ μc
ν

J
, θν ≡ �ν

J
.

In terms of these conjugate virtual fields, the effective two-
sublattice Hamiltonian, from Eq. (5), then reads

βHeff = 2Nβϕ0(t) − 4

γ t

∑
(i∈ν, j∈ν̄)

sisj

+ υ

γ t

∑
(i∈ν, j∈ν̄)

τiτj [1 + λ1sisj + λ2(si + sj )]

+ 1

t

∑
ν=1,2

N∑
i=1
i∈ν

[hν(t)si + μντi − θνsiτi]. (13)
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B. Mean-field free-energy functional

To proceed with the calculations, we express the effective
Hamiltonian Eq. (13) as a density per lipid particle, in terms
of the sublattice averages, Eqs. (8),

1

2N
Heff = ϕ0(t) + ϕ1 + ϕ2, (14)

βϕ1 = 1

2t

∑
ν=1,2

(hνmν + μναν − θνqν), (15)

βϕ2 = −2

t
m1m2 + υ

2t
[α1α2 + λ1q1q2 + λ2(α1q2 + α2q1)],

(16)

in which ϕ1 and ϕ2 correspond to linear and quadratic
contributions.

After diagonalization of the quadratic terms of ϕ2, one may
use the Gaussian transformation

e±kη2 =
√

k/π

∫ ∞

−∞
dx e−kx2+2ηkx

√±1, (17)

in order to linearize the Hamiltonian in the particle-state
variables. An exact summation of Eq. (3) may be then per-
formed, leading to a free-energy functional �2N (T ,�,μc; r)
in terms of a six-dimensional auxiliary continuous field r
≡ (x,y,z,x†,y†,z†). The integration over r is performed by
using the steepest-descent method. Equations of state connect
thermodynamic order parameters and the stationary points
r̄ of the free-energy functional �2N , whose extremum [85]
corresponds to the extensive thermodynamic free energy

ψ2N (T ,�,μc) ≡ −kBT ln �2N = �2N (T ,�,μc; r = r̄)

= extr
r

�2N (T ,�,μc; r). (18)

After extremization of the functional �2N (T ,�,μc; r), we
obtain, in the thermodynamic limit N → ∞, the mean-field
free energy per lipid

ψ(T ,�,μc) = lim
N→∞

1

2N
ψ2N (T ,�,μc), (19)

leading to Eq. (25) of the next subsection. Further details of
the calculations are given in Appendix A. In Appendix B we
present an alternative derivation of the mean-field equations
based on a Dirac-δ-function representation of the sublattice
averages (mν,αν,qν).

C. Mean-field equations of state and free energy

The thermodynamic free energy of the system per lipid
ψ(T ,�,μc) is obtained from the stationary-point conditions
of the free-energy functional ∇�(r = r̄) = 0 for the six-
dimensional stationary points r̄ ≡ (x̄,ȳ,z̄,x̄†,ȳ†,z̄†), leading to
Eqs. (A15) of Appendix A. These relations yield the following
mean-field equations of state for the thermal self-averages of
sublattice ν = 1,

m1 ≡ 〈s〉1 = eβφ
(1)
10 + eβφ

(1)
11

ξ1
, α1 ≡ 〈τ 〉1 = eβφ

(1)
01 + eβφ

(1)
11

ξ1
,

(20)

q1 ≡ 〈sτ 〉1 = eβφ
(1)
11

ξ1
,

in terms of the single-site effective partition function of
sublattice ν = 1,

ξ1 ≡
∑

s,τ∈ν=1

eβφ
(1)
sτ , (21)

and the effective fields φ(1)
sτ (with φ

(1)
00 ≡ 0),

βφ
(1)
10 = 2p

t
+ 2(2m2 − 1)

t
− ln ω, (22)

βφ
(1)
01 = −μ

t
− υ

t

(
α2 + λ − 1

λ + 1
q2

)
, (23)

βφ
(1)
11 = βφ

(1)
10 − μ

t
− υ

t

[
2λ

λ + 1
α2 + λ(λ − 1)

λ + 1
q2

]
. (24)

The equations of state for the thermal self-averages of
sublattice ν = 2 are obtained switching the sublattice labels
1 → 2 and 2 → 1 in Eqs. (20)–(24). Therefore, the leading
term of the homogeneous ground-state phase corresponding
to (s = m1 = m2 = m,τ = α1 = α2 = α) is given by eβφmα .

Replacing the stationary points r̄ , Eqs. (A15), into the
mean-field free-energy functional, Eq. (A13), one obtains the
appropriate thermodynamic free energy per lipid [86] ψ =
�(r = r̄),

βψ = βϕ0(t) + 2

t
m1m2 − υ

2t

[
α1α2 + (λ − 1)2

λ + 1
q1q2

+λ − 1

λ + 1
(α1q2 + α2q1)

]
− 1

2

∑
ν=1,2

ln ξν. (25)

In the zero-temperature limit, it reduces to the mean-
field ground-state free energy per lipid ψ0 ≡ ψ(T = 0) =
Heff(T = 0)/2N ,

ψ0(m1,m2; α1,α2; q1,q2) = ϕ0(t = 0) + 2Jm1m2

− Jυ

2

[
α1α2 + (λ − 1)2

λ + 1
q1q2 + λ − 1

λ + 1
(α1q2 + α2q1)

]

− 1

2

∑
ν=1,2

max
(
0,φ

(ν)
10 ,φ

(ν)
01 ,φ

(ν)
11

)
. (26)

This mean-field expression for the ground-state free energy
leads to exactly the same results given in Tables I and II from
analysis of the original Hamiltonian, Eq. (5), since parameters
used in the transformation of the sums over nearest-neighbor
pairs (i,j ), given by Eqs. (7), were performed such as to
yield the same ground state of the system with short-range
interactions.

V. NUMERICAL ANALYSIS AND DISCUSSION OF THE
MEAN-FIELD EQUATIONS

In order to probe the general thermodynamic properties of
the model, in this work we investigate its behavior in terms
of arbitrary model parameters in an initial exploratory study.
For concreteness, below we define the values of parameters
that will be used hereafter in order to perform the numerical
calculations. Although we consider the model on a square
lattice of coordination γ = 4, its value is already incorporated
into the definition of the dimensionless variables, cf. Eqs. (6).
The value for λ = 1.3 was based on model parameter estimates
of the area per lipid headgroup for the gel aG ≈ 40.8 Å2 and
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fluid states aF ≈ 68 Å2 for two acyl chains with 16 carbons
[61]. The disordered single-chain degeneracy ω was chosen
large and set to ω = 3.5 × 105, also based on estimates for
acyl chains with 16 carbons [61]. We have investigated the
model behavior under conditions for which the gel phase is
present at lower temperatures, which implies fixing lateral
pressure at higher values, as can be seen from Fig. 4 for the
ground-state phase diagram, p > pb = (λ − 1)υ/4. As there
are no direct and accurate experimental measurements for the
parameters p [87] and υ for bilayered vesicles, we arbitrarily
set p = 0.15 (chosen in order to always satisfy p > pb) while
the parameter υ was varied in order to investigate the role of
the electrostatic interactions.

Our interest lies in investigating the thermal and electrical
properties of the model under different ionic-strength con-
ditions. In our approach, salt concentration is represented
through the chemical potential of counterions μc, with high
salt concentration associated with larger values for μc. We
have looked at the effect of varying salt concentration and
at the importance of the Coulomb interaction with respect to
the phases displayed by the system at different temperatures.
Finally, we consider the thermodynamic behavior of some
experimentally relevant quantities, like the specific heat and
degree of ionization (fraction of charged lipid headgroups).
These theoretical results already show the most important
emergent feature of the model, namely the possibility of
charge-ordered phases and their possible connection with the
anomalous transition region [18]. In a companion paper, model
results shall be compared semiquantitatively to experiments
for dispersions of the ionic lipids PGs [88].

A. General properties

In order to establish the model phase diagrams, Eqs. (20) for
the sublattice ν = 1 averages (m1,α1,q1) and similar equations
for the sublattice ν = 2 averages, as explained previously
(Sec. IV C), must be studied numerically.

Figures 5–7 illustrate the behavior of the degree of ioniza-
tion α, Eq. (9), in cases for which a semidissociated phase (SG
or SF) is present in different regions of the phase diagram
(dimensionless chemical potential of counterions μ versus
dimensionless temperature t). Figures 5 and 6 display solutions
for α at fixed temperature t and increasing μ, whereas Fig. 7
shows behavior of α at fixed μ and increasing temperature t .

Figure 5 shows two different sets of solutions for the
sublattice ionizations, Eqs. (20)–(24), as obtained from the
numerical study. Note that only one of the sets is thermo-
dynamically stable, i.e., associated to lower values of the
particle free energy ψ , Eq. (25). In order to distinguish
between thermodynamically stable and metastable mean-field
solutions, we will denote them by capital and lowercase letters,
respectively. At the same time, they will be identified by solid
and dot-dashed lines, respectively. For example, the label
df in Fig. 5 denotes a metastable solution (dot-dashed line)
associated with a DF phase. Far from the first-order transition,
it may occur that there is only one solution to Eqs. (20)–(24),
for example, at much higher temperatures than t = 0.05 of
Fig. 8. In this case, this unique solution corresponds to the
stable thermodynamic state of the system.

−0.2 −0.1 0 0.1μ
0

0.2

0.4

0.6

0.8

1

{ αν }

FIG. 5. Bifurcation diagram for the degree of ionization α as
a function of the dimensionless chemical potential μ, obtained by
numerical solution of the mean-field equations of state. Besides the
standard values of parameters (λ,ω,p) given at the start of Sec. V,
we set υ = 0.125 and t = 0.018. Henceforth we will use capital
letters to label thermodynamically stable phases (solid lines), while
metastable mean-field solutions (dot-dashed lines) will be denoted
by the corresponding lowercase letters. Thus, at this particular value
of dimensionless temperature t , the fluidlike solutions (df, sf, and
af)—whose acyl chains are mainly disordered (m ≈ 0)—are always
metastable, while the more ordered (m ≈ 1) gel-like ones (DG, SG,
and AG) remain stable; see associated phase diagram in Fig. 8.
For intermediate values of μ, the solutions split into two values,
corresponding to α1 and α2, which represent the degrees of ionization
of sublattices 1 and 2, respectively.

Figure 5 illustrates the different phases found at the low
temperature t = 0.018. The system remains in the chain
ordered gel (G) phase, with m ≈ 1 (data not shown). However,
the lipid-headgroup ionization state changes as the counterion
chemical potential is varied: at low ionic strength (large
negative values of μ), the membrane surface is completely

−0.2 −0.1 0 0.1μ

{ αν }

FIG. 6. Thermodynamically stable solutions for the fraction of
lipids in the gel state m (a) and for the degree of ionization α

(b) as a function of the dimensionless chemical potential μ. These
order parameters are associated with the acyl-chain states and with
the ionic polar-headgroups states, respectively. We set υ = 0.125,
t = 0.02323 and standard values of parameters (λ,ω,p). The order
parameter m, although not visible on this scale, also splits in two
very close solutions m1 �= m2 when α† �= 0 (SF and SG phases), but
m1 ≈ m2, leading to m† ≈ 0. The first-order transition at μ ≈ −0.1 is
found by comparing the free energies associated with the two possible
staggered solutions. The procedure is analogous to that presented in
Fig. 7, in which the first-order transition dimensionless temperature
t ≈ 0.023 is found for fixed μ.
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0.02 0.03 0.04−0.2

0

0.2
Δψ

(a)

(b)

FIG. 7. Analysis of the thermodynamical stability of the mean-
field solutions for the determination of the first-order transition
dimensionless temperature tm ≈ 0.023. We set υ = 0.125, μ =
−0.05 and standard values of parameters (λ,ω,p). Top portion
(a) presents the two different staggered solutions characterized by
their values of (α1,α2) and bottom part (b) shows the associated free
energies differences �ψ ≡ ψ − ϕ0(t) in unities of J . Although not
shown, we obtain, as in Fig. 6, mν ≈ 1 for the SG, sg, and g solutions,
and mν ≈ 0 for the sf, SF, and F solutions. The first-order transition
takes place at the value of dimensionless temperature where the free
energies of the two solutions coincide. As in Fig. 5, capital letters label
thermodynamically stable phases (solid lines)—associated with lower
values of ψ—while metastable mean-field solutions (dot-dashed
lines) are denoted by the corresponding lowercase letters.

ionized (α1 = α2 ≈ 1); at intermediate salt concentrations two
values for α arise (α1 �= α2), indicating the presence of a
charge-ordered (semidissociated) phase; and, finally, at higher
salt concentrations (large positive values of μ), the system
remains associated, with α1 = α2 ≈ 0.

The occurrence of multiple solutions for some thermo-
dynamic density, as is the case illustrated in Fig. 5 for the
charge density, indicates the possibility of coexistence between
several phases, as well as first-order transitions between them.
The location of the first-order transition is determined by the
comparison of the free energies Eq. (25) associated with the
multiple solutions. This is the situation illustrated by Fig. 6 for
a higher temperature as compared to that of Fig. 5.

Figure 6 displays the thermodynamic stable solutions both
for the acyl-chain order parameter m [Fig. 6(a)], which
represents the fraction of lipids in the gel state, and the degree
of ionization α [Fig. 6(b)], which represents the fraction of
ionized lipids. As in the previous case, as the salt concentration
increases, a semidissociated (S) chain disordered fluid (F)
phase emerges continuously from a counterion-dissociated
(D) fluid (F) phase. However, under further increase of μ,
ionization α undergoes an abrupt variation accompanying the
discontinuous disorder-order transition for the acyl chains,
as can be seen in Fig. 6(b) (SF-SG transition). Clearly,
this discontinuity in α (associated with a net counterion
adsorption) is strongly coupled to a decrease of the area
per lipid headgroup, from lipids in the more ionized fluid
to the less charged gel states. At even higher values of μ the

0 0.01 0.02 0.03

−0.2

−0.1

0

0.1

μ

FIG. 8. Typical mean-field phase diagram in the μ × t plane
for strong electrostatic interaction (υ = 0.125) and standard val-
ues of parameters (λ,ω,p). Solid lines are critical [being associ-
ated to continuous (second-order) transitions] while dashed lines
represent discontinuous (first-order) transitions. The black circles
represent critical end points, where first-order lines meet at the
ending of a second-order line. The two-letter regions label the
different thermodynamic phases associated with the ground-state
structures shown in Fig. 4. The arrows on the axes indicate the
values of parameters kept fixed to perform the scans presented in
Figs. 5 to 7.

semidissociated SG phase undergoes a continuous transition
to a homogeneous AG phase.

Figure 7 illustrates the thermodynamic stability analysis of
the different numerical solutions for the charge order parameter
α. The evolution of the two different sets of solutions for
(α1,α2) can be seen in Fig. 7(a), as temperature rises at fixed
chemical potential μ. It should be noted that, even for the
charge-ordered phases with α† �= 0, the acyl-chain staggered
order parameter m† (not shown) still remains very close to
0, i.e., residually ferrimagnetic for the associated magnetic
model. If acyl chains are disordered [sf and SF solutions:
dot-dashed lines that turn into solid ones in Fig. 7(a)], charge
order disappears at lower temperatures (t ≈ 0.031), whereas
for ordered acyl chains [SG and sg solutions: solid lines
that change into dot-dashed ones in Fig. 7(a)] the charge
disordering transition occurs at a higher temperature (t ≈
0.039). Figure 7(b) shows the values of the free energy Eq. (25)
for both sets of solutions of the order parameters, indicating
that the charge order parameter α undergoes a discontinuous
transition accompanying the main lipid-chain transition at
t ≈ 0.023 but remains charge-ordered beyond that transition
and then disorders continuously at some higher temperature
t ≈ 0.031.

Thus acyl-chain disordering is followed by charge disorder-
ing as temperature is raised for fixed μ. From the mathematical
point of view, the transitions from the charge-disordered (ho-
mogeneous) to the charge-ordered (semidissociated) phase at
intermediate values of μ correspond to continuous bifurcations
of fixed points (uniform solutions) to a period-2 limit cycle
(staggered solutions) and represent ordinary second-order
transitions [81]. On the other hand, at the gel-fluid transition,
ionization α as well as the fraction of lipids in the gel state
m vary abruptly and discontinuously. Therefore, in this latter
case, we have a first-order transition.
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In summary, the model displays two types of order: the
fluid to gel transition corresponding to acyl-chain ordering
and the “charge-ordering transitions” between semidissociated
and homogeneous (either neutral counterion-associated or
charged counterion-dissociated) phases. These two types of
transition may be associated with the corresponding Ising
models obtained through the formal mapping [see the effective
Hamiltonian Eq. (5)]: a ferromagnetic Ising model couples
the chain states, whereas an antiferromagnetic Ising model
couples the ion lattice-gas states. Despite the cubic and quartic
couplings between the two models [see, again, Eq. (5)] the
ferromagnetic Ising interactions govern the gel-fluid first-order
transition (if lateral pressure p is maintained below the critical
point), while the antiferromagnetic Ising interactions control
the critical ion-association order-disorder transition. Thus the
type of the predicted transitions in the coupled model reflects
the order of the transition of their associated Ising models
at the decoupled level, which are either ferromagnetic (first-
order transition), for chain order, or antiferromagnetic (second-
order transition), for charge order.

B. Effect of varying chain lengths on the μ × t phase diagrams

To better appreciate the role of the competition between the
intralamellar interactions—effective van der Waals attractions
(J ) and Coulomb repulsions (Ṽ )—in determining the possible
thermodynamic phases, we explore the μ × t phase diagrams
for different values of the dimensionless parameter υ ≡
γ Ṽ /JdF, which gives a measure of the importance of the
electrostatic interactions. The mean-field approach yields the
μ × t phase diagrams at p = 0.15 shown in Figs. 8 to 10,
corresponding, respectively, to large, intermediate, and small
values of υ.

The phase diagram displays a rich spectrum of phases for
larger values of υ, as shown in Fig. 8 for υ = 0.125. At very
low-salt concentrations, the model membrane remains charged
(D, standing for dissociated) in both the gel (DG) and the
fluid (DF) phases. At intermediate salt concentrations, there
is charge ordering on the model membrane for a restricted
range of μ: the gel-fluid transition occurs mainly between two
semidissociated (SG and SF) charge-ordered phases, but there
are also first-order transitions between the SG and the AF
or DF phases: Note that this classification is somewhat arbi-
trary for higher temperatures, and one may simply label them
by F. Beyond the first-order main transition, as temperature
is increased, a transition temperature is reached at which
charge becomes disordered, corresponding to the transition
SF-F. Interestingly, the anomalous transition region observed
in the relevant experimental system to this model also occurs at
intermediate salt concentrations [18], which we propose to be
correlated with the existence of charge-ordered phases, in view
of the obtained results of the theoretical model. At even higher
salt concentrations, μ > 0, the system is fully associated (A)
and the usual main gel-fluid (AG-AF) first-order transition
of neutral lipids is recovered, similarly as observed in the
experimental system [14,18,23–27].

As the Coulomb interaction υ is made less important
for fixed lateral pressure p, the SF phase of Fig. 8 moves
progressively toward lower temperatures, until the two critical
end points collapse and the SF-phase region disappears, but

0 0.01 0.02 0.03−0.2

−0.1

0

0.1

μ

FIG. 9. Typical mean-field phase diagram in the μ × t plane
for intermediate electrostatic interaction (υ = 0.08) and standard
values of parameters (λ,ω,p). The meaning of the different lines,
black circles, and the two-letter regions are the same as described
in the caption to Fig. 8. Compared to Fig. 8, one notices the
disappearance of the high-temperature charge-ordered SF phase and
the associated second-order transitions. Since it is not possible to
distinguish between the AF and DF phases, the high-temperature
region is denoted simply by F (fluid).

the SG gel phase remains ordered from the point of view of
counterion adsorption (see Fig. 7) for a finite range of values
of υ. Therefore, as shown in Fig. 9 for a typical intermediate
value υ = 0.08, the stable charge-ordered S phase disappears
in the fluid (high-temperature) region. For this intermediate
value of υ, only the low-temperature gel phase presents the
three possibilities, as seen in Fig. 9: a dissociated packed DG
membrane at low-salt concentrations, a semidissociated SG
(charge-ordered) surface at intermediate ionic strengths, and
a predominantly associated AG neutral surface at high-salt
concentrations.

As υ is lowered further, the charge-ordered gel phase is
driven beyond the gel-fluid transition, as shown in Fig. 10 for
a typical small value υ = 0.05. Thus, at a low-enough value of
the electrostatic repulsion parameter υ, a SG charge-ordered
gel phase appears only at very low temperatures, and the main

0 0.01 0.02 0.03
−0.09

−0.06

−0.03

0

0.03

μ

FIG. 10. Typical mean-field phase diagram in the μ × t plane
for weak electrostatic interaction (υ = 0.05) and standard values of
parameters (λ,ω,p). The meaning of the different lines and the two-
letter regions are the same as described in the caption to Fig. 8.
Compared to Fig. 9, one notices the retraction of the charge-ordered
SG phase to lower temperatures with the simultaneous disappearance
of the critical end points. As in Fig. 9, the high-temperature region is
denoted simply by F (fluid).
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gel-fluid transition is unaffected by the presence of counterion
dissociation.

From the point of view of the global phase diagram,
the main gel-fluid transition at the melting temperature Tm,
for larger values of μ, is very slightly affected by the salt
concentration. For lower values of μ, there is a small shift of
Tm toward larger values with increasing ionic strength, which
is to be expected [89]. However, the role of the Coulomb
interaction is crucial in order to produce the charge-ordered
surface in the fluid phase. The dimensionless parameter υ

measures the competition between the repulsive electrostatic
interaction Ṽ /dF and the effective attractive van der Waals
interaction J/γ between acyl chains. If the Coulomb effect
is large, both the gel and the fluid regions may present
charge-ordered phases. For low-enough υ, the fluid phase is
always charge disordered. For even lower υ, both the gel and
the fluid phases may remain charge disordered, except at very
low temperatures. This can be rationalized as follows: If the
effective van der Waals hydrophobic attraction, which drives
the order-disorder lipid-chain main transition, is larger (e.g.,
for longer-chain lipids), the competition parameter υ remains
small, and no charge order is seen. Within our interpretation of
the model features, this is indeed observed experimentally for
dispersions of the ionic lipid DPPG [14,20–22], for which the
anomalous transition region almost disappears, contrary to the
case of suspensions of the shorter DMPG, which show a wide
anomalous region. As hydrophobic attraction is made smaller,
the electrostatic repulsion, which would drive headgroups
apart, becomes important and may yield charge order in the
gel or even in both the gel and the fluid phases. In summary,
decreasing the electrostatic interaction υ moves the charge-
ordered phases toward lower temperatures until they eventually
disappear, as well as shrinks the width of their region of occur-
rence in the ground-state phase diagram, as depicted in Fig. 4.

Inspection of the effective model Hamiltonian, Eq. (5),
shows that the coupling between the two Ising models
is controlled by coefficients λ1 and λ2, dependent on λ.
If λ decreases, approaching 1, which means smaller area
differences between the fluid and gel phases, these couplings
vanish and the two types of order, acyl-chain and headgroup
charge order, fully decouple. On the other hand, a look at the
ground-state phase diagram, Fig. 4, shows that the width of
the SG phase increases for larger values of λυ. Combined
with the information displayed in Figs. 8 to 10, this leads to
the conclusion that raising λ increases the coupling between
the charge and chain degrees of freedom. This is similar to
the effect of increasing the electrostatic to hydrophobic inter-
action, υ. Both induce the possibility of discontinuity of the
critical charge-ordering lines, which is a characteristic feature
of the coupling. Thus, the role of increasing λ or υ is similar,
and decoupling occurs at limiting values of either variable.

C. Model thermodynamics: specific heat and
degree of ionization

It is well known that the main gel-fluid transition associated
with the disordering of zwitterionic lipid chains may be
detected from a DSC peak. This peak develops into a shoulder
across an anomalous transition region, in the case of ionic
lipids with shorter chains at low ionic strength [11,18]. So
what happens in the case of our model of ionic-lipid particles?

α

+∞+∞(a) (b)

(c) (d)

FIG. 11. Strong electrostatic interaction (υ = 0.125) specific
heat at constant lateral pressure [(a) and (b)] in unities of kB and degree
of ionization α [(c) and (d)] for standard values of parameters (λ,ω,p)
as a function of the dimensionless temperature t for μ = −0.05
[left column, (a) and (c)] and μ = −0.08125 [right column, (b) and
(d)]. Note the discontinuous (first-order) SG-SF transition and the
continuous (second-order) SF-F transition at higher temperatures.
The order parameter α has a nonmonotonic behavior as a function
of the temperature. After the main SG-SF transition, α reaches
a minimum for μ = −0.05 and develops a maximum for μ =
−0.08125, both at the second-order transition.

It is interesting to look at the specific-heat profile of the
model system (at constant lateral pressure [90] � and chemical
potential of counterions μc),

1

kB
cp ≡ T

2NkB

(
∂S

∂T

)
�,2N,μc

= − t

J

(
∂2ψ

∂t2

)
p,μ

, (27)

in the region of intermediate salt concentration, at which
charge-ordered phases arise. Figure 11, for large υ, shows
that the gel-fluid transition is accompanied by a divergence
of the specific heat, whereas the charge-ordered fluid
SF phase contributes with a shoulder that disappears at
a charge-disordering second-order transition at higher
temperatures. The width of the shoulder depends on added salt
(through μ) and decreases as counterion density increases,
entirely analogous with the experimental system DMPG (see
the Introduction).

Ionic-lipid dispersions may also present a maximum in the
experimental conductivity curve in the anomalous transition
region, in the case of shorter chains, as, e.g., in DMPG [10,17].
Conductivity depends both on the degree of ionization of the
macroions as well as on their mobility. A recent study that adds
electrophoretic mobility data to the study of conductivity [17]
yields a profile for the degree of the lipid vesicle ionization
that presents a steep rise at the main transition, followed by
increasing dissociation across the anomalous region, at the
end of which its degree of ionization diminishes substantially.
The degree of ionization predicted for the present model,
measured by the order parameter α, is also shown in Fig. 11.
It rises discontinuously at the gel-fluid transition, as expected
from the discussion of the phase diagram of Fig. 8. Above
this first-order transition, the degree of ionization α varies
continuously and undergoes an extremum at the continuous
charge-disordering transition. Whether the α profile falls or
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α

+∞+∞(a) (b)

(c) (d)

FIG. 12. Intermediate electrostatic interaction (υ = 0.08) spe-
cific heat at constant lateral pressure [(a) and (b)] in unities of kB and
degree of ionization α [(c) and (d)] for standard values of parameters
(λ,ω,p) as a function of the dimensionless temperature t for μ =
−0.05 [left column, (a) and (c)] and μ = −0.08125 [right column,
(b) and (d)]. Note the discontinuous (first-order) SG-F transition. The
order parameter α has a nonmonotonic behavior as a function of
the temperature. As the SF phase disappeared, there is no additional
continuous (second-order) transition at higher temperatures, although
the discontinuous rise of α at the main transition remains.

rises after this second transition depends on the value of μ.
Larger values of μ lead to α profiles with a minimum, while
a maximum is found for lower values of μ. However, in both
cases a local maximum is present in the temperature region
for which specific heat presents a shoulder, interpreted as the
anomalous transition region.

If the effect of the Coulomb interaction υ is made smaller,
the shoulder in the specific heat disappears, while degree of
ionization α presents a discontinuity at the main transition,
as shown in Figs. 12 and 13 for υ = 0.08 and υ = 0.05,
respectively. Thus an “anomalous transition region” is absent
if the headgroup Coulomb interaction is made less important
with respect to hydrophobic chain attraction. As pointed out
in the previous subsection and in the Introduction, this would
be the case for longer lipid chains, such as DSPG.

VI. CONCLUDING REMARKS

The model presented in this work combines attractive
nonelectrostatic and repulsive Coulomb interactions between
bilayer-forming charged lipids in the presence of a counterion
reservoir. The nonelectrostatic part is accounted for by using
effective van der Waals parameters associated with net attrac-
tive interactions between distinct states of the lipid acyl chains.
Even though our model relies on several parameters that
cannot be directly accessed solely by experimental techniques,
it presents a rich thermodynamic behavior, which might
be compared to experimental measurements on vesicle or
lamellae-forming ionic lipid suspensions. In fact, we show
that by fitting some of the effective theoretical parameters in
order to reproduce some experimental data on real systems
under restricted constraints, the theoretical results resemble
the experimental measurements of the thermotropic behavior

α

+∞(a)

(b)

FIG. 13. Weak electrostatic interaction (υ = 0.05) specific heat
at constant lateral pressure (a) in unities of kB and degree of
ionization α (b) for standard values of parameters (λ,ω,p) as a
function of the dimensionless temperature t for μ = −0.03. Note the
continuous (second-order) SG-G transition at lower temperatures and
the discontinuous (first-order) G-F transition at higher temperatures.
The order parameter α has a nonmonotonic behavior as a function
of the temperature.

of the specific heat and degree of ionization, as done in a
companion work [88].

We believe that the emergent properties obtained in this
work may be relevant to some experimental systems. Indeed,
the model is motivated by the experimentally observed
anomalous transition region in suspensions of ionic lipids
with short acyl chains in low ionic strengths [18]. We
suggest that the typical results offer a qualitative explanation
for this peculiar behavior. The presence of charge-ordered
phases, associated with the release of a large fraction of the
counterions to the aqueous solution, represents a mechanism
that might explain the experimentally observed conductivity
profile in this transition region. Therefore, the main result of
our calculations—the existence of semidissociated phases for
intermediate salt concentrations—supports a broad transition
region that evolves to a single first-order sharp transition in
high-ionic strengths, analogous to the neutral-lipid case. Our
model predicts that for a sufficient amount of salt, as well as
for long-enough acyl chains, the charge-ordered phase and the
associated anomalous transition region disappear altogether.
The main effect of the added salt is to modulate (shrink and
even eliminate) the charge-ordered phases.

Besides their extended and ordered acyl chains, PG lipids in
the gel phase arrange, usually, in a regular orthorhombic lattice
[27,49,91]. However, depending on the preparation conditions,
the chains in the gel phase may also adopt a hexagonal packing
[91]. For the standard Ising antiferromagnet in a magnetic field,
the ordered state on a triangular lattice is highly nontrivial
due to frustration and cannot be simply described as a two-
sublattice staggered state [92]. Most likely, this feature has
consequences on our model when considered on a triangular
lattice, associated with a hexagonal-packing gel phase. The
study of this question is beyond the scope of the present work
and it might be a topic for future work.

Due to the simplified nature of the theoretical model, our
predictions should be regarded as a tentative explanation of the
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underlying mechanism behind the experimentally observed
complex behavior. In particular, we treated the system as
lamellar, while there are indications of drastic conformational
changes in the anomalous transition region, in analogy to
the rich polymorphism observed in single-component as
well as in mixed-lipid aqueous dispersions [93]. In fact,
several competing models, based on many complementary
experimental techniques, have been proposed for DMPG aque-
ous suspensions: perforated bicelles (bilayered micelles) [5],
deformed [9] and/or perforated vesicles [11,12], spongelike
connected networks [13,14,21], and bilayer fragments and/or
bicelles [15], none of which approach the effect of counterion
association. Thus, we hope that our discussion may shed some
light on the microscopic origin of the rich thermodynamic be-
havior of aqueous suspensions of ionic lipids. A less qualitative
comparison with experiments requires the coupling of the acyl-
chain order-disorder phase transitions in the bilayer plane with
the electrostatic interactions in the bulk aqueous suspension.
The latter can be treated using the Poisson-Boltzmann theory
for ionic solutions [94], coupling the charged lamellar system
to a reservoir of symmetric monovalent salt, as performed
for semiphenomenological models for charged multilamellar
systems [95,96], and lamellar phases [97] or monolayers [98]
composed of anion-adsorbing zwitterionic lipids. This ques-
tion deserves further investigation and is currently in progress.
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APPENDIX A: MEAN-FIELD EQUATIONS VIA
GAUSSIAN TRANSFORMATION

The effective Hamiltonian per lipid in the (T ,�,2N,μc)
ensemble is written in simplified form as

1

2N
Heff = ϕ0(t) + ϕ1 + ϕ2, (A1)

βϕ1 = 1

2t

∑
ν=1,2

(hνmν + μναν − θνqν), (A2)

βϕ2 = −2

t
m1m2 + υ

2t
[α1α2 + λ1q1q2 + λ2(α1q2 + α2q1)],

(A3)

with the sublattice averages (mν,αν,qν) defined by Eqs. (8)
and the model parameters (hν,μν,θν) by Eqs. (12).

In order to diagonalize the quadratic form represented
by ϕ2, we define the overall lattice averages, Eqs. (9), as
well as the staggered averages, Eqs. (10), which represent
the thermodynamic order parameters. These definitions allow
rearrangement of Hamiltonian terms, so ϕ2 becomes diagonal,

βϕ1 = 1

2t
[(h1 + h2)m + (h1 − h2)m† + (μ1 + μ2)α

+ (μ1 − μ2)α† − (θ1 + θ2)q − (θ1 − θ2)q†], (A4)

βϕ2 = −kx(m2 − m†2) + ky[(α + λ2q)2

− (α† + λ2q
†)2] + kz(q

2 − q†2), (A5)

with parameters

kx ≡ 2

t
, ky ≡ υ

2t
, kz ≡ ky

(
λ1 − λ2

2

) = λυ

2t

(
λ − 1

λ + 1

)2

.

(A6)

A sixfold Gaussian transformation

e±kη2 =
√

k/π

∫ ∞

−∞
dx e−kx2+2ηkx

√±1, (A7)

may be then applied to e−βHeff in order to linearize the quadratic
terms,

e−βHeff =
(

N

πt

)3
λυ2

2

(
λ − 1

λ + 1

)2 ∫
d6r e−2Nβ�, (A8)

β� = βϕ0(t) + kx(x2 + x†2) + ky(y2 + y†2) + kz(z
2 + z†2)

+
[

1

2t
(h1+h2) − 2kxx

]
m+

[
1

2t
(h1−h2)+2kx

x†

i

]
m†

+
[

1

2t
(μ1+μ2)+2ky

y

i

]
α+

[
1

2t
(μ1 − μ2)−2kyy

†
]
α†

−
[

1

2t
(θ1 + θ2) − 2λ2ky

y

i
− 2kz

z

i

]
q

−
[

1

2t
(θ1 − θ2) + 2λ2kyy

† + 2kzz
†
]
q†, (A9)

with r ≡ (x,y,z,x†,y†,z†). The linearized exponential factor
leads to a factorization of the associated partition function
�2N (T ,�,μc), Eq. (3). This allows the trace to be exactly
performed, since the summation over all possible particle-state
lattice configurations decouples into independent summations
over single-site states,∑

{si },{τi }
e−2Nβ� = (ξ1ξ2)N exp

{− 2N
[
βϕ0(t)

+ kx(x2 + x†2) + ky(y2 + y†2)

+ kz(z
2 + z†2)

]}
,

ξν ≡
∑
s,τ∈ν

eβφ
(ν)
sτ , (A10)

βφ(ν)
sτ ≡ −s

{
hν

t
− 2kx

[
x + (−1)ν

x†

i

]}

− τ

{
μν

t
+ 2ky

[
y

i
+ (−1)νy†

]}

+ sτ

{
θν

t
− 2λ2ky

[
y

i
+ (−1)νy†

]

− 2kz

[
z

i
+ (−1)νz†

]}
. (A11)

Therefore, the associated partition function reads

�2N (T ,�,μc) =
∑

{si },{τi }
e−βHeff =

(
N

πt

)3
λυ2

2

(
λ − 1

λ + 1

)2

×
∫

d6r e−β�2N (T ,�,μc;r), (A12)

031909-13



TAMASHIRO, BARBETTA, GERMANO, AND HENRIQUES PHYSICAL REVIEW E 84, 031909 (2011)

with the mean-field free-energy functional per lipid in the thermodynamic limit � ≡ limN→∞ 1
2N

�2N (T ,�,μc; r) given by

β�(T ,�,μc; r) = βϕ0(t) + kx(x2 + x†2) + ky(y2 + y†2) + kz(z
2 + z†2)

− 1

2
ln

{
1 + exp

[
− h1

t
+ 2kx

(
x − x†

i

)]
+ exp

[
− μ1

t
− 2ky

(
y

i
− y†

)]

+ exp

[
− h1

t
− μ1

t
+ θ1

t
+ 2kx

(
x − x†

i

)
− 2ky(1 + λ2)

(
y

i
− y†

)
− 2kz

(
z

i
− z†

)]}

− 1

2
ln

{
1 + exp

[
− h2

t
+ 2kx

(
x + x†

i

)]
+ exp

[
− μ2

t
− 2ky

(
y

i
+ y†

)]

+ exp

[
− h2

t
− μ2

t
+ θ2

t
+ 2kx

(
x + x†

i

)
− 2ky(1 + λ2)

(
y

i
+ y†

)
− 2kz

(
z

i
+ z†

)]}
. (A13)

The integrations in Eq. (A12) are performed using the
steepest-descent method. The stationary-point conditions of
the functional ∇�(r = r̄) = 0 for the six-dimensional sta-
tionary points r̄ ≡ (x̄,ȳ,z̄,x̄†,ȳ†,z̄†) connect them with the
physical sublattice averages,

mν = 〈s〉ν = − 2

�a

∂ψ

∂�ν

, αν = 〈τ 〉ν = 1 + 2
∂ψ

∂μc
ν

,

(A14)

qν = 〈sτ 〉ν = −2
∂ψ

∂�ν

,

x̄ ± x̄†

i
= m1,2,

ȳ

i
± ȳ† = α1,2 + λ2q1,2,

z̄

i
± z̄† = q1,2.

(A15)

The equations of state (20) and the fields φ(ν)
sτ , Eqs. (22)–

(24), correspond, respectively, to Eqs. (A14) and (A15) and
Eq. (A11) expressed in terms of the lattice thermodynamic
averages (mν,αν,qν). Replacing them into the mean-field free-
energy functional, Eq. (A13), one obtains the thermodynamic
free energy per lipid ψ(T ,�,μc) = �(T ,�,μc; r = r̄) given
by Eq. (25).

APPENDIX B: MEAN-FIELD EQUATIONS VIA
DIRAC-δ-FUNCTION REPRESENTATION

The effective Hamiltonian per lipid in the (T ,�,2N,μc)
ensemble is written in simplified form as

1

2N
Heff = ϕ0(t) + ϕ1 + ϕ2, (B1)

βϕ1 = 1

2N

∑
ν=1,2

N∑
i=1
i∈ν

1

t
(hνsi + μντi − θνsiτi), (B2)

βϕ2 = −kxm1m2 + ky[α1α2 + λ1q1q2 + λ2(α1q2 + α2q1)].

(B3)

By introducing the continuous complex fields Rν ≡
(Xν,Yν,Zν) conjugated to the sublattice averages (mν,αν,qν),
which are defined by the Dirac-δ-function representations

δ

⎛
⎜⎜⎝mν − 1

N

N∑
i=1
i∈ν

si

⎞
⎟⎟⎠ = N

2πi

∫ i∞

−i∞
dXν

× exp

⎡
⎢⎢⎣−NXν

⎛
⎜⎜⎝mν − 1

N

N∑
i=1
i∈ν

si

⎞
⎟⎟⎠
⎤
⎥⎥⎦ , (B4)

δ

⎛
⎜⎜⎝αν − 1

N

N∑
i=1
i∈ν

τi

⎞
⎟⎟⎠ = N

2πi

∫ i∞

−i∞
dYν

× exp

⎡
⎢⎢⎣−NYν

⎛
⎜⎜⎝αν − 1

N

N∑
i=1
i∈ν

τi

⎞
⎟⎟⎠
⎤
⎥⎥⎦ , (B5)

δ

⎛
⎜⎜⎝qν − 1

N

N∑
i=1
i∈ν

siτi

⎞
⎟⎟⎠ = N

2πi

∫ i∞

−i∞
dZν

× exp

⎡
⎢⎢⎣−NZν

⎛
⎜⎜⎝qν − 1

N

N∑
i=1
i∈ν

siτi

⎞
⎟⎟⎠
⎤
⎥⎥⎦ , (B6)

it is possible to rewrite e−βHeff as

e−βHeff

=
(

N

2πi

)6
[ ∏

ν=1,2

∫ i∞

−i∞
d3 Rν

∫ ∞

−∞
dmν dαν dqν

]
e−2Nβ�,

(B7)
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� = ϕ0(t) + ϕ2 + 1

2β

∑
ν=1,2

(Xνmν + Yναν + Zνqν)

− 1

2N

∑
ν=1,2

N∑
i=1
i∈ν

φ(ν)
si τi

, (B8)

βφ(ν)
sτ ≡ −s

(
hν

t
− Xν

)
− τ

(
μν

t
− Yν

)
+ sτ

(
θν

t
+ Zν

)
.

(B9)

Since � is linear in the particle-state variables {si,τi}, the
trace can be exactly performed, since the summation over
all possible particle-state lattice configurations decouples into
independent summations over single-site states,∑
{si },{τi }

e−2Nβ� = e−2N[βϕ0(t)+βϕ2]
∏

ν=1,2

ξN
ν e−N(Xνmν+Yναν+Zνqν ),

(B10)
ξν ≡

∑
s,τ∈ν

eβφ
(ν)
sτ ,

which allows the associated partition function to be written as

�2N =
∑

{si },{τi }
e−βHeff

=
(

N

2πi

)6
[ ∏

ν=1,2

∫ i∞

−i∞
d3 Rν

∫ ∞

−∞
dmν dαν dqν

]
e−β�2N (Rν ),

(B11)

with the mean-field free-energy functional per lipid in the

thermodynamic limit �(Rν) ≡ lim
N→∞

1

2N
�2N (Rν) given by

β�(Rν) = βϕ0(t) + βϕ2 + 1

2

∑
ν=1,2

(Xνmν + Yναν + Zνqν)

− 1

2
ln

[
1+exp

(
− h1

t
+X1

)
+exp

(
− μ1

t
+Y1

)

+ exp

(
− h1

t
− μ1

t
+ θ1

t
+X1+Y1+Z1

)]

− 1

2
ln

[
1+exp

(
− h2

t
+X2

)
+exp

(
− μ2

t
+Y2

)

+ exp

(
− h2

t
− μ2

t
+ θ2

t
+X2+Y2+Z2

)]
. (B12)

In the thermodynamic limit N → ∞, the integrations
over the continuous complex fields Rν may be performed
by the steepest-descent method. The saddle-point conditions
∇ν� = 0, with ∇ν ≡ ( ∂

∂Xν
, ∂
∂Yν

, ∂
∂Zν

), yield the self-consistent
sublattice averages, (mν,αν,qν) = ∇ν ln ξν ,

mν = 1

ξν

∑
s,τ∈ν

s eβφ
(ν)
sτ ≡ 〈s〉ν, αν = 1

ξν

∑
s,τ∈ν

τ eβφ
(ν)
sτ ≡ 〈τ 〉ν,

(B13)

qν = 1

ξν

∑
s,τ∈ν

sτ eβφ
(ν)
sτ ≡ 〈sτ 〉ν .

In principle, this set of equations allows one to express the
saddle points R̄ν ≡ (X̄ν,Ȳν,Z̄ν) in terms of the lattice averages
(mν,αν,qν).

Performing the integrations over the continuous variables
(mν,αν,qν) by the steepest-descent method, one may show that
the stationary-point conditions of the functional ∂�/∂mν =
∂�/∂αν = ∂�/∂qν = 0 reduce, for the sublattice ν = 1, to
the linear relations

X̄1 = −2β
∂ϕ2

∂m1
= 2kxm2 = 4

t
m2, (B14)

Ȳ1 = −2β
∂ϕ2

∂α1
= −2ky(α2 + λ2q2) = −υ

t

(
α2 + λ − 1

λ + 1
q2

)
,

(B15)

Z̄1 = −2β
∂ϕ2

∂q1
= −2ky(λ2α2 + λ1q2)

= −υ

t

(
λ − 1

λ + 1

)
[α2 + (λ − 1)q2], (B16)

since contributions from the logarithmic terms cancel out
due to the saddle-point conditions, Eqs. (B13). Equations for
the stationary-point conditions for the sublattice ν = 2 yield
relations of the same form but switching the sublattice labels
1 → 2 and 2 → 1 in the final expressions of Eqs. (B14)–(B16).
Replacing the saddle points, Eqs. (B14)–(B16) and their
analogs for the sublattice ν = 2, into the mean-field free-
energy functional, Eq. (B12), order parameters, Eqs. (B13),
and fields φ(ν)

sτ , Eq. (B9), one regains Eq. (25) and Eqs. (20)–
(24). Of course, this method yields exactly the same results of
Appendix A.

APPENDIX C: MEAN-FIELD ANALYSIS OF
THE GROUND STATE

The ground-state energies are given in terms of the
energy parameters ϕ0(t = 0) ≡ −μc + εF − γ εFF/2 + �aF,
J ≡ γ (εGG + εFF − 2εGF)/4 and the dimensionless couplings
p ≡ (2��a + �ε)/4J , μ ≡ μc/J , θ ≡ �/J .

1. AF mean-field ground state (m = 0,α = 0,q = 0),
leading term: φ00 = 0

Zero-temperature asymptotic limit

φ10 = 2J (p − 1), φ01 = −Jμ, φ11 = J (2p − 2 − μ),

(C1)

�ψ0(0,0,0) ≡ ψ0(0,0,0) − ϕ0(t = 0) = 0. (C2)

Conditions for existence of the AF ground state

φ10 < 0 : p < 1, φ01 < 0 : μ > 0,
(C3)

φ11 < 0 : μ > 2(p − 1).

2. AG mean-field ground state (m = 1,α = 0,q = 0),
leading term: φ10

Zero-temperature asymptotic limit

φ10 = 2J (p + 1), φ01 = −Jμ, φ11 = J (2p + 2 − μ),

(C4)
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�ψ0(1,0,0) ≡ ψ0(1,0,0) − ϕ0(t = 0) = −2Jp. (C5)

Conditions for existence of the AG ground state

φ10 > 0 : p > −1, φ10 > φ01 : μ > −2(p + 1),
(C6)

φ10 > φ11 : μ > 0.

3. DF mean-field ground state (m = 0,α = 1,q = 0),
leading term: φ01

Zero-temperature asymptotic limit

φ10 = 2J (p − 1), φ01 = −J (μ + υ),
(C7)

φ11 = J

(
2p − 2 − μ + θ − 2λυ

λ + 1

)
,

�ψ0(0,1,0) ≡ ψ0(0,1,0) − ϕ0(t = 0) = J

(
μ + υ

2

)
. (C8)

Conditions for existence of the DF ground state

φ01 > 0 : μ < −υ, φ01 > φ10 : μ < −2(p − 1) − υ,
(C9)

φ01 > φ11 : p < 1 − θ

2
+ υ

2

(
λ − 1

λ + 1

)
.

4. DG mean-field ground state (m = 1,α = 1,q = 1),
leading term: φ11

Zero-temperature asymptotic limit

φ10 = 2J (p + 1), φ01 = −J

(
μ + 2λυ

λ + 1

)
,

(C10)
φ11 = J (2p + 2 − μ + θ − λυ),

�ψ0(1,1,1) ≡ ψ0(1,1,1) − ϕ0(t = 0) = −J

(
2p − μ− λυ

2

)
.

(C11)

Conditions for existence of the DG ground state

φ11 > 0 : μ < 2(p + 1) + θ − λυ,

φ11 > φ10 : μ < θ − λυ, (C12)

φ11 > φ01 : p > −1 − θ

2
+ λυ

2

(
λ − 1

λ + 1

)
.

5. SF mean-field ground state
(m1 = m2 = 0,α1 = 1,α2 = 0,q1 = q2 = 0), leading terms: φ

(1)
01

and φ
(2)
00 = 0

Zero-temperature asymptotic limit

φ
(1)
10 = 2J (p1 − 1), φ

(1)
01 = −Jμ1,

(C13)
φ

(1)
11 = J (2p1 − 2 − μ1 + θ1),

φ
(2)
10 = 2J (p2 − 1), φ

(2)
01 = −J (μ2 + υ),

(C14)

φ
(2)
11 = J

(
2p2 − 2 − μ2 + θ2 − 2λυ

λ + 1

)
,

�ψ0(0,0; 1,0; 0,0) ≡ ψ0(0,0; 1,0; 0,0) − ϕ0(t = 0) = Jμ1

2
.

(C15)

Conditions for existence of the SF ground state

φ
(1)
01 > 0 : μ1 < 0, φ

(1)
01 > φ

(1)
10 : μ1 < −2(p1 − 1),

(C16)
φ

(1)
01 > φ

(1)
11 : p1 < 1 − θ1

2
,

φ
(2)
10 < 0 : p2 < 1, φ

(2)
01 < 0 : μ2 > −υ,

(C17)

φ
(2)
11 < 0 : μ2 > 2(p2 − 1) + θ2 − 2λυ

λ + 1
.

6. SG mean-field ground state
(m1 = m2 = 1,α1 = 1,α2 = 0,q1 = 1,q2 = 0), leading terms: φ

(1)
11

and φ
(2)
10

Zero-temperature asymptotic limit

φ
(1)
10 = 2J (p1 + 1), φ

(1)
01 = −Jμ1,

(C18)
φ

(1)
11 = J (2p1 + 2 − μ1 + θ1),

φ
(2)
10 = 2J (p2 + 1), φ

(2)
01 = −J

(
μ2 + 2λυ

λ + 1

)
,

(C19)
φ

(2)
11 = J (2p2 + 2 − μ2 + θ2 − λυ),

�ψ0(1,1; 1,0; 1,0) ≡ ψ0(1,1; 1,0; 1,0) − ϕ0(t = 0)

= −J

(
2p1 − μ1

2
+ θ1

2

)
. (C20)

Conditions for existence of the SG ground state

φ
(1)
11 > 0 : μ1 < θ1 + 2(p1 + 1), φ

(1)
11 > φ

(1)
10 : μ1 < θ1,

(C21)
φ

(1)
11 > φ

(1)
01 : p1 > −1 − θ1

2
,

φ
(2)
10 > 0 : p2 > −1,

φ
(2)
10 > φ

(2)
01 : μ2 > −2(p2 + 1) − 2λυ

λ + 1
, (C22)

φ
(2)
10 > φ

(2)
11 : μ2 > θ2 − λυ.
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