
       

Pruning neural network for architecture optimization applied
to near-infrared reflectance spectroscopic measurements.
Determination of the nitrogen content in wheat leaves
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The pruning neural network, based on the algorithm called optimum brain surgeon, was used for network
architecture optimization. This network pruning procedure was applied for estimating the nitrogen contents in
wheat leaves, using near-infrared diffuse reflectance spectroscopy. The results obtained with pruning were
compared with those obtained by using ordinary procedures with neural networks, partial least squares,
polynomial partial least squares and neural networks/partial least squares methodologies. Comparison of the
results with those obtained by the conventional Kjeldahl method showed that the results with pruning neural
networks were as good as those with ordinary neural networks and with PLS/neural networks, but better than
those with the other methodologies. Although the comparison was performed for one data set, the pruning
procedure has the advantage of introducing an automatic architecture optimization, which is cumbersome when
performed by the other neural network procedures used in this work, generating a simplified model with better
generalization abilities.

Introduction

Near-infrared diffuse reflectance (NIRR) spectroscopic meas-
urements1 allow the determination of a large number of
substances in different matrices2–9 without requiring any
chemical reaction. Consequently, it provides a decrease in both
reagent consumption and the time needed for performing the
analysis, in addition to permitting in situ analysis.10 These
advantages confer particular characteristics on the technique,
making it useful for routine analysis and on-line control in
industrial processes.11,12.

Analytical applications13,14 of near-infrared spectroscopy
have been explored since the early 1950s. However, owing to
instrumental difficulties, its use as a quantitative approach only
started 30 years later, together with the development and the
widespread use of computers. As the coupling between
equipment and microcomputers became easier and faster,
obtaining and storing large amounts of data became possible.
Thus, once the difficulties in obtaining the diffuse reflectance
spectrum in the near-infrared region had been overcome, the
next step was to extract quantitative information from them. At
this point, it was observed that diffuse reflectance measure-
ments in the near-infrared region could be related to the
concentration of substances in the sample, although not with a
linear relationship. This fact made the use of classical
procedures of univariate calibration difficult or even im-
possible.

In recent years, with the development of chemometric
methods, the application of multivariate calibration methods
has become widely employed, enabling us to consider not only
the reflectance spectra at a few characteristic wavelengths in
calculations,15 but also the full spectra. Neural networks16 are
among the possible non-linear multivariate calibration meth-
ods17 which could be applied in these cases, and more recently
neural networks with pruning18 have been also considered.

The ability to model equally well data where the relation
between dependent and independent variables is linear or non-
linear is easily carried out with a neural network, one of the most
commonly used multivariate calibration methods. In recent
years, the number of neural network applications in chemistry
has increased and diversified.19,20 It is possible to find
applications in modeling non-linear data in analytical chem-
istry,21 in on-line processes,22 and in design of new drugs23 by
QSAR.

The basic concepts of artificial neural networks

Neural networks (NN) are composed of basic units of
information processing called neurons, which are arranged in
lines or layers. An artificial neural network always has an input
and an output layer and, between them, there is a variable
number of hidden layers. This layer disposition and the number
of neurons in each layer are called the neural network
architecture. The input can be any multivariate signal, such as
current readings at different potentials of a voltammogram, or
absorbances at different wavelengths in spectroscopic measure-
ments. The output of neural network responses is the independ-
ent variables (e.g., concentrations), with which the neural
network will be trained, in a typical calibration procedure.

The response or output, Ŷ, to an input vector x, of a neural
network with ni input neurons, one hidden layer with nh neurons
and one output neuron with linear transfer function, can be
written as

Ŷ f b Bj ji i j
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where f is a linear, sigmoid or tangent hyperbolic transfer
function, bj and B are the biases of the model and wji and Wj the
weights of the hidden and output layers, respectively. In this
study, the input vector x is the NIRR spectra scores and the
output is the nitrogen content in wheat leaves.

Once the values estimated by the neural network (the neural
network output) have been obtained, the calibration error (E),
defined as the sum of the squares resulting from the difference
between the value estimated by the network (output) and the
expected value given by conventional Kjeldahl method, can be
calculated, as demonstrated in eqn. (2):

E Y Y

i

m

( ( ˆ)w) = -
=

Â 2

1

(2)

where Y is the real value, Ŷ is the neural network output value
and m is the number of samples used to train the neural network.
After obtaining the neural network output value, the next step is
to correct the weights of all layers until the error (E) is
minimized, which can be made through the error back-
propagation procedure17 or by the Marquardt-Levenberg
method,24 a variant of the Gauss–Newton method.24 In this
work the Marquardt–Levenberg approach was used, which is
faster to converge and more robust.

The objective of the training procedure is to find a set of
possible weights and biases which permit the network to predict
values (Ŷ) as close as possible to the known outputs (Y), in order
to minimize the error function E(w). The correction of the
weights ends when the error [E(w)] reaches previously
established convergence criteria. At this point, the neural
network is considered trained, and it is then possible to evaluate
its generalization properties, using another sample group, with
a different set of data from those used in the calibration step,
known as the validation set. However, an artificial neural
network, even after training, can present small errors in the
calibration set and large errors in the validation set. In these
cases, an overfitting due to an excessive quantity of neurons
applied in the hidden layer has occurred. For instance, this is the
case when the number of neurons in the hidden layer is close to
the principal component number used in the principal compo-
nent regression17 (PCR) or to the polynomial order used in the
polynomial regression. Whilst an over-complex architecture is
likely to lead to overfitting, it can also occur as a result of a long
training (overtraining). Therefore, the choice of the quantity of
neurons in the hidden layer and the number of epochs (number
of weights correction) used in the training are fundamental to
avoid overfitting.

A long training can be avoid by selecting appropriate
convergence criteria, based on the experimental error, since the
number of epochs is basically governed by this term.

The correct selection of the quantity of neurons or even the
architecture optimization of the hidden layer can be done by
varying the quantities of these neurons and repeating the
process of weight correction. One then, chooses the configura-
tion which presents small errors for both calibration and
validation.

Network pruning

A procedure for architecture optimization is the use of pruning
neural networks (PNN). The basic idea of this method is to start
a neural network with an excessive number of neurons inside
the hidden layer and cut connections which have a slight
influence on the error during the training step. Neurons to which
all connections were cut will be deleted. Hence only those
neurons useful for modeling will be maintained. The pruning
technique25 reduces the complexity of the neural networks and

improves their ability of prediction, avoiding the use of over-
parameterized models (excessive amount of neurons).

There are two methods of PNN the optimum brain damage26

(OBD) and the optimum brain surgeon27 (OBS). In both
methods, the connections (or weights) are cut and the
corresponding variation in error E, called saliency,28 is
evaluated. In OBD, the cut in the connections occurs during the
training step and the neural network is not trained again. In
contrast, in the OBS method, the network is trained after each
cut, allowing new cuts to be made.

Optimum brain surgeon (OBS)

A term of regularization29 is added to the error function E(w),
which is given by eqn. (2), related to the function cost
[C(w)]:

C E( (w w w Dw) = ) +
1

2
T

(3)

The regularization term induces pruning processes and ensures
numerical stability of the method, simply by punishing weights
with low values through the regularization matrix D. The next
step is to enlarge the cost function in a Taylor series to the
second order terms, around a possible minimum weight value
w0, as follows:

C C( (w w w H w) = ) +
1

20
Td d (4)

where dw = w 2 w0 and H = (A + D) is the Hessian30 matrix
with a regularization term. The term A is the second derivative
matrix of the training error (∂2E/∂w2) containing all second
order derivatives. After this phase, one weight must be
eliminated and the cost function minimized. The elimination of
the jth weight can be expressed as

dw e w eT
0
T

j j= - (5)

where ej is the jth unit vector. The constrained extreme can be
obtained by applying the Lagrange multipliers method:30

C̃j(w) = C(w) + l(dw + w0)Tej (6)

where l is the Lagrange multiplier.
Solving the above equation, one can obtain the vinculated

extreme:

dw = 2lH21ej (7)

After this step, it is possible to return to eqn. (3), obtain dE(w)
and replace dw by the value obtained with eqn. (7), resulting in
the following equation for the saliency, which is the change in
the training error resulting from deletion of wj:

dE Ej j j j(w w DH e e H D H e) =
1

2
( )0

T –1 2 T –1 –1l l+ — + (8)

This saliency equation will give mathematical criteria for
cutting the connections.

Partial least squares

In addition to the evaluation of the neural networks and pruning
neural networks approaches, other multivariate calibration
methods such as the PLS,31 PLS-polynomial32 (POLYPLS) and
PLS-neural network33 (NNPLS) were also taken into account.
The basic assumptions of these methods are first, to decompose
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all independent variables and dependent variables, X and Y,
respectively, into one product with two short matrices, plus one
error matrix, as follows :

X = TP + E (9)

Y = UQ + F (10)

where T and U are the score matrices, P and Q are the loading
matrices and, E and F, are the error matrices of X and Y,
respectively. Such decomposition is extremely important in
cases where the X matrix is improperly stored or when the
number of samples is smaller than the number of independent
variables. One can use the T matrix with a lower dimension than
the X matrix without loss of useful information and also
eliminating noise in data and colinearity. Once the decomposi-
tion has been done, the next procedure is to set, if possible, a
linear relation between U and T:

U = bT + e (11)

where b is an adjusted coefficient which is usually done using
the NIPALS algorithm.34 Finally, by replacing the U value in
eqn. (10), one can obtain:

Y = bTQ + G (12)

For cases where the relationship between the scores of X and Y
is not linear, the POLYPLS or the NNPLS can be used. Both
have basically the same appliances, differing only in the relation
between the scores, that are made by a variable degree
polynomial or by a neural network approach.

Experimental

Sample set

The sample set consisted of 58 wheat leaf samples, which were
washed with a 1% v/v non-ionic detergent solution and rinsed
10 times with de-ionized water. The samples were oven-dried at
50 °C for 48 h, then ground using a Retsch mill with a 1.0 mm
grid. Finally, the nitrogen content (in terms of mg N g21 dry
matter) was determined using the conventional Kjeldahl
method.

Sample spectra

The diffuse reflectance spectra were recorded directly over a
sample cell with an optical fiber probe, with low hydroxyl
content to avoid near-infrared absorption, using a hand held
spectrometer with a monochromator based on the acoustic optic
tunable filter35 (Brimrose) approach, set to operate in the
1500–2400 nm range, as shown in Fig. 1.

Spectra preprocessing

Before the calibration phase, the spectra were preprocessed by
using either a fast Fourier transform filter,36 a principal
component analysis (PCA)37 or a multiplicative scattering
correction (MSC).38 For PLS calculations, the inputs were the
whole preprocessed spectra using the fast Fourier transform
filter and MSC, and for neural networks the inputs were the
scores of the most significant principal components, obtained
from the spectral data. The spectra set, after the application of
the fast Fourier transform filter and MSC, are shown in
Fig. 2.

Sample selection

The data set was split into two subsets, one to be used in the
calibration procedure and other to validate the model. The
calibration set had 34 samples and the validation set 24 samples.
The selection of the samples into subsets was made according to
the principal component analysis (PCA) approach. Plotting the
scores of the first principal component (PC1) versus the second
principal component (PC2), which represents 87% of data
variance, it is possible to see that there are four groups of
samples, as shown in Fig. 3. Samples representing each of the
four groups were put into both the calibration and validation
sets, maintaining in the calibration set samples with high and
low nitrogen contents, to avoid extrapolation in the validation
set. The sample selection inside each group was performed
randomly.

Fig. 1 Instrumental setup for NIR data collection.

Fig. 2 NIR spectral data set after preprocessing.

Fig. 3 Plot of scores on PC1 vs. scores on PC2.
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Evaluation of the performance of the models

The relative performance of the different models was evaluated
in terms of root-mean-square error of prediction (%RMSEP),
defined as

%

( ˆ )

RMSEP =
1

p p

p

c

y y

n

i i

i

n

-

¥=
Â 2

1 100 (13)

where c̄p and np are the mean concentration and number of the
samples used in the validation set, respectively, yi is the real
value and ŷi is the predicted value obtained by different
models.

Computer programs

The program used for network pruning was obtained from the
neural network based system Identification Toolbox39 for use
with Matlab. The PLS and PCA calculations were from the PLS
Toolbox40 for use with Matlab. The program for noise reduction
by fast Fourier transformation was implemented utilizing sub-
routines from Matlab 4.2.

Models

Neural network. The inputs employed for neural network
training were the scores of the first five principal components
scaled in the range from 0.2 to 0.8. The optimum network
architecture and the training parameters are summarized in
Table 1, where L indicates a linear transfer function and S a
sigmoidal transfer function. For example, the notation SSSS
means that there are four neurons with sigmoidal transfer
functions. As already mentioned, the neural network was
trained using the Marquardt–Levenberg method.

Pruning neural network. The inputs employed for neural
network training are the same as mentioned above for the
ordinary neural network procedure. The initial architecture
network (before pruning) and training parameters are summa-
rized in Table 1 and shown in Fig. 4. In this table, the notation
SLSLSLSLSL means that there are 10 neurons in the hidden
layer, the first with a sigmoidal transfer function and the next
with a linear function, and so on. This procedure is very
interesting because, in principle, it is possible to model linear
and non-linear systems. Moreover, this procedure may be
considered as diagnostic for non-linearity, because when at the
end of the pruning procedure non-linear neurons remain, the
system will be non-linear. Again, the initial neural network was
trained using the Marquardt–Levenberg method. The optimiza-

tion of the neural network architecture was carried out using the
OBS algorithm.

The optimum architecture obtained after both training and
pruning procedures is shown in Fig. 5.

PLS based models. The optimum number of factors (latent
variables) utilized in all PLS models, obtained using leave-one-
out cross-validation , was five. In the model elaborated with
POLYPLS, the best relationship between u and t was estab-
lished by a second degree polynomial.

In NNPLS, the best relationship between u and t was
established by a neural network with an input layer with one
neuron (one score at a time), a hidden layer with three neurons
and an output layer with one neuron. The transfer function used
between the hidden and output layers was sigmoidal and for the
output layer the transfer function used was linear.

Results and discussion

Five models were developed using NN, PNN, NNPLS,
POLYPLS and PLS. The %SEC and %SEP values for each
model are given in Table 2. In Fig. 6(A)–6(E) the correlation
between the values of %N given by the Kjeldahl method and
those predicted for each of five models is shown.

Table 1 Architecture of the neural network

Value

Parameter
Ordinary neural
network

Pruning neural
network

Input layer nodes 5 5
Input layer transfer function LLLLL LLLLL
Hidden layer nodes 4 10
Hidden layer transfer function SSSS LSLSLSLSLS
Output layer nodes 1 1
Output layer transfer function L L
Maximum number of iterations 500 100
Stop criterion 0.01 0.01
Regularization term (D) — 0.01

Fig. 4 Neural network initialization, where L indicates a linear transfer
function and S a sigmoid transfer function.

Fig. 5 Neural network after pruning, where L indicates a linear transfer
function and S a sigmoid transfer function.

Table 2 Results obtained using different models

Model %SEC %SEP

PNN 4.8 6.2
Ordinary NN 5.0 6.5
NNPLS 6.1 7.6
POLYPLS 6.4 9.6
PLS 6.7 8.9
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The analysis of the %SEP values, shown in Table 2,
indicatest that the pruning neural network method was the most

efficient calibration method, followed by ordinary neural
networks, NNPLS, PLS and POLYPLS. The performance of
neural networks with pruning was 5% better than that of
ordinary neural networks, 18% better than NNPLS, 30% better
than PLS and 35% better than POLYPLS. However, are these
differences in %SEP values significantly different to justify the
above conclusions?

To confirm that the above conclusions are correct, an F-test,
at the 95% confidence level, according to eqn. (14), was used to
compare RMSEP for the different calibration methods:

F p pi j( ) =
Ê
ËÁ

ˆ
¯̃

RMSEP

RMSEP
method

PNN

2

(14)

where p is the number of validation samples. The F-test critical
value at the 95% confidence level is Fcritical = 1.98.

When the F-test is applied to the %SEP values obtained from
different modeling methods, it is observed that PNN are
significantly better than PLS (F = 2.1) and POLYPLS (F =
2.4). However, for the PNN, NNPLS and ordinary NN there are
no significant differences in the %SEP values at this confidence
level.

The results obtained with the F-test, at the 95% confidence
level, showed that the performance of five modeling algorithms
can be classified basically in two groups. The first, with lower
errors (PNN, NNPLS and ordinary NN), and the second one,
with larger errors (PLS and POLYPLS). Models that belong to
a determined group do not show differences in %SEP values at
this confidence level.

Conclusion

The evaluation of modeling methods simply by comparing
prediction errors can result in misleading conclusions. There-
fore, the evaluation of the model performance requires the
application of statistical significance tests, such as the F-test.

The modeling methods tested were classified into two
groups. One, with lower prediction errors, formed by PNN,
ordinary NN and NNPLS methods, and the other, with larger
errors, formed by PLS and POLYPLS methods. In each of these
groups there are no significant differences in the values of
%SEC and %SEP at the 95% confidence level.

Hence, the models based on neural networks show superior
performance for determining nitrogen content in plants using
diffuse reflectance spectroscopy in the near-infrared region. The
three models based on neural networks do not show significant
differences in the %SEP values, and the choice of one of them
must be made by considering factors such as computational
time, facility of implementation and software availability.
Therefore, it is possible to consider that pruning neural
networks offers a significant application potential in multi-
variate calibration compared with the other methods studied,
since its use does not need a network architecture optimization
procedure, reducing the possibility of overfitting. In addition,
only the pruning neural network offers the possibility of
determining if the system is linear or non-linear, and of
performing the modeling for both sets of data.
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Fig. 6 Nitrogen content of wheat leaves predicted by five models vs. the
Kjeldahl method: (A) PLS; (B) POLYPLS; (C) NNPLS; (D) ordinary NN;
and (E) PNN.
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