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Adsorbate order-disorder effects on recombinative thermal desorption:
Equivalence between dynamic Monte Carlo simulations and self-consistent
cluster approximations

Sieghard Weinketz and G. G. Cabrera
Instituto de Fsica “Gleb Wataghin,” Universidade Estadual de Campinas (UNICAMP),
Caixa Postal 6165, 13083-970 Campinas, Brazil

(Received 11 July 1996; accepted 8 October 1996

The thermally activated desorption of dissociated diatomic species from a metallic surface is
described as a lattice-gas problem on a square lattice with nearest- and next-nearest neighbor
interactions between the adsorbates and investigated within dynamic Monte Carlo simulations. In
the limit of fast diffusion with respect to desorption, it can be shown that the desorption rate depends
directly on the local order induced by the interactions within the adsorbate layer. Therefore, by
employing an appropriate quasi-equilibrium cluster approximation for the local @rédgond the
quasi-chemical approximatipn a differential equation can be derived that depends on
self-consistently calculated structure forms, reproducing quantitatively the temperature-programmed
desorption spectra simulated with the Monte Carlo procedure. In this way it can be shown that the
time evolution obtained from the dynamic Monte Carlo algorithm is indeed “correct,” and on the
other hand, that it can be successfully substituted by a “cheaper” cluster approximation.

© 1997 American Institute of Physids$0021-96007)01503-1

I. INTRODUCTION fort, and often carry fluctuation errors and problems due to
. . . insufficient thermalization. Analytical approximations, on

. T|me—dependen_t(or dynam|_ca) Mon_te Ca_rlo simula- the other hand, will be much faster and provide smoother
tions hgve been widely usgd inSine simulation of therm"’.llresults, but they are often unreliable or too difficult to calcu-
desorpuo_ré processes of simple molecules from met‘_"‘”'clate. Thus, whenever a quantitative comparison between the
surfaces, ®as a practical way to work out the correspondmgtwo approaches can be attained, a much higher confidence on
lattice-gas models. In this way it has been possible to obtairBO,[h solutions will be also achiéved.

an interrelationship between the adsorbate overlayer struc- In this work we present a dynamic Monte Carlo proce-

ture, its energetics and the desorption kinetics as a functioaure for temperature-programmed desorptiRD) of dis-
of temperature and surface coveragensidering the local sociated diatomic species on a square lattice, considering

processes of desorption, diffusion a(ebentually adsorp- nearest and next-nearest neighbor interactions between the

tipn, .With their proper Iocal_nei_g_hbor_hood dependencies. Th%dsorbates. The lattice-gas model and the dynamic Monte
kinetic lattice-gas modéis justified since the adsorbed spe- Carlo procedure are presented in Section II, where the diffu-

cies are located around well-defined equilibrium positions aLion “rescaling” problem is also discussed, showing the di-
. 9 . . L)
the surface ?'teﬁ’ tr;aa:mg tht? thermally activated local pro- rect dependence of the desorption kinetics on (tpeasi-
cesTesthas ds oc "’FS:\‘; re:nsgorlls. d £ Fichth dequilibrium) local order as derived from the stochastic
n the dynamic vionte L.arlo procedure of FIChthorn and,, e - This allows a direct comparison to the local order

Weinberd® the time eyolut|on 9f agiven system is obtained obtained from an appropriate minimum free-energy approxi-
from the sum of its microscopic processes in terms of a het-

. . : mation as theC, approximation of the cluster variation
erogeneous Poisson procEsg@n equivalent algorithm was 2 8PP

iously devised by Gillespi@ derived f method, and thus to the development of a dynamical ap-
previously devised by LIESpIE, derived from a corréspon- proximation for the desorption kinetics, as presented in Sec-
dence to the master equation formal)srAs applied to the

imulati f1 i dd i tion Ill. The numerical results for the adsorbate nearest and
tsr:mu ation do em_pl)leriture—;;rogrgmme ?scz)rpt\;)n PrOCESSERpyt-nearest neighbor correlation functions, showing the
€ procedure will obtain ime increments between S‘ucceséquivalence between both approaches, are presented in Sec-

sive events as a function of the total transition rate of all the[ion IV, particularly discussing the case where the adsorbate
desorption and diffusion everfthandled on the same foot- layer undergoes an order-disorder transition with a conse-

ing, or just of desorption events,where diffusion is treated quent vanishing of one the correlation functions. The equiva-

as a 13tggrmallzat|on process due to its much smaller UMelance between both methods for TPD spectra is shown in

scale. . . . Section V, and the final remarks are presented in Section VI.
Analytical treatments for the lattice-gas desorption prob-

lem are also possible within appropriate statistical
approximations;*® and a comparison between the two ap-
proaches should be sought. Therefore, even though Mon
Carlo methods are easy to implement and produce reliable The metallic surface is represented by a square lattice
results, they are rather “costly” in terms of computing ef- with periodic boundary conditions, witi;=100 X 100 sites,

II. RECOMBINATIVE DESORPTION MODEL
f%ND MONTE CARLO ALGORITHM
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: : scopic transition rates as a heterogeneous Poisson prdcess,
d; Dk considering, for a given configuration at the instanthe

: total transition rate

"""" ; ; Mtot= 2 NdeJdeerz N ¢ 3
Ry d;

whereN!l,. and Nli.. are, respectively, the numbegsulti-
FIG. 1. Partition of the immediate neighborhood to the central pair of ad-plicities) of the desorption and diffusiogpossible eventwith
sorbates in terms of thie; andd; clusters. local environment characterized by. Therefore, the next

event to occur is randomly chosen out of a weighted list with

all the Nyoy = Z;iNiest =i;Ndi; possibilities!® The surface

each one being either empty or occupied by an adsorbateatt'ce the possible events’ list and the multlpI|C|t|Es\l§eS
N, is the total number of adsorbates, and the surface covef” nd Ny are then updated, and at last the tités incre-
age is defined byy=N,/Ng. The system dynamics is de- mented according to

fined by two classes of local processes: pair desorption and

diffusion, characterized by transition rates with an Arrhenius —(~In )i 4
temperature dependence and activation energies dependent P ot

on the local environment.

Pair desorption will occur when two nearest neighboringwherep is a non-zero random number between 0 ar}a 1.
(latera) sites are both occupied, leaving the sites empty, withrhe sequence of lattice configurations generated in this way

a transition rate is a representativesolution for the kinetic lattice-gas model.
. ) ) At any instantt the system variables can be directly mea-
Mdes= VaeXH — (Eges— 1A —jAg)/KsT], (1) sured from the lattice configuration, and a better precision

will be obtained by combining different runs. Particularly,

where vqs is the desorption pre-exponential fact@izesis  we are here interested in the total number of adsorbates,
the activation energy in the limit of zero coveragg,isthe N, and in the numbers of lateral and diagonal pairs of oc-
Boltzmann constant and is the absolute temperaturé* Cupied SiteS,NAA and NgA! respective|y' as representative
and Ay are, respectively, the nearefftera) and next- functions of the local order.
nearest(diagona) interaction energiesrepulsive energies Diffusion poses a serious problem to the algorithm: In
positively defined, andi andj the corresponding numbers rea| systems the surface diffusion is generally many orders of
of occupied nearest and next-nearest neighbors for the degragnitude faster than desorption due to its much smaller
orbing pair(0<i=<6, 0<j=8, and 6si+j=10, Fig. 1. activation energy? and therefore, following all the diffusion

Diffusion may occur whenever an adsorbate has one ofvents with physically “realistic” transition rates would be
its four nearest or four next-nearest neighboring sites emptsomputationally impossible. The role of diffusion is to per-

with a transition rate form the “redistribution” of the adsorbates, and the fast-
- diffusion limit means thathe adsorbate local order shall
rdit=vaireXd — (A+iAj+jAg)/KgT] (28 always be in a configurational quasi-equilibrium state with
respect to the desorption kinetics
if iA+jA4>0, or Following the algorithm’s rules, and assuming that the
system is large enough to keep the multlpllcr[hsl§es and
rdie= vairexp( —A/kgT) (2b) Nl nearly constant, for a smgle desorption event there will

be, on averageE,,Ndlfrd,f/E”N o des diffusion events, and

if 1A;+]A¢=<0, wherevy is the diffusion pre-exponential thys the mean time interval for a single desorption evéht is
factor, A is the activation energy barrier in the absence of

neighbor interactions, andand | are, respectively, the dif-

ferences in the numbers of nearest and next-nearest neigh- At=_—

bors for the adsorbate between the initial and final sites 'tot

(—3=<i=3, —4=<)=<4), following the physico-chemical argu-

ment that the energy barrier the adsorbate effectively “sees'which is independent of the diffusion velogityrovided the

when jumping onto a lower total energy site is just® Ndes multiplicities follow an equnlbrlum distribution. This

Therefore, considering only the domain of diffusion eventsallows us to look for a proper “rescaling” scheme to bring

and understanding the termy;; exp(—A/kgT) as a “delay thery;; down to less prohibitive values, while keeping the

factor,” the definitions(2) above become equivalent to the quasi-equilibrium condition.

rules of the Metropolis algorithri. This was accomplished by redefining, at every event up-
Within the dynamic Monte Carlo descriptiét®*?the  date, the termyy;; exp(—A/kgT) with respect to the possible

time evolution of the system is obtained from the micro-desorption events, according to

1+ Zij Ndlfrdlfj 1
EiiN eJde EiiNHeJHes’

®)
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SNl soNH i TABLE I. Basic and auxiliary cluster fractions used to describe the equilib-
ij Ndit! dif ed des - - - R
= (69 rium correlation functions and desorption kinetics.

n ’
=i Nis ZijNdes

where 7 is an arbitrary constant that defines the degree of

thermalization. The invariance of the desorption kinetics will m hy m hr ._.‘ dy
be thus attained with the choice of a sufficiently langeA
second constraint is added in that there will be a maximum ha m hs oo d2
mean time increment,,,, due to a single event,
m hs hio o Y1
it M 31 TIe S
Mtot= ; N:jjesrldjes+ ; NHeJId]es; Utmax- (6b) 4 1 L !
P21 I e .
This latter condition prevents,,. in Eq. (4) from becoming
too large, which can be particularly critical in TPD simula- m he m hi4 ) T2

tions (Section Vj, where this would imply large jumps in the
temperature for individual events, destroying the reliability
of the simulations.

A different procedure was used by Meng and
Weinberg!® where the time evolution was obtained consid-

ering just the desorption events, and treating diffusion as a . . : .
thermalization process between successive desorptio’ﬁeXt'neareSt neighbors to a central nearest neighboring pair

events. The basic advantage of our procedure presented héfpadsorbates, resulting in sums of all the possible geometric
is that thermalization is performed as a self-adjusting procesguSters of 4x 3 sites where the central sites are occupied
controlled by a pair of simple parameters, which shall avoidFig: D- . . ,

an excessive computer effort, but the overall result of the twg | N€ cluster variation metho@VM), originally devised

procedures shall not be different. by Kikuchi?! is a practical method of obtaining the equilib-
For a single desorption event the change in coverage igum properties of a Ia’Ftice-gas with cpmpeting interactions
—2/Ng, and combining it with Eq(5), we have in terms of a given geometric block(cluste)

approximatiorf>2® The internal energy and the configura-
- - o tional entropy are then obtained by minimizing the resulting
AGIAt= =2 (NfedNTes= =42 Viries, (7)  free energy by a self-consistent procedtfr&he precision of
. N the approximation will depend on the size and geometry of
with yipi = geJZNS' and from where we may recognize the the basic clusters used, and the way the lattice can be built

pair desorption differential equation with local environmentfrom them. The quasi-chemic¢aP®® or Bethé" approxima-
dependencégj .° tion for the square lattice is just one of the simplest cases

From the total number of paifda, = EijNidjes' we may Within the CVM, but the highest order with a known analyti-
define a pair probability,=;;Ni.J2N; as the probability ~cal solution.
that two nearest neighboring sites are both occupied, and ©On testing different approximations, we have found the
therefore it can be seen that B@) has adirect dependence C» approximatiofi” to be sufficiently precise to reproduce
on y,. Indeed, in the absence of adsorbate interactidns ( the both they, (y;) andw, (w,) pair probabilities obtained
=A4=0) the adsorbate overlayer is randomly disordereddy the Monte Carlo simulations in the equilibrium condition,
(mean-field  solution  with  y,= 62, ridjes: vges  as Will be shown in the following section. All relevant cluster
X exp(—Eged/ksT), and the second-order Polanyi—Wigner fractions used here and in the following sections are given in

differential equatio”®® is recovered, Table I; their derivation within th€, approximation and the
specific details for the CVM calculation can be easily ob-
A OIAt=—KyeXP — Eges/KgT) 62, tained by following the procedure described in Ref. 22 for

the B, case®™ The filled (@) and empty circles@) repre-

With Kges = 4vges. At this point it is convenient to introduce gent, respectively, the occupied and empty surface sites.
also ghe next-nearest neighbor pair probability as  Theyll fractions can be estimated from theclusters
Wp=Naa/2Ns. by extending the combinatorial analysis of ZhdaRdThis
is done by partitioning the 10-site immediate neighborhood
of the central pair into two 4-site blocks and two 1-site
blocks as shown in Fig. 1. The 4-site blocks can be filled by
direct combinations of thé; fractions that will account for

A consistent approximation to the desorption kinetics bythe central pair, weighted by their energy contributions. On
the Monte Carlo procedure will depend on an appropriatghe other hand, the 1-site blocks can be filled by dheand
approximation to the partitionSNi.4. These are, in reality, d, fractions(Table ). Therefore, by considering the multi-
all the possible combinations of the numbers of nearest andomial expansion, Eq7) can be re-summed into

Ill. CLUSTER APPROXIMATIONS TO LOCAL ORDER
AND DESORPTION KINETICS

J. Chem. Phys., Vol. 106. No. 4, 22 January 1997
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do/dt=—4vgeeXp — Eges/kgT)y1 Shiexr (3A,+3A4)/kgT]+hoexd (3A,+2A )/ kg T+ hyexd (2A,+3A ) /K T]

+(hy+hy)exd (2A,+2A4)/kgT]+ (hs+hs+hg)exd (2A,+ Ag)/kgT]+ (h;+hg)exd (A, +2A4)/kgT]
+ (hg+hygthypexd (Aj+Ag)/kgT]+higexp( A, kg T) + hexp(Aq/kgT) +hy [ diexp(A /kgT) +d, ]2

The explicit derivation in terms of thgzg fractions is too  ordering transition at half coverage can be recognized as a
cumbersome to be presented here, but is not difficult to folchange in the derivative with respect @o
low. A much smoother transition is present when the repul-
The quantitative equivalence between the numerical insive energy is halved, as shown fgy andw,, in Figs. 3a)
tegrations of this last expression and the dynamic Montdlog scale and 3b) (linear scalg respectively, for\; = 0.05
Carlo simulations for TPD spectra will be shown in SectioneV and A3=0. A partial ordering transition into the
V. An approximation of higher order thad, could be used c(2X2) structure is still occurring, as shown in, by an
here in the estimation of thy% probabilities, but with little inflection point at half coverage in th€, approximation
gain for the excess of analytical effort and numerical conver{solid line), and as a small “depression” around this point in
gence problems involved. the Monte Carlo simulatiofcircleg immediately at the left;
for the rest of the graphic the curves are identical. The same
is valid forw,, with an inflection point at half coverage. The

IV. NUMERICAL RESULTS FOR THE PAIR guasi-chemical approximation is also shovdashed ling
PROBABILITIES: COMPARISON BETWEEN BOTH differing from the other two results in the central region.
APPROACHES The comparison between Figs. 2 and 3 says that the

) ) o onset of an ordered(2Xx2) phase should start for a given
Numerical results for the quasi-equilibrium nearest anqepy|sion energy at this temperature. Indeed, when following
next-nearest neighbors pair probabilities as function of thgne C, approximation over th@¥=0.5 line, we find thay,,
coverage and at fixed temperature were obtained from Montg,||s steadily as\, /kgT is increased, as shown in Fig.(the
Carlo simulations of desorption processes by recording for‘abrupt” fall at A,/kgT = 3.108 is due to round-off insta-
every single desorption interval the mean values forjjities of the self-consistent procedure; the real curve is

Naa/2Ns and Njj4/2N; at this coverage. The resulting data likely to continue according to the dashed lin€his is con-
were smoothed with a Savitzky—Golay digital fiftef®

(fourth order polynomial, window of 51 pointsThroughout
this section we taker,,.,=>, 7=50, single simulations
runs, T=300 K, but alsovgee=10" s™! andEges = 1.6 eV ' ' ; a)
(the latter are, nonetheless, irrelevant here as no dynamics is
concernell There results can then be directly compared to

they,; andw; pair probabilities from the&C, approximation.

For the sake of comparison, the Bethe or quasi-chemical ap- NS
proximation, is also presented, whenever appliable. All the

computer codes used here were written in PASCAL lan- 10
guage, and run on Sun and DEC Alpha workstations.

Figure Za) presents a counter-intuitive result for the
nearest-neighbor pair probability,, with A;=0.1 eV and 10
A4 = 0, exhibiting a “dip” at half coverage §=0.5) where 1.00 : : : :
Yy, falls to zero(log scalg, indicating an ordering transition b)
into a c(2x2) or “checkerboard” structure. This is most
clearly seen in the&C, approximation(solid line), wherey,
falls to a value very close to zero exactly§=1/2, increas- o
ing immediately at the left or right of this point. The latter 2 050 |
curve is closely matched by the Monte Carlo simulation A =016V
(circles, except at the region immediately left to the dip. The 025 & 8,20
difference between both curves is partially due to insufficient T=300K
thermalization and the finite size of the simulation, but we
can infer that theC, approximation is not yet an exact solu- 000 &= %02 02 06 08 1.0
tion to this problem. The quasi-chemical approximation 0
(dashed lingis also plotted, presentingvery poorcompari-

_ . G. 2. Nearest and next-nearest neighbor pair probabiltie@ andw,
son to the other two curves. The next-nearest neighbor paﬁj)) as a function of the coverag for A, ~0.1 eV andA,—0, at 300 K. The

probability wy, is ?hown in Fig. 20) (linear scalg with an  gjrles represent the simulation with=50, the solid line is th€, approxi-
excellent comparison between the two curves, and where theation and the dashed line the quasi-chemical approximation.

000

0.75
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10° : : — 10°
a)
10° 10°
Ny =
10° 10"
10° 10°
1.00 , . ; . 10° . : : <
b) b)
0.75 ,
10°
2 QU
2 o050 | ] )
A, =0.05eV 10-4 A =0.05eV ]
025 | A,=0 ] A, =0.025 eV
T=300K T=300K
0.00 - k ‘ : 10° ' ' l :
00 02 04 06 08 1.0 00 02 04 06 08 10
6 0
FIG. 3. The same as Fig. 2, with, = 0.05 eV. FIG. 5. The same as Figs. 2 and 3, with0.05 eV andA4=0.025 eV.

sistent with the valu@\, /kgT = 1.754 after which the onset S. This phase transition will thus explain the results of o,

of thec(2x 2) phase should begifpositionA in the figurg, ~ Who obtained strong variations in the diffusion coefficient of

obtained by Paynet al?’ using the transfer matrix method. @ lattice-gas around half coverage as the nearest-neighbor

The “dip” in Fig. 2 and the “depression” in Fig. 3 corre- repulsion energy was varied. This ordering effect also occurs

spond, respectively, td,/kgT = 3.868 and 1.934. Consid- due to the absence of a next-nearest neighbor repulsion term.

ering the Helmholtz free energf=E—TS, the ordering With its inclusion, competition between both repulsions will

transition is thus a situation where a minimum internal en-arise and the “checkerboard” order will be destroyed. How-

ergy E can be attained at the expense of a minimum entropgVer, a compromise between the internal energy and the con-
figuration entropy will always exist for the minimum free
energy?"* and thus a lowering of, can always be found

o . ‘ for appropriate energy parameters.

; ] A simpler case without the presence of the ordering tran-
sition is shown in Fig. 5, wittA;=0.1 eV andA4=A,/2,
within a dipole dependence of the repulsive potential. A very
good comparison is found between the simulatfoincles
and the CVM calculatiorsolid line) for eithery, or w,,.

This last set of figures shows that the quasi-equilibrium
4 local order obtained by the Monte Carlo simulation can be
] very well approximated by th€, approximation, except in
the regions immediately left t6=0.5 in Figs. 2 and 3, where
a partial ordering transition is occurring, and we may infer
that this approximation is yet “incomplete,” even though
sufficient for our purpose®. A higher-order approximation
could be used here, but this would imply difficulties in the

4ol 1

00 05 10 15 20 25 a0 a5 self-consistent numerical convergence due to a much larger
Ay/ kgT number of independent variables.
The equivalence should not be surprising, however, if
FIG. 4. Nearest-neighbor pair probabiliy, as a function of the reduced we recognize the diffusion rate®) as equivalent to the
energyA, /kgT at # = 0.5 within theC, approximation. The dashed line is Metropo“s a|gorithrn1-,7 which was devised as a method for

the probable continuation of the curve, which falls to zero due to round-off_. . . . . .
errors. PositionA is the point after which the onset of tlg2x2) phase SImUIatmgthe equation of state for a given Hamiltonian. On

takes place according to Payaeal. (Ref. 27, and positiorB corresponds ~ the Ot'her hand, the CVM is amxplicit calculation Of_ an
to the desorption minimum of Fig. 6 witb,=1. equation of state of a lattice-gas system, and #gquiva-

J. Chem. Phys., Vol. 106. No. 4, 22 January 1997
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-do/dt
-do/dt

300 400 500 600 700 300 400 500 600 700
T(K) T(K)

FIG. 6. TPD spectra foT;=300, 8=4 KIs, v4es=10" 571, E4e=1.6 €V,  FIG. 7. The same as Fig. 6, with =0.05 eV andd,=1, 0.75, 0.5, 0.25, and
A;=0.1 eV, andA4=0, for initial coveraged9),=1, 0.45 and 0.25. Simula- 0.1.
tion runs are represented by circles,(,=0.1 s andp=50) and cluster
approximations by solid lines.
ing an adaptive size step scheéthehere, at each integration

. . : o tep theh;, d; andy, fractions are obtained self-consistently
lence can be achieved if a suitable approximation is usecz ' _
y the C, calculation for the current values of;=46

within the CVM as we found withC,. andT
Finally, Figs. Za) and 3a) show clearly that the quasi- Throughout this section we usegi.=10" s %, Ege

chemical approximation fails drastically in describing the lo- _ 1.6 eV, T,=300 K andg=5 K/s, and in the simulations,

cal order when a single interaction energy is concerned, ex7-7 ~ 50 andr,,.,=0.1 s. The TPD spectra corresponding to

cept for the extremes at the high and low coverages far frorﬁje energy parameters of Fig.®, = 0.1 eV andA4=0, are
Xy = . d—Y%

the ordering regions, and therefore severely limiting its ap- e ; _
plicability to problems in reaction and desorption shown if Fig. 6, withfp=1, 0.45 and 0.25top to bottom.

C At e 3-5,31 The circles represent the Monte Carlo simulations, and the
kinetics™™ S S .
solid lines the cluster approximation. Tlig=1 spectrum is
split into two at half coverage witli = 465 K, correspond-
V. TEMPERATURE-PROGRAMMED DESORPTION ing to the onset of the(2X 2) phase, with\| /kgT = 2.496
SPECTRA andy, = 4.18X 102 (point B in Fig. 4), where desorption
In the temperature-programmed desorptid@PD) the  virtually stops due to the almost absolute absence of desorp-
time derivative of the surface coverage is recorded as a fundion pairs. Then, as temperature increasesc(e<2) phase
tion of the temperature, that is also as a “programmed”is overcome, and desorption is resunfadsimilar path over
function of the time, usualB?%%? the phase diagram is found for non-recombinative
T=T+ ot ®) de_sorptioﬁ). There is a gopd c_orrespondence between simu-
0 ' lation and cluster approximation curves, except for the re-
where Tg is the initial temperature ang the temperature gion around and immediately below half coverage, where the
advancement rate, with adsorption proceeding from an initiatorrespondence in the quasi-equilibrium is incomplete, as
coveraged,. A TPD spectrum is thus a “collective signa- seen in Figs. 2 and 3. A much better correspondence is thus
ture” of all the simultaneous events of desorption and diffu-found for the6,=0.45 and 0.25 pairs of curves.
sion, as function of the experimental parametégs T, This last result shows precisely how an order-disorder
and . transition may show itself in TPD spectra. Multiple peaks in
In the dynamic Monte Carlo simulations of TPD pro- desorption spectra have since long been kridwhto arise
cesses, the system was initialized by randomly filligN; ~ from adsorbate-adsorbate interactions, but their relation to
sites of the square lattice and letting it thermalize througithe ordered phases was only possible with either Monte
72;;Ny;; diffusion steps. Thereafter, after each succeedearld® or approximaté’ solutions to lattice-gas models. The
event,t and T are increased according to Edd) and (9), relation to the ordered phases is enhanced here if we consider
respectively, and after each desorption event the current va& conceptual difference between recombinative and non-
ues ofé, t, T, y, andw, are recorded. The final results were recombinative desorption kinetics: In the recombinative case
taken as the average of 10 independent runs, and the timbe total desorption rate dependisectly on the total number
derivative of # and absolute values above were smoothedf pairs available to desorptior‘i\IAAZEijN'd‘es with an “en-
with the Savitzky—Golay filtet?%° velope” dependence, and not just on their distribution
The simulations are compared to the integration of Eqsamong theN{,, multiplicities and the associate arising
(8) and (9) with a fourth-order Runge—Kutta procedure, us-from the interactions. Ordered structures are well known to
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The quantitative agreement between the two approaches

thus has two immediate implications:
A,=0.05eV

it is shown that the dynamic Monte Carlo algorithm
does indeed provide the correct time evolution of the
stochastic system, even when a continuous step-by-
step rescaling of one process with respect to another is
included;

(i)  the Monte Carlo simulation can be successfully sub-
stituted by a differential equation formalism provided
the system’s kinetics depends directly on a quasi-

Ay=0.025eV (i)

-do/dt

0.25 ) equilibrium condition that can be appropriately de-
scribed.
‘ : ‘ These two points deserve a further few comments: the
300 400 ?,E’;’K) 600 700 temperature-programmed desorption simulations presented

here are atour de force for the dynamic Monte Carlo
FIG. 8. The same as Figs. 6 and 7, with=0.05 eV, A,=0.025 eV, for method, since they comprise two classes of different, but
6,=1, 0.75, 0.5, 0.25, and 0.1. interrelated, basic processgdiffusion and desorptionwith
transition rates that are also a direct function of the time.
Monte Carlo simulations are, however, rather expensive in
be formed by chemisorbed hydrogen around half coveragterms of computer effort and bear inaccuracies due to statis-
and low temperatures on low-index planes of metals like Nifical noise that can be just partially smoothed out by either
Co and Pd&* Therefore, a situation similar to Fig. 6 would the combination of different runs or with the use of digital
occur with the observeg@, and 3, features of TPD spectra filters. The cluster approximations, on the other hand, are
for H, from Ni and Cd° and W(100).2° much faster calculations with smooth results, but as it is
A much better correspondence between the Monte Carléound with theC, case, they may be incomplete in some
simulations and the cluster approximations is shown in Fig. Tases, or become rather complicated as the number of vari-
and 8 for the energy parameters of FigsA3=0.05 eV and ables increases with the order of the approximation, leading
A4=0, and 5,A,=0.05 eV andA4=0.025 eV, respectively, also to numerical convergence problems. This can be, in
for #,=1, 0.75, 0.5, 0.25 and 0.@top to bottom. A more  turn, a point of advantage for the Monte Carlo methods, for
“conventional” peak broadening can be recognized as dhey can always be defined in terms of a simple set of proba-
continuous overlap due to the different activation energiedilistic rules.
arising from the interactions. The slight differences in the A careful weighing of the two approaches should be
latter figure should be due to yet incomplete approximatiormade when extending this simple model of desorption plus
of the yg terms by theh; clusters in Eq(7) when too large diffusion with immediate neighborhood interactions onto
repulsions are present. more realistic problems. Thus, even though this model is
able to describe a wide range of experimental results, it has
to be extended to include basic processes like adsorption,
VI. CONCLUSIONS AND FINAL REMARKS precursor states, surface reconstructions, heterogeneity in the

The dynamic Monte Carlo method was applied to thechemisorption sites, etc., or even more complex situations of
simulation of temperature-programmed desorption processé&gtalytic surface reactions, like CG&/2 CO,= CO, over
of a diatomic species dissociatively adsorbed on a metalli®d or PE® Therefore, even in the situation where a quasi-
surface represented by a square lattice, considering the loc@fiuilibrium condition can be applied, finding out an appro-
processes of pair desorption and surface diffusion with locaPriate equilibrium configuration may not always be a feasible
dependencies due to both nearélatera) and next-nearest task. Nevertheless, a combination of both methods can be
neighbor (diagona)l interactions between the adsorbates, inpursued in some situatiorisee Table I).
the limit of fast diffusion with respect to desorption. The last
condition ensures that the adsorbate layer is in a quasi-
equilibrium state, SO that the desorption kine_ti_cs_ can beyckNOWLEDGMENTS
shown to have a direct dependence on the equilibrium local
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