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Impact ionization plays a crucial role for electron transport in semiconductors at high electric fields.
We derive appropriate quantum kinetic equations for electron transport in semiconductors within
linear response theory. The field-dependent collision integral is evaluated for the process of impact
ionization. A known, essentially analytical result is reproduced within the parabolic band
approximatioqW. Quadeet al,, Phys. Rev. B50, 7398(1994)]. Based on the numerical results for
zero field strengths but realistic band structures, a fit formula is proposed for the respective
field-dependent impact ionization rate. Explicit results are given for GaAs, Si, GaN, ZnS, and SrS.
© 2000 American Institute of Physids$S0021-89780)03002-4

I. INTRODUCTION Quadeet al!! applied a density matrix approach to car-
rier generation in semiconductors. Within the parabolic band
The study of high field transport in semiconductors hasapproximation, they were able to give an essentially analyti-
both theoretical interest and practical application&hile  caj result for the field-assisted impact ionization rate which
electron scattering at other electrons, impurities, andyas evaluated for GaAs and Si. Again, the systematic low-
phonons determines the low-field electron distribution func'ering of the threshold energy with the field strength has been
tion (EDF), intervalley electron-phonon scattering, and espegnawn.
cially, band-to-band impact ionization become the dominant 114 field dependence of the collision integral was also
scattering processes for high fields in the mega volt per cengy,jied by means of the Green function technique, solving
timeter domain, leading to carrier multiplication and field the Kadanoff—Baym equatiolfsin various approximations.

H—)
clamping: Avoiding the conventional gradient expansion or delta-

We have previously calculated the impact ionization ratef . o . .
_ 126 7 . unction approximation for the spectral density, an integral
for Si and GaAs, Zns;™ GaN, and SrS(Ref. 8 neglecting equation has been derived for the EDF taking into account

the influence of the electric field on the collision term—thethe ICFEB31% The Levinso®® or Barker—Ferry transport

intracollisional field effect(ICFE). We have used a local equatiofl was evaluated within a saddle-point approximation

empirical pseudopotential methd@&PM) to calculate the A o
band structure which has pronounced influence on the n or GaAs at high field strengths, taking into account electron-

merical results for the impact ionization rate. Therefore, non? honqn mteractlo_n S AIternatlveI_y, a gauge-invariant for-
local contributions to the pseudopotentials arising from dif-mUIatlon of the Alry representayon (_)f the Kadanoff—Baym
ferent angular momentum states have been taken int@eory was devglope]d.The Mori .prOJect|on operqtor tec_h-
account for Zns$:6 niqgue was applied to study nonlinear transport in semicon-
However, the ICFE should also affect the behavior of theductors and, especially, the ICFE and collision broadeffing.
impact ionization rate in the high-field regime. For instance,!N€ method of the nonequilibrium statistical operator as de-
the evaluation of the Barker—Ferry kinetic equafieor Sit®  veloped by Zubarel? was applied to study both steady-state
has indicated that the threshold energy for impact ionizatior@nd transient properties in hot-electron transpdft.
is lowered due to the field because the impacting electron is We derive quantum kinetic equations for the EDF in
further accelerated during the collision. This results in asemiconductors using the Zubarev approach and take into
higher ionization rate near the threshold, whereas for higheaccount the full field dependence of the collision integral.
energies of the impacting electron the field influence vanWe then focus on impact ionization processes and rederive
ishes. the general, field-dependent impact ionization rate given by
Quadeet al!* within the parabolic band approximation, and
dElectronic mail: redmer@darss.mpg.uni-rostock.de the Keld.ySh fprmUI%‘Z valid for energies n.ear t.he thre.Sho.ld'
PPermanent address: Instituto de Fisica, Universidade Estadual de Cam&omparmg with the results for the zero-field impact ioniza-
nas, Unicamp, 13083-970 Campinasp$aulo, Brazil. tion rate which were calculated with realistic band

0021-8979/2000/87(2)/781/8/$17.00 781 © 2000 American Institute of Physics
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structure$;® a field-dependent fit formula is proposed. Ex- =H(t)+H’. The main parH°(t) contains the ideal contri-
plicit results are given for various semiconductor materials.butions and the full time variation of, e.g., external fields,
whereas the perturbatidd’ describes the interactions. The

IIl. DERIVATION OF A QUANTUM KINETIC EQUATION following quantum kinetic equation is then derived:

Quantum kinetic equations can be derived within differ-
ent methods of nonequilibrium statistical physics. For in-
stance, the Green function technique has been successfully
applied to derive the well-known Kadanoff-Baym
equations? Alternatively, the response method allows to de-
rive balance equations for the single-particle density matrix
where the time evolution of correlations is described by the 1 , 1 Sl
nonequilibrium statistical operatafNESO. This method, E<[Bm’H Dt:Tr[Q(t)ﬁ[Bm’H ]]=Jm(t).
developed mainly by ZubaréV has been applied to charged o .
particle systems such as plasmas and semicondiétors Since the explicit time dependenc_e ofloperators is now only
Starting point is a modified Liouville—von Neumann equa-detérmined byH(1), a corresponding time evolution opera-
tion for the NESOp (t) which is governed by the Hamilton O can be introduced via
operatorH(t)

B 1S Q1B =30,

%[Bm,H(’(t)]:i; Qumr(1)Bn, ™

, ®

i [t
J 1 Uo(t,t’)=Texp{—%ﬁH°(r)dr
e+ = [e(®),H(1)]=— lim s[e(t)—ere(t)]. t
e +0 1 so that the NESO Ed2) can be given after partial integra-
(1) tion of the Liouville—von Neumann Ed1) in the form
This equation has a formal solution of the form

t ’
t ) 9 e(t>=ere|(t>—f dt’e” "IUo(t,t)
e(t)=ere|(t>—f7 dt’e”t t>U(t,t’)(Were|(t’) -

d 1
1 , , t , X Wgrel(tl)'i'E[Qrel(t/)lHo(t,)]
+ i lee(t), HA)] UL, 2
1
The time dependence of operators is given in the Heisenberg + E[Q(t,)’H ’]] Ug(t,t’). 9
picture via the time evolution operatbk(t,t")
A(t,t)=UT(ttHAU(LL), The interaction parH’ contributes via the full NES@(t’)

3) so that only an iterative solution of the quantum kinetic Eq.
(7) is possible. Furthermore, E¢9) contains the full time
' evolution of the relevant statistical operawyg,(t’) which is

. . . ~ determined by the mean values of the relevant observables
whereTis the time-ordering operator. The relevant statlstlcaIBn. The time evolution of the system at all former time steps

operatorg (t) is usually taken as a generalized Gibbs stat§s contained in the integration in E¢9) which is usually

! I t
U(t,t )=Tex;{—%ftlH(r)dT

as proposed by Robertsdn denoted as memory effect. The corresponding time deriva-
tive (d/dt") p.(t') is given by the time variation of the
Qrel(t):exr{ —qD(t)—% Fm(t)Bm}: (49 mean values according to
where ®(t) is the normalization, and the Lagrange param- 9 = . 1 £ HO(t)]= 5Qrel(t)J 0. (10
etersF(t) are determined by the self-consistency condi- ot e F 7l @ref().HI(L)] ; &Bp)! (V- (10
tions
The commutatof o,(t"),H°(t")] cancels in Eq(9) and we
(Bm)'=Tr[(t)Bpn]=(Bm)rei=Tr{ 0re(t)Bpl. (5 have finally the following equation for the NESO:

Quantum kinetic equations are immediately derived for t )
any relevant observabB,,, which is not explicitly time de- Q(t):QreI(t)_f dt’e* "OUy(t,t")
pendent by performing the time derivative according to o

d 1 . 5Qrel(t,) ,
el t— T — - t X —_—
The first method is to insert the NESO E@) which is 1 o R
mainly determined by the relevant statistical opera#r +ale(t),H ] Ug(tt). 11

This leads to a Boltzmann-type balance equation for the rel-

evant observables with a drift and a collision term. The sec- Inserting this expression into E¢7) and iterating up to
ond method is to apply perturbation theory in situationsthe second order with respect k', the following general
where the Hamilton operator can be split accordingd{@)  quantum kinetic equation is derivéd:
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§%<Bmy—42;s1m40<80t:J%%t»+J%%tx HAO=2 |0~ )
e2
I = h([Bm-H D, (12) +WASCOSZ(0)I+ ao)|ala,p.,
Jg)(t)=—ﬁ%£wdt’es("‘t) ph_z hwgbgbg,
1
X[ H",[H'(t,t"),Bp(t,t")] Hé-ngp%p, ®(p,p)alpa, iy, (16)

5J(l) ’ t’
+ikh>, B, —(tt )”

L on=—=2, Dy(bg+blyal ..o,
e—ph vaq a\Mq a/“v,p+hq<rp

n 5<Bn>rel
This equation contains the interactions up to the second _1 > >
order, memory effects vi@(t’) which is determined by vivg vl vy keka Kik)
the mean valueéB,)!’, and the effects of an external, time- o +
dependent field viadH°(t) (for a more detailed discussion, xvee(klkzvk1k2)avékéavikiavlklavzkz-

see Ref. 28 If the Hamilton operatoH® is not explicitly N

time dependent, the second-order collision oper3fd(t) in ~ &.p» &,p aNdbg, by are creation and annihilation operators
the quantum kinetic Eq(12) can be given in a Markovian for electrons in the band and phonons, respectively. Effec-
formz26:27 tive massesn, can be introduced for spherical parabolic

bands, i.e.g,,=%2p?/2m,.

We have to specify the relevant observatiigsfor the
treatment of electron transport in semiconductors. For a com-
plete description of the coupled electron-phonon system, we

sIG(t) have to take into account the single-particle occupation num-
'hE B 5Byt (B! 13 bersn,(p) for the valence ¢=v) and the conduction bands
(v=c) as well as the phonon occupation numbiKg]) as
relevant observables, i.B,} ={n,(p).n:(p),N(q)}. Their
mean values are the electron single-particle distribution func-
tion and the phonon distribution function, respectively,

1 0
Jﬁf‘M)(t)z—ﬁfxdtlegtl< H'(t1),[H", B

IIl. SEMICONDUCTOR IN A HOMOGENEOUS
ELECTRIC FIELD

After we have outlined the derivation of a general quan- 1) =(n,(p))! <a a,,)!
tum kinetic Eq.(12) by means of the NESO E¢L1), we will Fuo AE /el A TvpTvp el
now apply the formalism to treat the electron transport in N (D) =(N( A))he= <bT q>re|

semiconductors at high electric field strengths. We start with
the Hamilton operator for electrons in an electromagnetldn what follows, we will restrict ourselves to the treatment of

field. The vector potent|a4\(r,t) determines the electric and Lef[ EDF Htowever Elso tthg edvo_lrur']uonngFthe pr;)onor: ?'s(;”t'
magnetic fields according to ution function can be studie e can be related to

the diagonal part of the Wigner distribution function and is
. 1 9A(F 1) determined from the general quantum kinetic ELR)
E(F)=—Ve(F)— 5~

(17)

Jd J
R " (14) —Fup(+eE) - — 5 Fop(D=Je(P.1). (18)
B(F,t)=VXA(F,t).
We have to evaluate the field-dependent collision terms

Supposmg a homogeneous electromagnetic field, e(p t) given by Eq.(12). It follows immediately from the
A(t) AO cost+ag), the electrons couple only to the elec Hamilton operato(16) that

tric field component an@=0. Choosing the gauge transfor-

mation (f,t)=0, the electric field is given byE(t) IW(p,b)= {[n (p),H' T} 19
= E, sin(wt+ag) with Eq=Agw/c. The Hamilton operator in rel”

(15  Therefore, the second-order collision terd)(t) in Eq.

(12) can be evaluated from the Markovian form E3) in
consists of the electrons in the banctoupled to the field, which the time-dependent operators are given in the Heisen-
the phonons, the electron-impurity interaction via a potentiaberg representation E@) using the time evolution operator
®, the electron—phonon interaction in FRiich representa- (8). The following second-order electron collision terms for
tion with a matrix elemenD,, and the electron—electron the scattering at impurities, with phonons and with other
interactionVee electrons is then derivedor details, see Ref. 23

H()=Hg(t) +HY+HL +HL ot HE
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—i 2 !
BEUP= g 2 (PPN
t i
<[ aret 0 cog 0, pte)

X[ p ()= Fp(D], (20

2 t
2,e—ph _ 2 1 Ae(t’ —
J@ep )(p,t)———z—ﬁ V% Dy J_mdt ee(t' =)

XL+ N i g(O[1=F (1))
~Nqf ,p(D[1=F (D]

X 00§, - nq(tt') + wg(t—1')]
+[Ngfpg(D[1—F (0] = (1+N)
XFp(O[1=F (D]

xcoiﬂvp,vpfﬁq(tvt,)_ wq(t_t,)]}u
(21)

- 4 1
J(ez,e e)(p,t):_g2 E 2 |Ve(_(k1k2,pk2)|2

VzVi Vé kzkiké

t .
XJ_mdt,ee(t Y Coiﬂvikivéké,vazkz(t!tl)]

XD (D= (DI 1= fa(1)]

~ (DO (D], (D]},

(22)
The quantitied) are given by
1 )\Vlkl_)\vzkz
Qvlkl,vzkz(t!t,):%(svlkl_svzkz)(t_t,)—’—T
. o e’Ag
X[sin(wt+ ag) — sin(wt +a0)]+W
1 1\[t—t" sin2wt+2
% _ n (2w @)
m, m, 2 4w
1 2
sin(2wt’ +2ay)
_ SiNot’ +2ao) , (23)
4w
N 1
Qvikivéké,vlklvzkz(t!t )_ %(Sviki—{_Svéké_svlkl_svzkz)
X(t—t")

A Viki +A Véké =\ viky A vokoy
hw

X [Sin( wt+ ag) —sin(wt’ + ag) ]

+e2AS 1,1 1
2ic?{ m,, ;

myi m,,1

Redmer et al.

1\ [t—t" sin(2wt+2aq)
_m,, 2 * 4w
2
sin(2wt’ + 2«
_n(—O)' (24)
dow

The coupling of the electrons to the external field is de-
scribed by\ ,,=—ep- KB/cmy. The last terms on the right-
hand side of Eqs(23) and (24) vanish for intraband pro-
cesses, but give contributions for interband processes
(impact ionization considered in the next section.

For constant electric fields, i.£o=const and w—0,
the quantitiesA,=Eqc/w and\,, diverge. The respective
singularities in the collision integrals can be removed by
replacing the Wigner function§”(j,t) by gauge-invariant
functionsf®(,t) according t6®

fLo()=FS(p,0)=FYP(1)], (25)

where I5(t)=ﬁ+ eﬂ(t)/c is the canonical momentum. The
guantities Egs(23) and (24) reduce then to their static val-
ues,

-

a? (tt’)ZE(s ) s
viky vakot T f vk kg 2%

ki ko L
m )(t—t )
1 2
bl (t-t)? 26
3“’F,i( )%, (26)
0 1
Q (t!t ):%(Sviki—’—evéké_svlkl

Vikivéké'vlklv2k2
.. €E [K'y

Euyh,) (1= 1) = o .

1

whereE = E, sin(ag) and

, €E’[1 1

w L= — —

B2k \m,, m,)

., €E’[ 1 P 28
PFe” 24 m, m, m, m,

IV. IMPACT IONIZATION RATE

The electron—electron collision integral E2) is stud-
ied in more detail. We are especially interested in the inelas-
tic process of impact ionization which has a strong influence
on the EDF at high electric field strengths. Previous calcula-
tions for Si and GaAd?® znS° GaN/?°3° Srs/® and
InN3! have indicated that substantial contributions to the im-
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T ) X o 3
: + = +
conduction band (3a) mAl| + (3a) 173 0 drcogar’=xr) (31

the general result

1 (»
ri(iQ)(plEO): T_.fo dEaEp;Ep
Q

—E)

1 ( Em—Ep+E
EL EL
1 Vi (eZFCVFCCM)Z

T 4721+ 61/)3/2 ££0h3/2

\/EM(Ep,EA,E)_F \/ E, )
Ep EM(Eva)\ 7E)

valence bands

FIG. 1. Schematic impact ionization process for electrons.

pact ionization rate;;(p) arise from electrons in the higher
bands, especially for the wide band gap materials, so that we
have taken into account fouto six) conduction bands and

— 1
S(E,.E)= 5

four valence bands, i.ev; ,vj =1—4(6).
In the process of impact ionization, a conduction band
electron impact ionizes a valence band electron, i.e.21

-1,
(32

Eu(Ep.Ex E)= $(V(E\—E)?+4EE,~E,+E),

—1'+2’, see Fig. 1. The band indices and energies p? £2)2

V1,8k V1,8 Vor s €, TUN Over the conduction bands, Epzﬁ, “:’“22 ., En=uEqg,
while v,, ¢, belong to the valence bands. Supposing that ¢ ¢

the semiconductor is not highly excited, the conduction i i i [(L+a)(eE)?| B
bands are almost empty so that the Pauli blocking factors are EF=fiop, wp= 8m.f '

unity, i.e., (1-f,;)~1. Furthermore, the(second in-
scattering term can be neglected compared with (fhist)
out-scattering term in the balance for the population of state
with momenturmp and the following collision integral can be
given for field-dependent impact ionization:

I (p Eg, )= —15(p,Eg, ) fW(p—eEgt),

E, is the kinetic energy of the impacting electrdgy, is the
threshold energy for impact ionizatioR, is the gap energy
andwp the electro-optical frequency. As a result of the field
influence during the collision, the threshold energy for im-
pact ionization is lowered, and the impact ionization rate
increases significantly in this energy domain as shown by
Quadeet al! for Si and GaAs explicitly. In the zero-field
limit, the Airy function yields a delta function and we have
simply

. (29
(P Eo)==77 2 2 [Vedkiky,pky)[?

VzVi Vé k2kiké

1_—
t ' (Q) —
xf dt'e* "V cogQ?,, . (t,t)]. M7 (P.0) = S(Ep ). 33
PSS vy 11/2k2,vp1/2k2 Q

The matrix element contains the Debye-like screened Another analytical result for the impact ionization rate

Coulomb potential with the inverse screening lengtland W_?: dedeerrgvdeednt ?rz/atr}i(xelglii%ehﬁsﬂzldn%x aan(c:j(i)r?sﬁrg’erl{eer.-’
the overlap(or Bloch) integralsF;; (k,q) for the impact ion- q P ' P 9

ization process gies of the electrons involved in the process with respect to
the threshold energ¥y,. If we perform only the constant
, e? \2
Veda)l —(SSOVg)

matrix element approximation but take into account the full
field dependence of the collision integral Eg9), a modified

g andeg are the relative and absolute permittivity, aviglis

the crystal volume.

impact ionization rate can be derived
wdE( E)2 1 _(Eth—Ep-i—E
We evaluate Eq(29) for a direct semiconductor with En/ Er Er
spherical parabolic bands and effective masses for the va- 2 2
= i =M., = 1 e°FecFevvm
lence (m,,z—mv) and conduction band nq,,r—m,,r—myl i ceevv ¢
_ S PR SN v  32m2(1+2a)%?\  eggh®? '
=m.), and definea=m.,/m, and u=(1+2a)/(1+ a).
Quadeet al** derived a collision integral similar to ER9)  Again, the zero-field limit can be performed and we obtain
within a density matrix approach and were able to evaluatehe original Keldysh formula for impact ionizati#hwhich
the integrations over the momerkaandk; essentially ana- has frequently been used in simulation studies of electron
lytically in the Markov limit, considering the full, statically transport in semiconductorsee, e.g., Ref. 32
screened Coulomb matrix element between the two elec- 5
trons. Following their derivation, we obtain with the defini- r_(_K)(p 0)= i Ep— Eth) _
tion of the Airy function T el Eg

F CCF cv

2
q2+ )\2) 5ki+ké*p7k2!

(30

1
ri(iK)(p,Eo): T_K Jo

(34)

(39
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TABLE I. Parameters for the field dependent impact ionization rate 3. 10™
for various semiconductor materials, see Ref. 33. The band structure wa:
determined within the EPM; nonlocal corrections were considered for ZnS
and SrS.
= c 1 s
(ev) (10%ev—2s71 a 10° ”
Si 0.8 36.22 3.683 T
GaAs 18 93.659 4.743 e + 1.0 MV/em (P)
GaN 36 0.009 49 7.434 ke & 0.5 MV/em (P)
zns 3.8 5.935 5.073 c ° 0.1 MViem (P)
Srs 4.0 59.723 3.182 10° g 0.0 MV/em (P)
* 8 ———- 1.0 MV/cm (F)
* 8 —-—-- 0.5 MV/cm (F)
=3 —— 0.1 MV/cm (F)
The impact-ionization mean free flight timg depends only » 4 — 0.0 MV/em (F)
on the effective masses, the relative permittivity and the 100 L 2.0 - \ : \
overlap integrals, which are set equal to unity in B§). In 1 1.5 2 2.5 3 3.5 4
ENERGY (eV)

principle, this prefactor X cannot be taken as a free, ad-

justable parameter in S|mulat|c_)ns of h'gh'ﬁelq ransport. g1, 2. Field dependent impact ionization rate for GaAs within the para-
However, we have shown in previous artiéiéshat the bolic band approximatiofsee Ref. 11(P) according to Eq(32) compared

full band structure has to be considered when calculating thwith Eq. (37) where the full band structure={ is considered.

impact ionization rate in the zero-field limit where the time

integration in EQq.(29) yields the energy-conserving delta ) o . _
function. The model of two parabolic bands applied so far ifield-dependent impact ionization rate in Si including the ef-
fect of high scattering rates, i.e., collision broadening, for

not sufficient to describe interband transitions, especially i ) )
wide band gap materials like ZnS, GaN, or SrS, where pro€N€rgies above 1.5 eV. Both effects lead to a lowering of the

nounced contributions arise from higher conduction bandsihreéshold energy and to an increase of the impact ionization
Four to six conduction bandsnd four valence bangisre rate so that it is not surprising that their results lie above our
usually considered for the complete numerical evaluation ofUrves. However, the energy conserviigunction was re-

the zero-field impact ionization rate. These numerical result/aced by a Lorentzian whose extended tails might overesti-
can be parameterized again in terms of a generalizquate the effect. Furthermore, no results were given for the

Keldysh formula according to actual threshololllregion. _ _
Quadeet al.* showed field dependent rates also for Si

along the(001) direction (see Fig. 7 of their article The
En threshold energy is lowered from 1.1 to 0.9 eV for the same
where the prefactof, the threshold energgy,, and the field strength domam of 0.1to 1.0 M\//cm, and the curves
) . . . show a stronger increase compared with the present results,
powera are given in Table | for a variety of semiconductor ; : . )
. . . i.e., aharderthreshold behavior. This underlines the neces-
materials. Obviously, the influence of the band structure’. : .
. . X ) . sity to include more details of the band structure.
manifests itself in valuea>2 compared with the original
Keldysh formula(35) derived for spherical parabolic bands.

Comparing Eqs(34)—(36), we propose a new fit formula for

rF(p,0=C

ﬂ) (36)

impact ionization that considers the influence of an applied f ----- 0.5 MV/cm, ICFE+CB
electric field and the full band structure according to 10” | «10MViem(F) T ;
———- 0.5 MV/cm (F) --
") ® E\*1 [En—Ep+E —-—-- 0.1 MV/em (F)
i (p,Bo)=C | dE g M ' (37 Zero Field (F)

In Fig. 2, we compare the numerical results according to '@
Eq. (37) for GaAs with the parabolic band approximation of
Quadeet al.'!, Eq. (32). The consideration of the full band &
structure £) which is represented by the parameden Eq.

10"

8
(37) leads to a higher threshold compared with the parabolic 101 .
band approximation®) because the lowest conduction band . /
in GaAs does not contribute to the impact ionization fate. ./
Furthermore, the full-band rate reaches higher values for me 10° o) , ,
dium energies due to the consideration of higher conductior 0 0.5 1 1.5 2
bands. The applied electric field leads to a lowering of the ENERGY (eV)

threshold energy, but has no influence for energies above 2.5 ) ) o ) )
FIG. 3. Field dependent impact ionization rate for Si according to(&4q).

ev. . . . 10 where the full band structure is considered. Available results Hor
The results for Si are shown in Fig. 3. Bue¢al. =1.5 eV including the ICFE and collision broadenifsge Ref. 1D(CB) are

solved the Barker—Ferry equation and gave results for thehown in additiondashed ling
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+ 2.0 MV/icm
" [ - 1.5 MV/cm 1
1007 1 1oMViem ' 10
—-=-- 0.5 MV/cm
— Zero Field — o
2 v R « 2.0 MV/em
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, , RN --—-- 0.1 MV/cm
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FIG. 4. Field dependent impact ionization rate for GaN according to
Eqg. (37).

FIG. 6. Same as Fig. 4 but for SrS.

V. CONCLUSIONS

_ The_results for the field-_dependent impact ionization rateé |, this article, we have derived a field-dependent impact
in the wide band gap materials GaN, ZnS, and SrS are showgpization rate, Eq(29), based on a generalized quantum
in Figs. 4—6. The behavior of ZnS and SrS is very similar,yinetic equation. We recover the analytical res(@®) of
while the rate for GaN is substantially lower. This reflects g adeet al within the parabolic band approximation. Fur-
the respective behavior of the zero-field ratésThe ICFE thermore, we have proposed a fit formula, E8f), that con-
influences only the direct threshold region and leads 0 ins the influence of the full band structure via the param-
systematic lowering of the threshold energy with increasingster 4 and reproduces the numerical results for zero field
field strength. The sensitivity of this lowering is related to strength*~8 We have evaluated Eq37) for arbitrary field
the effective masses which are introduced as material paramgyrengths for a variety of semiconductor materials, see Figs.
eters in the quantityfEy in Eq. (32) for the parabolic band 5_g The ICFE is of importance only in a narrow energy
result. The analytical form of Eq32) is also adapted for the egion around the threshold and leads to a lowering of the
fit formula (37) that reflects the full band structure via the hreshold energy.
parametera and, again, the quantitzz . About 0.5 eV(1 The field-dependent impact ionization rate as given here
eV) above the threshold energy, the impact ionization ratgan pe used as input in Monte Carlo simulations of high-field
becomes already independent of the field for the narrovg|ectron transport. The consideration of the ICFE will lead to
(wide) band gap materials. a modified EDF so that, e.g., the field dependence of the
macroscopic ionization coefficient; as found experimen-
tally for ZnS* can be studied in more detail.
Further effects such as collision broadening or the field
10" : : : : : dependence of the Wigner distribution function in E29)

have to be considered in a self-consistent approach to the
field effects. For instance, collision broadening can be incor-
10" poratgd in the present approach by replacing the one-particle
energiesE, by quasiparticle energies,. For this, an ap-
proximation for the self-energy is needed which leads to a
—.;‘ broadened spectral function.
w 10° Another important effect for high field transport is dy-
> S 7 S ) fg mwgz namic screening. In principle, the Coulomb matrix element
T - - 1.0 MV/em Eq. (30) for impact ionization has to be evaluated consider-
107 ///, ———- 0.5MV/cm |_ng a wave \(ector and freque_ncy dependent d|electr|c_ func-
Ry /,/ > 0.1 MV/em t|on e(g,w) instead of a sjcahcally scrgened one. Th|§ re-
S —— Zero Field quires a complete numerical evaluation of the collision
s ,,’ J i integral(29). The influence of dynamic screening on the im-
10 3 . '3'5’ L "1 4'5 5 5'5 pact ionization rate has been studied for the zero-field case

ENERGY (eV)

FIG. 5. Same as Fig. 4 but for ZnS.

for S and GaAs® Comparing with our respective results
for zero field strengthdwhere a wave vector dependent di-
electric functiod’ has been used for the evaluation of the
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impact ionization matrix element, only minor differences **I. B. Levinson, Zh. Eksp. Teor. FiA7, 660(1969 [ Sov. Phys. JETRBO,

have to be stated. 362(1970].
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